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AbstractWe investigate the thermal dependence of the complex conductivity of nine porousmaterials in

the temperature range +20 °C to−10 or−15 °C. The selected samples include three soils, two granites, three

clay‐sands mixes, and one graphitic tight sandstone. A total of 12 experiments is conducted with one

sample tested at three different salinities. Our goal is to use this database to extend the dynamic Stern layer

polarization model in freezing conditions. We observe two polarization mechanisms, one associated with

the effect of the change in the liquid water content and its salinity upon the polarization of the porous

material. A second mechanism, at higher frequencies (>10 Hz), is likely associated with the polarization of

ice. At low frequencies and above the freezing point, the in‐phase and quadrature conductivities depend on

temperature in a predictable way. This dependence is due to the dependence of the mobility of the charge

carriers with temperature. Below the freezing point, the in‐phase and quadrature conductivity follow a

brutal decay with temperature. This dependence is modeled through an exponential freezing curve function.

We were also able to determine how the (apparent) formation factor and surface conductivity change with

temperature and water content below the freezing point. Our model is able to replicate the data at low

frequencies and predicts correctly the fact that the ratio between the normalized chargeability and the

surface conductivity is independent of the water content and temperature and equals a well‐defined

dimensionless number R.

1. Introduction

Electrical geophysical methods are increasingly popular to characterize thermal anomalies or to monitor the

thermal evolution of the subsurface of the Earth in a variety of extreme environments such as in geothermal

systems (e.g., Ghorbani et al., 2018; Hersir & Bjornsson, 1991) and for permafrost (Doetsch et al., 2015;

Kneisel et al., 2008; Krautblatter et al., 2010). These methods provide nonintrusive tomographic techniques

that can be used to image temperature changes (Hermans et al., 2014; Revil, Ghorbani, et al., 2018) and

therefore complement in situ temperature point or line measurements using temperature probes such as

thermocouples or optical fiber. Geophysical methods have also been used to monitor the evolution of rock

glaciers and permafrost (e.g., Hauck et al., 2003, 2011; Hilbich et al., 2009; Kellerer‐Pirklbauer &

Kaufmann, 2017; Mewes et al., 2017; Mollaret et al., 2018; Springman et al., 2013).

One of these methods is electrical conductivity tomography. Electrical conductivity characterizes the ability

of a material to transport charge carriers under the effect of an electrical field (Siemens, 1860). In absence of

metallic grains, the electrical conductivity of a porous rock is composed of two contributions: a bulk

conductivity occurring through the pore network and an interfacial contribution called surface conductivity

and localized on the surface of the grains. In isothermal conditions, the bulk contribution depends in turn on

the salinity of the pore water, the water content, and the formation factor (a power law function of porosity;

see Archie, 1942). Surface conduction takes place in the electrical double layer coating the surface of the

mineral grains (Waxman & Smits, 1968). This double layer is composed of a Stern layer (Stern, 1924) and

a Gouy‐Chapmman diffuse layer (Chapman, 1913). The bulk and surface conductivities have distinct

dependence on the water content (Waxman & Smits, 1968). However, electrical conductivity measurements

alone cannot be used to separate the bulk and surface conductivity. Induced polarization appears as a

complementary technique to electrical conductivity to separate these two conductivity contributions

(e.g., Duvillard et al., 2018; Revil, 2013a, 2013b; Weller et al., 2013).
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Induced polarization is a geophysical method dealing with the study of low‐frequency (<10 kHz) polariza-

tion mechanisms in porous media, especially those related to charge accumulations in the electrical double

layer around the grains. Instead of dealing with a single scalar quantity in isotropic media (the electrical con-

ductivity), frequency domain induced polarization deals with a complex‐valued conductivity. The in‐phase

(real) component of this complex conductivity characterizes the ability of the charge carriers to move

through the porous material under the action of a primary (applied) electrical field (electromigration; see

Waxman & Smits, 1968). The quadrature (imaginary) component is in a strict sense related to the electrical

double layer polarization processes. Generally speaking, it characterizes the ability of a porous media to store

reversibly electrical charges under the influence of the primary electrical field (Binley et al., 2005; Revil &

Skold, 2011; Vinegar & Waxman, 1984). Polarization is responsible for a secondary electrical field/current.

In time domain induced polarization, we follow the evolution (relaxation) of this secondary electrical field

after the shutdown of the primary electrical field/current.

The dynamic Stern layer model has been developed to provide a consistent picture of electrical conductivity

and polarization parameters (especially quadrature conductivity and normalized chargeability) in porous

media (Ghorbani et al., 2018; Revil, 2013a, 2013b; Revil, Coperey, et al., 2017; Revil, Le Breton, et al.,

2017). This model was tested recently on a variety of porous media including soils (Revil, Coperey, et al.,

2017), sandstones (Niu et al., 2016; Revil et al., 2014, Revil, Coperey, Deng, et al., 2018), and volcanic rocks

(Ghorbani et al., 2018). This model is able to explain the dependence of the complex conductivity with por-

osity, water content, cation exchange capacity (CEC) or specific surface area, and temperature.

The influence of temperature on the electrical conductivity itself was explored in the laboratory by Waxman

and Thomas (1974), Sen and Goode (1992), Clavier et al. (1984), and Binley et al. (2010), among others. These

investigations were done only for temperatures above freezing conditions. The effect of temperature on the

complex conductivity of unfrozen materials was explored in various studies (e.g., Ghorbani et al., 2018).

There are however very few research works performed to study the complex conductivity of frozen porous

media (see Duvillard et al., 2018; Grimm & Stillman, 2015; Olhoeft, 1977).

In this paper, we investigate the temperature dependence of the complex conductivity during freeze and

thaw of nine samples including three soils, one granite, one metamorphic granite, three clay‐sands mixes,

and one graphitic tight sandstone. A total of 12 experiments was conducted in the temperature range +20

°C to −15 °C, which is typically the lower temperature bound for most permafrost‐affected sites (Brown,

1970). Some of these experiments were done with the same sample but at different salinities (pore water con-

ductivity ranges from 0.01 to 1.0 S/m at 25 °C, NaCl). At each temperature, a complete complex conductivity

spectrumwas performed. So we can observe the effect of the temperature above and below the freezing point

upon the complex conductivity spectra and the parameters that can be inferred from these spectra. Our end

goal is to use this database to test and extend further the dynamic Stern layer polarization model in freezing

conditions especially below 10 Hz. This model can be further applied to the monitoring of permafrost under

the action of climate change.

2. Theory

Early works regarding electrical conductivity of frozen rocks (e.g., Hoekstra, 1965; Hoekstra & McNeill,

1973; Ogilvy, 1967; Parkhomenko, 1967; Vershinin et al., 1949) were mostly descriptive or erroneously based

on Archie's law (see discussion in Duvillard et al., 2018). Nevertheless, they were showing a strong decrease

of the electrical conductivity below the freezing point by comparison with the temperature dependence of

this quantity above the freezing point. Induced polarization phenomena were first described by

Schlumberger (1920). Very few works have been done regarding the induced polarization of soils and rocks

in freezing conditions (e.g., Melnikov et al., 1971; Sidorova & Fridrikhsberg, 1973; Snegirev et al., 1973). The

early explanation was based on the mechanism of membrane polarization, a mechanism based on the gra-

dient of the transference number in porous media (e.g., Marshall & Madden, 1959), but unfortunately not

able to explain the available experimental data, especially the dependence of the quadrature conductivity

with salinity.

Our goal is to develop a complete theory of electrical conductivity and chargeability of frozen porous media

with testable predictions. We want to push further the observations made in Duvillard et al. (2018) in which
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a preliminary model was recently proposed. In frequency domain induced

polarization, a harmonic current is imposed to a porous material and the

amplitude of the electrical field and phase shift are measured and used to

determine an impedance. In turn, this impedance can be transformed into

a complex conductivity σ*= σ ′+i σ ′ ′ (i denotes the pure imaginary num-

ber) with an in‐phase component σ′ characterizing conduction and a

quadrature component σ′ characterizing polarization (Bleil, 1953). Low‐

frequency (<10 kHz) polarization is fundamentally related to the polariza-

tion of the electrical double layer coating the mineral grains of porous

media (Revil, 2013b; Weller et al., 2013) even in the case of membrane

polarization (Marshall & Madden, 1959).

In a linear framework, causality implies that polarization is also responsi-

ble for the frequency dependence of the in‐phase conductivity component.

Such (frequency) dispersion of the in‐phase conductivity curve can be

characterized by a quantity called the normalized chargeabilityMn equals

to Mn = σ∞ − σ0 (S/m) where σ∞ denotes the instantaneous (high fre-

quency) conductivity and σ0 (<σ∞) denotes the direct current electrical

conductivity. This definition is consistent with the literature where the

normalized chargeability is defined as the chargeability divided by the

resistivity. As shown in Figure 1, the instantaneous (or high frequency)

conductivity is also the measured conductivity just after the application

of an external (primary) electrical field. In this situation, all the charge

carriers are still mobile. The direct current conductivity is necessarily

smaller than the instantaneous conductivity since the charges responsible

for the polarization are not available anymore for the conduction process

(Figure 1). In other words, at low frequency all the polarization phenom-

ena are fully established for all polarizable length scales and some of

charge carriers are blocked, reducing the total electrical field (see Revil,

Coperey, et al., 2017). In the next two subsections, we first summarize

the dynamic Stern layer model above the freezing temperature and then

we discuss how freezing conditions are expected to affect the quadrature

conductivity and normalized chargeability of a porous material.

2.1. The Dynamic Stern Layer Model

We consider an external harmonic electric field E = E0 exp (+iωt) applied to a porous material without

metallic particles. The complex conductivity can be modelled by Revil, Coperey, et al. (2017)

σ* ωð Þ ¼ σ∞−Mn ∫
∞

0

h τð Þ

1þ iωτð Þ1=2
dτ þ iωε∞; (1)

where ω denotes the angular frequency (rad/s), ε∞ is the permittivity associated at low frequencies with

Maxwell‐Wagner polarization (F/m), τ is a relaxation time (s), and h(τ) denotes a (normalized) probability

density (kernel) for distribution of the time constants of the porous media. Using a volume averaging

method, Revil (2013a) obtained the following expressions of the high‐ and low‐frequency conductivities at

saturation (sw = 1)

σ∞ ¼
1

F
σw þ

1

Fϕ

� �

ρgBCEC; (2)

σ0 ¼
1

F
σw þ

1

Fϕ

� �

ρg B−λð ÞCEC; (3)

and the resulting expression of the normalized chargeability is

Mn ¼
1

Fϕ

� �

ρgλCEC: (4)

Figure 1. Polarization of the electrical double layer under the influence of

an applied electrical field E0. Grains are characterized by charges,

depending on the pH and on the type of mineral (i.e., some isomorphic

substitutions in crystalline framework induce some permanent charge, e.g.,

smectite). This excess of charges is balanced by weakly absorbed counterions

in diffuse layer and Stern layer. (a) Just after the application of the

primary electrical field E0, all the charge carriers are mobile. The instanta-

neous conductivity is σ∞. (b) If the primary electrical field is applied for a

long time, the DC (direct current) conductivity σ0 = σ∞ − Mn where Mn

denotes for the normalized chargeability of the material. Charge carriers of

the Stern layer are now blocked at the edge of the grain in the electrical field

direction. Now, the conductivity of the material is reduced. The time

constant τ would be the relaxation time required for the charge carriers to

come back to their equilibrium situation, that is, to go from the situation

described in the right side of the sketch to the situation described in the left

side. DL = Diffuse Layer; SL = Stern layer.
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In these equations, σw (S/m) is the pore water conductivity (which depends on salinity and temperature), F

(dimensionless) the intrinsic formation factor related to the porosity by the first Archie's law F = ϕ−mwhere

m is called the first Archie exponent or porosity exponent (Archie, 1942), ϕ denotes the connected porosity

(dimensionless), ρg is the grain density (kg/m3, usually ρg ≈ 2,650 kg/m3), and CEC is the cation exchange

capacity (C/kg and often expressed in meq/100 g with 1 meq/100 g = 963.20 C/kg). The product Fϕ

corresponds to the bulk tortuosity of the pore space. The CEC is mainly sensitive of clay minerals. In

equations (2) to (4), B (m2·s−1·V−1) denotes the apparent mobility of the counterions for surface conduction

and λ (m2·s−1·V−1) denotes the apparent mobility of the counterions for the polarization associated with the

quadrature conductivity (Revil, Coperey, et al., 2017 and references therein). These apparent mobilities B

and λ are close to the mobilities introduced by Waxman and Smits (1968) and Vinegar and Waxman

(1984), respectively. In the context of the dynamic Stern layer model,

the apparent mobility B is related to the intrinsic mobility of the counter-

ions in the diffuse layer β(+) and the mobility of the counterions in the

Stern layer βSþð Þ by B≡β þð Þ 1−fð Þ þ βSþð Þf Þ where f (partition coefficient)

denotes the fraction of the counterions of the electrical double layer con-

tained in the Stern layer. The apparent mobility λ ¼ βSþð Þf is related to the

polarization process occurring only in the Stern layer.

A dimensionless number R is also introduced by R = λ/B (see Revil,

Coperey, et al., 2017, for further explanations). From our previous studies

(e.g., Ghorbani et al., 2018), we have Β (Na+, 25 °C) = 3.1 ± 0.3 × 10−9 m
−2·s−1·V−1 and λ (Na+, 25 °C) = 3.0 ± 0.7 × 10−10·m−2·s−1·V−1, and R is

typically around 0.09 ± 0.01 (independent of both temperature and satura-

tion). The dimensionless number R appears to be the fundamental para-

meter to characterize polarization.

The two last terms of equations (2) and (3) correspond to the high‐

frequency and low‐frequency surface conductivities given therefore by

σ∞S ¼
1

Fϕ

� �

ρgBCEC; (5)

σ0
S ¼

1

Fϕ

� �

ρg B−λð ÞCEC: (6)

Figure 2. Fit of the conductivity versus temperature data above the freezing point for the data of Experiment 11 (for which

the freezing point is at −5 °C). (a) Fit using Arrhenius law (Ea = 23 ± 0.4 kJ/Mol constant over the temperature range

investigated, σ(T0= 25 ° C) = (2.37 ± 0.05) × 10
−4

S/m, r
2
= 0.998). (b) Fit with the linear model (αT= 0.0217 ± 0.0002/°C,

σ(T0 = 25 ° C) = (2.24 ± 0.02) × 10
−4

S/m, r
2
= 0.997)). The two functions (linear and Arrhenius) fit the data equally well

but clearly diverge from each other at low temperatures. Both function can be reconciled if we increase the activation

energy in Arrhenius law when temperature decreases (see Murrmann, 1973).

Figure 3. Sketch showing the analogy between the capillary pressure curve

and the freezing curve neglecting hysteretic effects. The freezing

temperature plays the same role as the capillary entry pressure in

multiphase flow, both being related to the pore size. In both cases, the water

content is comprised between the water content at saturation (given by the

porosity θS = ϕ) and the residual water content at low saturations

σ(T0 = 25 ° C). The residual water content may be related to the specific

surface area of the material or its cation exchange capacity.
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From these relationships and definitions, it is also clear that the dimensionless number R is also the ratio

between the normalized chargeability and the high‐frequency surface conductivity. Note that when surface

conductivity dominates the conductivity response, we have

lim
σ∞
S
>>σw=F

Mn

σ∞
¼

λ

B
¼ R≈0:09: (7)

In order to complete the unification of the induced polarization theory in terms of relationships between its

fundamental parameters, Revil, Coperey, et al. (2017) developed a quantitative relationship between the nor-

malized chargeability and the quadrature conductivity (see also Börner, 1992; Van Voorhis et al., 1973). This

relationship is not based on the dynamic Stern layer model but on the causality principle that can be used to

consistently model the in‐phase and quadrature conductivities. Assuming that the distribution of the relaxa-

tion times h(τ) is broad enough, the following linear relationship can be derived between the quadrature

conductivity (measured at the geometric mean of two frequencies f1 and f2) and the normalized chargeability

defined as the difference between the in‐phase conductivity at frequency f2 > f1 and the in‐phase conductiv-

ity at the frequency f1 (see Appendix A in Revil, Coperey, et al., 2017)

σ″
ffiffiffiffiffiffiffiffiffi

f 1 f 2
p

� �

≈−
Mn f 1; f 2ð Þ

α
¼ −

σ′ f 2ð Þ−σ′ f 1ð Þ

α
: (8)

Figure 4. Sensitivity study of the in‐phase conductivity and quadrature conductivity versus temperature for three different

values of the cation exchange capacity using the freezing curve model corresponding to equation (16). (a) In‐phase

conductivity. (b) Quadrature conductivity. Values of the parameters used for the simulations: Β (Na
+
, 25 °C) = 3.1 ± 0.3 ×

10
−9

m
−2

·s
−1

·V
−1

, λ (Na
+
, 25 °C) = 3.0 ± 0.7 × 10

−10
m
−2

·s
−1

·V
−1

, ϕ= 0.30, σw (NaCl, 25 °C) = 0.1 S/m, φm= 0.25 (θr=

ϕ − φm = 0.05), TF = −2 °C, and TC = −4 °C. In this exercise, a linear temperature dependence for the mobilities is

used with αT = 0.02/°C. The drop in electrical conductivity below the freezing point is due to the formation of ice.

Table 1

Relevant Petrophysical of Parameters of the Sample

Sample Type Porosity, ϕ (−) CEC (meq/100 g) QV (C/m
3
) θr (−) Formation factor F (−) σs (S/m)

AX Clayey sand 0.418 7.5 2.67E+07 0.017 10.98 0.24

CW Clayey soil 0.463 18.8 5.57E+07 0.034 8.37 0.30

ValT Soil 0.38 5.3 2.21E+07 0.014 6.7 0.01

ValT2 Sandstone 0.02 1.15 1.44E+08 0.02 1434 3.56 · 10
−4

Sd184 Fine sand 0.387 0.096 3.88E+05 0.0002 3.6 0.0096

S90M10 Clayey sand 0.47 4.2 1.21E+07 0.008 4.0 0.091

M100 montmorillonite 0.90 41.9 1.19E+07 0.007 4.3 0.166

COS Granite 0.028 0.80 7.09E+07 0.028 499 3.2 · 10
−5

MON Granite 0.052 0.78 3.63E+07 0.023 3.282 2.3 · 10
−4

Note. The formation factor and surface conductivity are determined with the pore water conductivities: 0.01, 0.1, 5.2, and 10.2 S/m for #Val.T sample and 0.026,
0.08, 0.9, and 5.2 S/m for #COS and #MON samples. ϕ denotes connected porosity (dimensionless), CEC is the cation exchange capacity in meq/100 g (= 963.20
C/kg), and F and σs denote the formation factor and the surface conductivity, respectively. For M100, the reported CEC is an average of two measurements. For
Sd184, the CEC is an average of six measurements. The quantity QV denotes the charge per unit pore volume (see Appendix A) and is computed from the con-
nected porosity and the CEC. The residual water content θr is determined from equations (A4) and (A5) of Appendix A and the value of the CEC and porosity.
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The value of α is determined using Drakes's model also called the constant

phase model (see Börner, 1992; Van Voorhis et al., 1973, for some in‐depth

analysis of this model) and is given by

α≈
2

π
ln 10A
� �

; (9)

whereA is the number of decades separating high and low frequencies, for

example, for two decades f2= 100f1, A= 2 (see Revil, Coperey, et al., 2017,

for details). Typically, α is on the order of 8–9 if we consider very low and

very high frequencies used to define Mn = σ∞ − σ0 (e.g., 10 mHz and 10

kHz; e.g., Revil, Coperey, Deng, et al., 2018,A= 6 and α≈ 8.8). If α is deter-

mined over two decades only (as done below between 10−2 and 1 Hz, i.e.,

α= 2.9), it is therefore enough to use a correction factor of ~3 to determine

in this situation the normalized chargeability that would be obtained by

Mn = σ∞ − σ0.

We discuss now the temperature dependence of the complex conductivity

above the freezing temperature (typically but not necessarily around 0

°C). Following Vinegar and Waxman (1984) and Revil, Coperey, et al.

(2017), the pore water conductivity and mobilities B and λ have all the following linear temperature

dependence

Θ Tð Þ ¼ Θ T0ð Þ 1þ αT T−T0ð Þ½ �; (10)

where T0 and T are the reference temperature (T0 = 25 °C) and the temperature (°C); respectively, Θ(T) cor-

responds to σw(T), B(T), or λ(T) andΘ(T0) corresponds to the same property at T0; and the sensitivity αT is in

the range 0.019–0.022/ °C (e.g., Revil, Coperey, et al., 2017). According to equation A10 of Appendix A, the

conductivity goes to zero at a temperature of −25 °C, remarkably close to the so‐called eutectic temperature

TE close to −21 °C for NaCl. Actually, the eutectic temperature is exactly

predicted for αT= 1/(TE+T0) = 0.0217/°C. Reaching the eutectic tempera-

ture leads to the simultaneous crystallization of ice and salt. In equa-

tion (10), the temperature dependence of the pore water conductivity is

controlled by the temperature dependence of the ionic mobilities of the

cations and anions. Taking equations (8) to (10) into equations (1) to

(4), the temperature dependence of the complex conductivity (i.e., in‐

phase and quadrature conductivities) is therefore imposed by the thermal

dependence of charge carrier mobilities.

An alternative expression in equation (10) is to use Arrhenius law

(Ghorbani et al., 2018; Revil, Coperey, Mao, et al., 2018)

Θ Tð Þ ¼ Θ T0ð Þ exp −

Ea

kbN

1

T
−

1

T0

� �	 


; (11)

where T and T0 are expressed here in degree Kelvin (K; T0= 298 K, i.e., 25

°C), kbN = 8.314 J·mol−1·K−1 (gas constant), Θ(T) and Θ(T0) denotes the

corresponding property at temperatures T and T0, respectively, and Ea is

typically on the order of 16 kJ/Mol above 20 °C (e.g., Ghorbani et al.,

2018). Murrmann (1973) found an activation energy of 18 kJ/Mol for the

temperature range 15–20 °C, 22 kJ/Mol for the temperature range 0 to

−4 °C and up to 40 kJ/Mol for the temperature range −10 to −15 °C.

The first point we address in this paper is to choose between equations (10)

and (11). A comparison between the two expressions is shown in Figure 2.

Usually in the temperature range comprised between the freezing tem-

perature (− 5°C in the case shown in Figure 2) and 25 °C, both equation

Table 2

List of the Experiments Performed in the Present Study

Experiment Material Temperature range (°C) σw (S/m)

#1 AX +20/−10 0.8

#2 AX +20/−15 0.05

#3 CW +20/−10 0.8

#4 ValT +20/−10 0.01

#5 ValT +20/−15 0.1

#6 ValT +20/−15 1.0

#7 Sd184 +20/−10 0.01

#8 S90M10 +20/−10 0.01

#9 M100 +20/−10 0.01

#10 COS +20/−15 0.026

#11 MON +20/−15 0.026

#12 ValT2 +20/−15 0.019

Note. The σw denotes pore water salinity at 25 °C. For the Experiments 1
to 4 and 5 to 9, we used NaCl solutions, whereas for the Experiments 4, 10,
and 11, the samples were saturatedwith fresh water from the same sites of
the samples.

Figure 5. Equipment and sample holder. (a) Impendence meter ZEL‐

SIP04‐V02 used for complex conductivity meter (see Zimmermann et al.,

2008). (b) Thermostat bath KISS K6. Dimensions 210 × 400 × 546 mm, bath

volume 4.5 L. (c) Sample holder for unconsolidated sample. Sample placed

in centrifuged tub (diameter of ~2.5 cm, height of 9.0 cm). Film carbon

electrodes are used for the ABMN electrodes.
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fit the data equally well. However, equation (10) does not require adapting the sensitivity coefficient αTwith

the temperature to predict the eutectic temperature (at which conductivity would reach zero) while

equation (11) would require an adjustment of the activation energy with the temperature.

2.2. Extension of the Dynamic Stern Layer Model in Freezing Conditions

In freezing conditions, we need also to model the effect of the phase change corresponding to the transfor-

mation between liquid water and ice in the connected pore space. Another complication is related to the seg-

regation of the salt between the liquid pore water and the ice. We will

assume that the salt remains preferentially in the liquid water phase,

and therefore, the conductivity of the pore water should be replaced by

σwϕ/θ, where θ denotes the water content (dimensionless) and σw is the

pore water conductivity at saturation (and therefore at the initial salinity)

with the brine used for saturating the porous material. Indeed, the solubi-

lity of salts in ice is extremely low if not negligible (Hobbs, 2010). Only for

temperatures lower than the eutectic temperature (approximately −21 °C

for NaCl), the ions can be trapped in the ice and complete freezing for the

system NaCl/water is achieved.

Equations (2) to (4) need to show explicitly the dependence of the different

properties with the water content. Assuming that the first and second

Archie exponents are equal to each other, that is, n = m (see Revil,

2013a) and assuming the segregation of the salt in the liquid water phase,

these equations can be written as

σ∞ ¼ θm−1 ϕσw þ ρgBCEC
� �

; (12)

σ0 ¼ θm−1 ϕσw þ ρg B−λð ÞCEC
h i

; (13)

Mn ¼ θm−1ρgλCEC (14)

Note that these equations are also valid above the freezing temperature for

sample at partial or full saturation. In this last case (full saturated

Figure 6. Temperature monitoring for Experiments #8 and #9 with samples S90M10 andM100 (σw= 0.01 S/m).We show

temperatures from the two temperature sensors (called T1 and T2) for the each sample. Temperature levels are 20, 15, 10,

5, 2, −2, −5, −8, and −10 °C. The peaks in the box named icing can be explained by the latent heat during freezing,

which corresponds to an exothermic reaction. The 90% of sand sample start to freeze at a higher temperature by

comparison with clay‐rich materials, which freeze between −5 and −8 °C. The complex conductivity measurements are

done once the sample has reached thermal equilibrium to minimize the effect of supercooling.

Figure 7. Determination of the formation factor and surface conductivity at

room temperature (20 °C) using the conductivity of the sample plotted as a

function of the conductivity of the pore water (NaCl, different salinities;

see Table 2). The plain line corresponds to equation (21). Sample ValT at

room temperature (~20 °C).
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medium), porosity ϕ can be replaced by water content θ in these

equations, while being consistent with equations (2)–(4). Below freezing

conditions, the water content of the liquid water changes with the

temperature according to a freezing curve (e.g., Amiri et al., 2018) also

called in the literature the phase composition curve (unfrozen water

content as a function of temperature). These freezing curves are typically

assessed through nuclear magnetic (Nuclear Magnetic Resonance, NMR)

measurements in freezing conditions (e.g., Watanabe &Mizoguchi, 2002).

One freezing curve corresponds to the Gaussian soil freezing curve

developed by McKenzie et al. (2007) and Amiri et al. (2018, their

equation (14))

θ Tð Þ ¼
ϕ−θrð Þ exp −

T−TF

TC

� �2
" #

þ θr ;T≤TF

ϕ; T>TF

8

>

<

>

:

; (15)

which has the advantage to require only three parameters, TF (the liqui-

dus or freezing point), TC (a fitting parameter called a characteristic tem-

perature similar to a characteristic time in relaxation phenomena), and θr
the residual water content. In this equation, φm = ϕ − θr denotes the max-

imum volumetric ice content at low temperatures but still above the

eutectic point. The effect of salt concentration upon the freezing tempera-

ture TF can be determined from the empirical equation proposed by Potter

et al. (1978).

The residual water content is dependent on the physicochemical proper-

ties of the soil such as specific surface area and surface charge density

(e.g., Anderson & Tice, 1972). This relationship supports the hypothesis

that the residual water content is formed essentially by a sorbed water film

(bound water) at the interface between the ice and the surface of the

mineral grains (Dash et al., 1995). Since the surface charge density of soils

and porous media is rather constant and since the specific surface area is

proportional to the CEC, we postulate that there should be a relationship

between the residual water content and the CEC. The physics of this rela-

tionship is explored in details in Appendix A.

Equation (15) is chosen in such a way it provides a fully liquid water‐

saturated material at T = TF (for a low salinity pore water) and a residual

pore water at low temperatures (typically below −10 °C). The residual

pore water disappears at the eutectic temperature. According to

McKenzie et al. (2007), the freezing curve could be seen as an analogy to

the capillary pressure curve (see Figure 3). In this case, we could use pop-

ular models developed to model the capillary pressure curve such as the

Brooks and Corey model or the van Genuchten model (Brooks & Corey,

1964; Van Genuchten, 1980). As a matter of fact such power law has

indeed been used in the literature as a freezing curve.

In Duvillard et al. (2018), we used an exponential function that provides a

smoother transition (by comparison with the Gaussian or the Brooks and

Corey models) between the unfrozen and frozen states and gives a better

fit of the data. This function, quite similar to Equation (15), is given by

θ Tð Þ ¼
ϕ−θrð Þ exp −

T−TF

TC

� �

þ θr ;T≤TF

ϕ; T>TF

8

<

:

: (16)

Figure 8. Analysis of the formation factor and surface conductivity.

(a) Formation factor versus porosity used to check Archie's law, which is

used to determine the porosity exponentm. The data are contrasted with the

data from Ghorbani et al. (2018) using volcanic rocks showing that the

data obey a power law relationship called Archie's law (Archie, 1942). (b)

Surface conductivity versus the normalized CEC (i.e., corresponding to the

ratio CEC/F ϕ). The linear trend is used to determine the value of the

mobility of the counterions in surface conductivity B. The fits (plain lines)

are performed only on our data. For comparison, we also added tight

sandstone data from the study performed by Revil, Coperey, Deng, et al.

(2018). CEC = cation exchange capacity.
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We call this function the exponential freezing curve function below. With

the previous assumptions and assuming furthermore that m is close to 2

(as checked below), the electrical conductivities and normalized charge-

ability are given from equations (12) to (14) by

σ∞ ¼ θ Tð Þ ϕσw Tð Þ þ ρgB Tð ÞCEC
h i

; (17)

σ0 ¼ θ Tð Þ ϕσw Tð Þ þ ρg B Tð Þ−λ Tð Þ½ �CEC
n o

; (18)

Mn ¼ θ Tð Þρgλ Tð ÞCEC; (19)

and a similar equation can be obtained for the quadrature conductivity,

σ″ ¼ −θ Tð Þ
ρgλ Tð Þ

α
CEC; (20)

where α is on the order of 8–9 (see section 2.1. above). In this model, we do

not account for another polarization mechanism associated with the

polarization of the ice itself. We will show later that the polarization of

ice may actually happen but at higher frequencies (above 10–100 Hz, for

more details about the polarization or dielectric characteristics of ice;

Buchanan et al., 2011; Ingham et al., 2012; O'Sadnick et al., 2016).

Figure 4 shows the type of curve expected for different values of the CEC

of thematerial. Note the break in the slope of the trends through the freez-

ing temperature. We will see later that experimental data exhibit

such behaviors.

3. Material and Methods

3.1. Samples and Experiments

We selected nine samples of different lithologies including soils and hard

rocks in order to characterize the dependence of their complex conductiv-

ity with respect to temperature. Samples AX and CW are two soils from

the Walcheren peninsula (Netherlands). Sample AX is a fine sand, while

CW is very clayey soil (both described in Revil, Coperey, et al., 2017, at

room temperature). Sd184 denotes a pure silica sand with a unimodal

grain size distribution (mean grain diameter of 184 μm, measured by

wet Malvern laser scattering). Sample M100 corresponds to a green montmorillonite. Sample S90M10 is a

mix of 90%(wt.) of pure silica sand (#Sd184) and 10%(wt.) of green montmorillonite (#M100). Sample

ValtT corresponds to a soil from Thorens rock glacier (Vanoise massif) in the French Alps. Sample ValT2

is a metamorphized sandstone containing graphite from the same site. Samples COS (granite) and MON

(metamorphic granite) are relatively fresh hard rock samples collected at Refuge des Cosmiques and

Aiguille des Grands Montets, respectively, in the Mont Blanc massif in the French Alps. The main petrophy-

sical characteristics of these samples are summarized in Table 1.

A total of 12 experiments was performed using different pore water conductivities: σw(25 °C) = 0.01, 0.026,

0.05, 0.1, 0.8, 1.0 S/m (see details in Table 2). Experiments 4, 10, and 11 were done with water from snowmelt

collected on the massif of the core sample in the French Alps. For Experiments 1 to 3 and 5 to 9, we prepared

NaCl brine solutions (adding dry NaCl salt to demineralized water). Experiments 1, 2, and 4 to 6 were done

at different water conductivities in order to identify its impact of salinity upon induced polarization mea-

surements and on phase change.

3.2. Complex Conductivity Measurements Versus Temperature

The samples were first dried during 24 hr at about 50 °C and then saturated under vacuumwith the solutions

(see Woodruff et al., 2014, for a detail of this procedure). The samples were left at least 1 month in the solu-

tion in order to reach complete equilibrium. The water conductivity was measured regularly until stabilized

Figure 9. Complex conductivity spectra (in‐phase and quadrature

conductivity) at different equilibrium temperatures during freezing. Sample

ValT, frequency range 10
−2

Hz to 40 kHz. The data correspond to

Experiment #4 (pore water conductivity at 25 °C, snowmelt, 0.01 S/m). The

plain lines are just guides for the eyes.
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values were reached. For Experiments 1, 2, and 4 to 6 (performed with dif-

ferent pore water salinities; see Table 2), the change of salinity used was

realized by diffusion over several weeks.

Complex conductivity measurements were performed with the four elec-

trodes method, that is, separating the current electrodes (A and B) and

the potential electrodes (M and N; see Figure 5). For the experiments with

soil or sand clay mixes, we put each sample in a tube whose diameter is 2.5

cm and height is 9 cm (see Figure 5). The two potential electrodesM and N

are localized on the surface of the tube and are separated by a distance of

~5 cm. At the end faces of the tube, we place the two current electrodes A

and B. The electrodes and samples are sealed to avoid pore water leaks

during the course of the experiment. In our experiment, we impose the

difference of voltage between electrodes A and B and the instrument

can drive very small current to cross the core sample. Regarding the vol-

tage electrodes M and N, it is important to consider that the input impe-

dance of the voltmeter used to measure the difference of voltage

between these two electrodes should be always 10 times higher than the

impedance of the core sample between the two electrodes. We checked

that this is always the case here.

For the three rocks COS, MON, and ValT2, the potential electrodes are

attached on the external sides of the cubic samples. This side is covered

with insulating tape except at the position of the electrodes M and N

where two small windows allow the electrodes to physically contact the

rock. The current electrodes A and B are fixed at the end faces of the core

sample (see Ghorbani et al., 2018, for details). We use medical film carbon

electrodes because (i) their contact resistance is low, that is, less than 10

kΩ, (ii) we checked that they are electrically and chemically stable over

the duration of the experiments (several weeks), and (iii) the film does

not deteriorate when the freezing point is reached and at lower tempera-

tures. We tested some Ag/AgCl2 electrodes, but after few days, their con-

tact resistance goes up and the film physically and chemically deteriorates

during the course of the experiments.

Figure 10. Complex conductivity spectra (in‐phase and quadrature conduc-

tivity) at different equilibrium temperatures during freezing. Sample ValT2,

frequency range 10
−2

Hz to 40 kHz. The plain lines are just guides for

the eyes. This data set corresponds to Experiment #12 (pore water

conductivity at 25 °C, NaCl, 0.019 S/m).

Figure 11. Hysteresic phenomena for Experiments #1 (sample AX) and #4 (sample ValT) during freeze and thaw. We

start the measurements at 20 °C and then we decrease the temperature down to the lowest temperature. Then we go up

to the started temperature again. The in‐phase and the quadrature conductivity are here reported at 1 Hz for samples

AX (σw = 0.8 S/m) and ValT (σw = 0.01 S/m) during freeze and thaw. Experiment #4 exhibits weak hysteresis, while

Experiment #1 exhibits a stronger hysteretic behavior. This phenomenon can be explained by a change in the micro-

structure of the core sample.

10.1029/2018JB017015Journal of Geophysical Research: Solid Earth

COPEREY ET AL. 10



Complex conductivity measurements are carried out with a high precision

impedance analyzer ZEL‐SIP04‐V02, built by Zimmermann et al. (2008;

see Figure 5). Resistance and phase shift are measured in the frequency

range of 0.01 to 45 kHz. Precision on phase shift is ~0.1–0.2 mrad below

1 kHz (see Woodruff et al., 2014, for some benchmarks). The acquisition

of a complete spectrum (at one temperature) takes approximately 20

min using two periods for each frequency. Besides, the measurements at

1 Hz are regularly repeated during the acquisition in order to check the

(thermal) stability of the sample and the repeatability of the measure-

ments. The impedance is converted to the complex conductivity compo-

nents using a geometrical factor K (m−1). Geometrical factor depends of

the geometry of the electrodes and boundary conditions for the cylindrical

and cubic core samples and expressed by K = L/A where A (m2) denotes

the surface area of the current electrodes and L (m) the distance between

the potential electrodes M and N.

The samples were put in a bag and immersed in a thermally controlled

bath (Kiss K6 from Huber; see Figure 5). The temperature of the bath is

regulated with a precision of 0.1 °C and the heat carrying fluid in the tank

is monoethylene glycol. We performed complex conductivity measure-

ments before and after putting the sample in the thermal bath in order

to be sure that there was no electrical short circuit or leak in the bag

and that the thermal bath did not affect the measurements. Most of the

measurements were done at an imposed voltage of 1.0 volt between elec-

trodes A and B for unconsolidated samples and 0.5 volts for the

hard rocks.

We investigate the complex conductivity spectra over the temperature range of +20 °C to −10 °C to −15 °C

(see Table 2 and Figure 6). In order to characterize hysteresis, measurements were made from positive to

negative temperatures and then from negative to positive temperatures (see Figure 6). A complete

Figure 12. Comparison between the normalized chargeability (here defined

as the difference of the in‐phase conductivity between two frequencies 10
−2

and 1.0 Hz) and the quadrature conductivity at the geometric mean fre-

quency (0.1 Hz). The scatter observed in the data at low temperature is due

to the increased difficulty in measuring a smaller polarization when tem-

perature decreases.

Figure 13. Evolution of the conductivity and normalized chargeability as a function of the temperature. (a) Experiment 1.

Electrical conductivity (soil freezing curve, equation (16)). (b) Experiment 1. Normalized chargeability (soil freezing curve,

equation (16)). Evolution of the conductivity and normalized chargeability as a function of the temperature. (c)

Experiment 2. Electrical conductivity (soil freezing curve, equation (16)). (d) Normalized chargeability (soil freezing curve,

equation 16).
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experiment takes about 200 hr. At each level of temperature, we let enough time (several hours) for the tem-

perature of the sample to stabilize. We check thermal state of sample thanks to temperature sensors (see

Figure 6). For each experiment, sample and bath temperatures were recorded every minute with varnish

thermocouples in contact with the core sample and one sensor in the bath. We use K thermocouples and

a data logger CR1000 from Campbell scientific. The accuracy of the absolute temperature measurement

Figure 14. Evolution of the conductivity and normalized chargeability as a function of the temperature. (a) Experiment 3.

Electrical conductivity (soil freezing curve, equation (16)). (b) Experiment 3. Normalized chargeability (soil freezing

curve, equation (16)). (c) Experiment 4. Electrical conductivity (soil freezing curve, equation (16)). (d) Experiment 4.

Normalized chargeability (soil freezing curve, equation (16)).

Figure 15. Evolution of the conductivity and normalized chargeability as a function of the temperature. (a) Experiment 5.

Electrical conductivity (soil freezing curve, equation (16)). (b) Experiment 5. Normalized chargeability (soil freezing

curve, equation (16)). (c) Experiment 6. Electrical conductivity (soil freezing curve, equation (16)). (d) Experiment 6.

Normalized chargeability (soil freezing curve, equation (16)).
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can be estimated at 0.5 °C. In order to avoid noise during the measurements, we stop and disconnect the sys-

tem of temperature monitoring during the acquisition.

3.3. Formation Factor and Surface Conductivity Above the Freezing Point

The electrical conductivity of the rock samples was first measured at different pore water conductivities σw at

room temperature (20 °C). The solutions were prepared with pure dehydrated NaCl crystals and deminera-

lized pore water. The conductivity versus the pore water conductivity plots (e.g., see an example in Figure 7)

is used to determine the intrinsic formation factor F and surface conductivity σS by fitting the data to

the equation

σ ¼
1

F
σw þ σS: (21)

The values of the formation factor F and surface conductivities σS are reported in Table 1.

We also determined the connected porosity ϕ (dimensionless) and themass density ρ (kg/m3) using the mass

of the saturated material and its volume. The grain density ρs is assumed to be equal to 2,650 kg/m3. The

measurement of the CEC was determined by the Hexamine cobalt (III) chloride method (Aran et al.,

2008; Ciesielski et al., 1997). This technique measures the absorbance of solution (at 472 nm) with a cali-

brated spectrophotometer. The orange color of the Hexamine cobalt (III) chloride solution becomes weaker

when cobalt gets sorbed on the surface of mineral (mainly the clay minerals due to their much higher spe-

cific surface area). Traditionally, the CEC unit is given in meq/100 g (see Table 1) and the conversion to the

international system of units is 1 meq/100 g = 963.20 C/kg.

In Figure 8a, we plot the (intrinsic) formation factor of the core samples versus their (connected) porosity.

We see that the data can be fitted by Archie's law (Archie, 1942) with a cementation exponent m = 2. In

Figure 8b, we plot the surface conductivity of the material (determined at high frequency of 10 Hz) as a func-

tion of the CEC normalized by the tortuosity given by the product F ϕ. The data agree with the prediction of

the dynamic Stern layer model (see equation (5)). The slope of the trend can be used to determine the value

of the mobility B at room temperature (~20 °C). This value agrees with those derived in our previous studies

(e.g., Ghorbani et al., 2018, and references therein).

Figure 16. Evolution of the conductivity as a function of the temperature. (a) Electrical conductivity (Experiment 7, soil

freezing curve, equation (16)). (b) Electrical conductivity (Experiment 8, soil freezing curve, equation (16)). The variation

in electrical conductivity by 1.5 decade between the freezing temperature and −16 °C is consistent with Figure 1 in

Hoekstra and McNeill (1973). (c) Electrical conductivity (Experiment 10, soil freezing curve, equation (16)). (d) Electrical

conductivity (Experiment 11, soil freezing curve, equation 16).
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4. Results

4.1. Complex Conductivity Spectra

Figures 9 and 10 show complex conductivity spectra between 10−2Hz and

40 kHz at different selected equilibrium temperatures (not all the col-

lected data are shown on these plots). We observe that both the in‐phase

conductivity and the magnitude of the quadrature conductivity decrease

with the decrease of the temperature. In agreement with what is shown in

Figure 4, there is a sharp decrease of the magnitude of the two component

of the complex conductivity below the freezing temperature, which is not

necessarily equal to 0 °C. Figure 9 exhibits another potential polarization

mechanism at high frequencies and that could be associated with the

polarization of ice (Bjerrum, 1952). In this paper, we will not discuss

further this mechanism, which would require the development of a

specific polarization model. We will focus instead on the frequency band

10−2–10 Hz, which is also classically the frequency band used in the field

in time domain (galvanometric) induced polarization. An example of

variation of the in‐phase and quadrature conductivities at a given

frequency (1 Hz) is shown in Figure 11. Hysteresis is likely due the differ-

ent distribution of the liquid pore water during icing and thaw. The curves

look like those predicted in Figure 4. The data show some small hysteretic

behavior around the freezing temperature. Since our model does not

capture yet such hysteresis, we will focus on the freezing curves below.

4.2. Normalized Chargeability and Quadrature Conductivity

Before going to a comparison between our model and the data, we first

focus on the relationship between the quadrature conductivity and the

normalized chargeability. The normalized chargeability measures the dis-

persion of the in‐phase conductivity curve. In Figure 12, we plot the nor-

malized chargeability (here defined as the difference of the in‐phase

conductivity between two frequencies 10−2 and 1.0 Hz) and the quadra-

ture conductivity at the geometric mean frequency of 0.1 Hz. We see a

high degree of correlation between the two parameters whatever the tem-

perature including for temperatures below the freezing point. Therefore, the normalized chargeability can

be taken as a proxy of the quadrature conductivity (or vice versa). By applying equation (8), the model pre-

dicts a slope given by α ≈ (2/π) ln 102 = 2.93, which is very close to the observed value of the slope (2.89).

Figure 17. Evolution of the conductivity as a function of the temperature.

Experiment12. (a) Electrical conductivity (soil freezing curve, equa-

tion (16)). (b) Normalized chargeability (soil freezing curve, equation (16)).

Table 3

List of the Optimized Parameters for the In‐Phase Conductivity

Experiment σ ′ (T0) αT Ea σr(−10 °C) θr Tc

#1 0.212 0.018 17,130 0.0061 0.03 −1.13 ± 0.09

#2 0.093 0.026 28,187 0.0014 0.02 −0.83 ± 0.03

#3 0.417 0.019 17,503 0.0089 0.03 −0.93 ± 0.03

#4 0.016 0.019 10,595 0.0001 0.01 −1.89 ± 0.08

#5 0.031 0.025 27,819 0.0002 0.008 −2.14 ± 0.16

#6 0.178 0.019 17,972 0.0010 0.009 −2.96 ± 0.13

#7 0.025 0.017 14,983 0.0006 0.025 −2.69 ± 0.08

#8 0.035 0.020 6,914 0.0006 0.023 −0.82 ± 0.04

#9 0.296 0.019 19,078 0.0007 0.006 −1.04 ± 0.24

#10 9.28 × 10
−5

0.022 22,097 7.84 × 10
−6

0.006 −2.02 ± 0.11

#11 2.20 × 10
−4

0.021 23,272 8.77 × 10
−6

0.006 −1.31 ± 0.20

#12 1.17 × 10
−4

0.022 23,194 1.67 × 10
−5

0.004 −2.28 ± 0.11

Note. The conductivity σ(T0) and the residual conductivity σr(−10 °C) are reported in Siemens per meter. The sensitivity
coefficient αT is expressed in per degree Celsius, the activation energy Ea in kilojoule per mole, and the residual water
content θr is dimensionless. Both αT and Ea are determined above the freezing condition using the linear and Arrhenius
models, respectively.
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4.3. Conductivity and Normalized Chargeability Versus

Temperature Above Freezing Point

The conductivity (at 0.1 Hz) and normalized chargeability (between 0.01

and 1.0 Hz) are reported as a function of the temperature in Figures 13–

17 for the 12 experiments performed in this study. Above the freezing

temperature (typically between 0 and −5 °C), the conductivity and

normalized chargeability increases slightly with the temperature in

agreement with

σ′ Tð Þ ¼ σ′ T0ð Þ 1þ α T−T0ð Þ½ �; (22)

Mn Tð Þ ¼ Mn T0ð Þ 1þ α T−T0ð Þ½ �: (23)

We obtain αT = 0.019 ± 0.01 for the in‐phase conductivity data and

αT = 0.021 ± 0.01 for the normalized chargeability data. These values

are in agreement with the values discussed in section 2 above,

especially the value predicting correctly the eutectic temperature

(αT = 0.0217). Similarly, the same data are equally well fitted with

Arrhenius's law. The corresponding activation energies are reported

in Tables 3 and 4. The average value of the activation energy Ea is

18,500 ± 2,000 kJ/Mol for the electrical conductivity and 19,100

± 2,600 kJ/Mol for the normalized chargeability. The extrapolation

of Arrhenius's law at very low temperature would not predict the

eutectic temperature unless the activation energy is adjusted.

Therefore, we will prefer below the linear temperature correction dis-

cussed in section 2 above.

4.4. Conductivity and Normalized Chargeability Versus

Temperature Below Freezing Point

Figures 13–17 show the fit of the data for the conductivity and the normal-

ized chargeability as a function of the temperature by combining the

Gaussian freezing curve for the water content with the linear model for

the temperature dependence of the mobilities. We see that the model fit

the data well. The fitting parameters are reported in Tables 3 and 4. We

have tried to plot the residual porosity obtained by fitting the conductivity

and normalized chargeability curves to the values determined from the

CEC (Appendix A and Table 1). Despite the fact that the ranges of values

are the same, we could not find a linear correlation between the

two quantities.

In Figure 18, we plot the normalized chargeability as a function of the

conductivity. From equations (17) and (19), the slope of the trend is

independent of temperature (since Θ(T) cancel each over) and is

given by

Mn

σ∞
¼

ρgλ T0ð ÞCEC

ϕσw T0ð Þ þ ρgB T0ð ÞCEC
: (24)

Indeed λ (T), B (T), and σw(T) have all the same temperature dependences.

Two things emerge from equation (24). The first is that at a given salinity,

this slope is constant and independent of temperature. This explains the

linear trends in the data observed in Figure 18. If salinity increases, the

Table 4

List the Optimized Parameters for the Normalized Chargeability

Experiment Mn(T0) αT Ea Tc

#1 1.5×10
‐3

0.024 26213 ‐1.25±0.05

#2 7.4×10
‐6

0.025 10916 ‐0.50±0.01

#3 1.9×10
‐3

0.019 19178 ‐0.74±0.46

#4 3.6×10
‐4

0.024 25885 ‐1.82±0.08

#5 1.1×10
‐3

0.028 35052 ‐1.47±0.23

#6 1.2×10
‐3

0.018 16120 ‐0.69±0.04

#7 ‐ ‐ ‐ ‐

#8 ‐ ‐ ‐ ‐

#9 ‐ ‐ 18327 ‐

#10 ‐ ‐ ‐ ‐

#11 ‐ ‐ ‐ ‐

#12 5.6×10
‐5

0.019 18933 ‐2.19±0.05

Note. The normalized chargeability Mn(T0) is reported in Siemens per
meter. The sensitivity coefficient αT is expressed in degrees Celsius.

Figure 18. Comparison between the normalized chargeability versus the

conductivity for the samples used in this study with the exception of sam-

ple ValT2, which is rich in graphite. We consider the full temperature range.

The normalized chargeability is here the normalized chargeability deter-

mined over two decades times a correction factor of 3 (as explained in the

main text) in order to have the total normalized chargeability from DC to

high frequency conditions. The upper line corresponds to the limiting case

for which surface conductivity dominates the conductivity response and

therefore Mn/σ∞ = R ≈ 0.10. The lower line would correspond to the limit

for which the bulk conductivity starts to dominate the conductivity response

(the gray band corresponds to the area where surface conductivity domi-

nates the conductivity response). All the points above the upper line can

only be explained by the presence of metallic particles (such as graphite) in

the porous material (in the present case the sandstone from Val Thorens).

The domain corresponding to the bulk conductivity‐dominated response

contains data with materials of low cation exchange capacity and/or high

salinity. Blue: data below the freezing temperature. Red: Data above the

freezing temperature.
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slope decreases. At low salinities, there is a unique trend corresponding to

the surface conductivity case given by

lim
σw T0ð Þ→0

Mn

σ∞

� �

¼
λ T0ð Þ

B T0ð Þ
¼ R ¼ 0:09: (25)

This trend is clearly identified in Figure 18 (upper line labelled “surface

conductivity dominated response”). The only data that are above this line

correspond to the graphitic sandstone ValT2 (not shown on the plot).

We can go one step further and determine the formation factor and sur-

face conductivity as a function of the temperature taking advantage of

Experiments 4, 5, and 6, which are performed with the same core sample

(ValT) at three different salinities. The conductivities of the pore water

have beenmeasured at 20 °C and then extrapolated at nine other tempera-

tures using either equation (10) (linear model) or equation (11). Then at

each temperature, we plot the conductivity of the rock sample as a func-

tion of the conductivity of the pore water. We fit equation (B1) to the data

to determine at each temperature F(θ) and σS(θ). The results are shown in

Figures 19 and 20, respectively. We observe that the surface conductivity

does not depend on the model used to compute the conductivity of the

pore water. There is however a small difference for the formation factors.

The formation factor is constant above the freezing temperature and shar-

ply decreases below this temperature. For the data obtained with the

Arrhenius equation for the pore water conductivities, the formation fac-

tors can be fitted by equation (B6) of Appendix B, which can be used to

determine the residual formation factor associated with the residual pore

water content. In the case where the salt remains in the residual pore

water, this residual formation factor is connected to the residual water

content by

Fr ¼
1

ϕθr
: (26)

For the soil sample, its porosity is ϕ= 0.39, the residual formation factor is

Fr = 2,202 and therefore, the residual water content is determined to be θr
= 1 × 10−3.

For the surface conductivity, the data above the freezing temperature can

be fitted with a linear model (equation (10)) with αT = 0.027 ± 0.003 (r2 =

0.87) or Arrhenius equation (equation (11)) and we obtain an activation

energy of Ea = 29 ± 8 kJ/Mol (r2 = 0.81). We can also check that the data

and the model are consistent by plotting the normalized chargeability

data as a function of the surface conductivity values. The results, shown in

Figure 21, indicate indeed that the experimental data and the model are

completely consistent since the expected slope of the linear trend is equal

to R = 0.10.

In Figure 22, we plot the product of the apparent formation factor by the

surface conductivity. According to Appendix B this product is given by

F θð ÞσS θð Þ ¼
ρgBCEC

ϕ
: (27)

It follows that this product is independent of the water content and

depends only on the temperature through the dependence of B(T) with

Figure 19. Evolution of the formation factor as a function of the equilibrium

temperature (from Experiments 4, 5, and 6, sample ValT). The change below

the freezing temperature reflects the change in the water content of the

material (fit with an exponential decay function). Insert: Same work using

an Arrhenius law with an activation energy of 23 kJ/Mol to determine the

conductivity of the pore water between +20 °C and −12 °C. Using

equation (B6) of Appendix A, we obtain TF = −2 °C, β = 63°C, and Fr =

2202.

Figure 20. Evolution of the surface conductivity as a function of the equili-

brium temperature (determined from Experiments 4, 5, and 6, sample ValT).

The result is independent of the choice of the conductivity function

(linear or Arrhenius) for the conductivity of the pore water. The change

below the freezing temperature reflects the change in the water content of

the material. The fit below the freezing temperature is obtained with an

exponential growth curve. If the data above the freezing temperature are

fitted with a linear model, the sensitivity coefficient is αT= 0.027 ± 0.003/°C

(r
2
= 0.87). If we use an Arrhenius equation instead, we obtain an activation

energy of Ea = 29 ± 8 kJ/Mol (r
2
= 0.81).
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T. We see in Figure 22 that the data are well fitted by the linear model

(equation (9)) with αT = 0.026 ± 0.001/°C with a fitting coefficient r2 =

0.92 (Arrhenius law leads to Ea = 35 kJ/Mol with a smaller regression

coefficient r2 = 0.89). We conclude that the linear equation (10) appears

perhaps as a better tool to assess the temperature of the mobilities with

temperature than the Arrhenius equation. Finally, in Figure 23, we use

equation (26) to compute the water content as a function of the tempera-

ture. We check that above the freezing point, the water content equals the

porosity. Below the freezing point, the water content can be fitted

with equation (16).

5. Discussion

The model developed in this paper should only be considered as a preli-

minary step in modeling induced polarization processes in frozen porous

media. First, we have assumed a very simple complex conductivity model

in which bulk and surface conductivities act in parallel. We know that

when conductivity is restricted to the interface between the mineral sur-

face and the pore space, the tortuosity for conduction current is larger

than the tortuosity of the bulk pore space (see recently Revil, Soueid

Ahmed, et al., 2018). This change in tortuosity is not accounted for in

the electrical conductivity model we used.

It would be interesting as well to consider the microscopic process of ice

formation in porous media and the role of the pore size distribution, spe-

cific surface area, and salt concentration and to upscale the process to an

elementary volume of porous material. This would allow a better under-

standing of the freezing curve. In turn, experiments that would be done

measuring jointly the NMR and complex conductivity could be used to

discriminate between different models and to get a better understanding

of the freezing process and its impact on the electrical properties of freez-

ing porous materials. Similarly, this could offer a better way to character-

ize hysteresis during freeze and thaw and to understand how complex

conductivity could be better used to monitor hysteresis.

In this paper, we have not tried to model the permeability evolution of the

material undergoing freezing. In principle, a unified transport model

would propose a relative permeability model combined with the freezing

curve for the water content. Since induced polarization is sensitive to per-

meability (Revil et al., 2015), it would be interesting to see if this method

could be used to determine the relative permeability in freezing condi-

tions. In addition, another electrical method called the streaming poten-

tial method can be used to assess rock flow properties of frozen media

and snow (e.g., Kulessa et al., 2012).

Another topic worth discussing is the use of the present results for field

conditions. The model we have developed can be used in concert with

numerical modeling of the temperature/water content evolutions during

freeze and thaw (e.g., Amiri et al., 2018; McKenzie et al., 2007). These

approaches can be used to predict the complex conductivity response in

field conditions and to use geophysical time lapse tomography to infer

the temperature as a function of space and time. Since in frozen rocks,

temperature can be important to understand the hydromechanical prop-

erties of the rock/ice mixture (see Krautblatter et al., 2012, 2013;

Magnin et al., 2015), time lapse induced polarization tomography could

be very important in the near future to monitor frozen rock slope at

Figure 21. Comparison between the normalized chargeability versus the

surface conductivity for sample ValT. We consider the full temperature

range. The normalized chargeability is here the normalized chargeability

determined over two decades times a correction factor of 3 (as explained in

themain text) in order to have the total normalized chargeability fromDC to

high‐frequency conditions. The dynamic Stern layer model predicts that

the ration between these two quantities is given byMn/σS= R≈ 0.10, which

is in perfect agreement with the data.

Figure 22. Product of the formation factor by the surface conductivity

(determined from Experiments 4, 5 and 6, sample ValT, filled circle: deter-

mined from the linear law for the pore water conductivity, filled triangles:

determined from the Arrhenius law). This product should depend only on

the dependence of the ionic mobility with the temperature. It is fitted

here with equation (10) (linear temperature dependence). If we use

equation (11) instead (Arrhenius law), the fit is not as good (r
2
= 0.89 instead

of 0.92).
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high altitude since their temperature may evolve over time due to

climate change.

6. Conclusion

We have developed a database looking at the effect of freeze and thaw on

the electrical conductivity and normalized chargeability of various types

of porous media including soils, sands, sandmontmorillonite mixes, a gra-

phitic sandstone, and two crystalline rocks. The spectral induced polariza-

tion data were acquired in the frequency range 0.01 Hz to 40 kHz, and

porosity and CEC were independently obtained showing a broad range

in these properties. The following conclusions have been reached.

1. We focus on the low‐frequency band (0.01–10 Hz) to avoid the effect of

ice polarization that occurs at higher frequencies. In this frequency

band, above the freezing temperature, the conductivity and normal-

ized chargeability depends linearly on the temperature with an

increase of roughly 2% per degree Celsius. The freezing temperature

is typically in the range 0 to −5 °C depending on both the salinity

and the clay content.

2. According to the constant phase model (also called Drakes's model),

the normalized chargeability and the quadrature conductivity (deter-

mined at the geometric mean frequency of the frequencies used to

determine the normalized chargeability) are proportional to each

other. The value of the proportionality constant can be determined

from the values of the two frequencies. This relationship is tested for

our data set taking data above and below the freezing temperature. We found that this relationship is very

precise and the proportionality constant can be accurately predicted from the theory. This means that the

normalized chargeability can be used as a proxy of the quadrature conductivity and vice versa even in

freezing conditions.

3. We consider that the soil freezing curve takes the form of an exponential growth curve for the water con-

tent. Combined with the dynamic Stern layer model predictions for conductivity and normalized charge-

ability, this soil freezing curve can be used to predict the trend between the conductivity and the

normalized chargeability versus temperature below the freezing temperature. The new equations provide

a simple and reliable model to predict the effect of temperature upon the conductivity and normalized

chargeability in the low‐frequency band (0.01–10 Hz). The parameters describing the soil freezing curve

are reported for the different types of materials investigated in our study.

4. Performing measurements on the same rock/soil sample at different salinities allows reconstructing the

formation factor and surface conductivity above and below the freezing point. From these data, we can

determine the water content versus temperature as well as the temperature dependence of the mobility

entering the expression of the surface conductivity.

In the future, it will be important to model the polarization of the ice in order to develop a unified model of

polarization in a broad frequency range. Furthermore, it will be important to develop a better understanding

of the ice formation at the pore level during freeze and thaw. Finally, we think it would be great to measure

simultaneously the NMR and induced polarization spectra during freeze and thaw to test further the

present model.

Appendix A: Residual Water Content
Our goal in this section is to develop a relationship between the residual water content and the CEC of the

material. The residual water content depends on the grain scale, the water composition, and the surface

properties (for more detail, see, e.g., Leão & Tuller, 2014; Tokunaga, 2009). We assume that the residual

water corresponds to the bound or hydration water covering the surface of the grains which has typically

a thickness of two or three layers of water molecules (Israelachvili, 2011; Or & Tuller, 1999; Tuller & Or,

2005). In the case of two layers the residual water content is given by

Figure 23. Water content versus temperature determined from the forma-

tion factor curve (determined from Experiments 4, 5, and 6, sample ValT).

The data show that the water content is constant above the freezing tem-

perature and is fairly well represented by equation (16) below the freezing

temperature (θr = 0.008 ± 0.001, TC = −1.0 ± 0.1 °C, r
2
= 0.986).
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θr ¼ 2d
S

Vp

; (A1)

where d (m) corresponds to the diameter of a water molecule (0.28 nm), S (m2) is the surface area of the

grains, and Vp the pore volume (m3). The ratio S/Vp is related to the excess of charge per unit pore volume

by

QV ¼ QS

S

Vp
; (A2)

where QV denotes the excess of electrical charge per unit of pore volume (C/m3) and QS denotes the surface

charge density (typically 0.90 C/m2; Ghorbani et al., 2018). In addition, the volumetric charge density is

related to the CEC of the material by

QV ¼ ρg
1−ϕ

ϕ

� �

CEC; (A3)

Using equation (A3), we have determined the values of the excess of charge in Table 1 for our core samples

using a grain density of 2,650 kg/m3. Combining these relationships, we have

θr ¼

2d

QS

QV if
2d

QS

QV<ϕ

ϕ if
2d

QS

QV≥ϕ

8

>

>

<

>

>

:

: (A4)

Therefore, under the assumption that the residual water content corresponds to a film of bound water cover-

ing the surface of the mineral grains, we have obtained a relationship between the residual water content

and both the porosity and the CEC.

Appendix B: Formation Factor and Surface Conductivity
The instantaneous conductivity can be expressed as

σ∞ ¼
1

F θð Þ
σw þ σS θð Þ; (B1)

where from the model developed in section 2.1, the apparent formation factor and surface conductivity can

be written as

F θð Þ ¼ ϕ−1θ−mþ1; (B2)

σS θð Þ ¼ θm−1ρgBCEC: (B3)

Equation (B1) can be used to interpret the measurements performed at different pore water salinities with

the same core sample (Experiments 4, 5, 6 in our database). When available, these measurements can be

used to determine at each temperature the functions F(θ) and σS(θ). To go a bit further and to simplify

the presentation, we consider that m = 2. In this case, we have

1

F θ;Tð Þ
¼ ϕθ Tð Þ; (B4)

σS θ;Tð Þ ¼ θ Tð ÞρgB Tð ÞCEC: (B5)

From equation (B4), knowing the porosity, we can estimate the water content θ(T). An interesting feature of

these equation is that the product F(θ)σS(θ) is independent of the water content θ but would have a tempera-

ture dependence dictated by B(T). For the formation factor, we found that a good fitting function is given by
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F Tð Þ ¼
F−Frð Þ exp −

T−TF

β

� �

þ Fr ;T≤TF

F;T>TF

8

<

:

; (B6)

where Fr is the formation factor associated with the residual water content θr and β is an empirical fitting

constant.
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