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Abstract

Conventional pure nuclear quadrupole resonance (NQR) is a technique well
suited for the study of very large quadrupolar interactions. Numerous nuclear mag-
netic resonance (NMR) tgchniques have been developed for the study of smaller
quadrupolar interactions. However, there are many nuclei which have quadrupolar
interactions of intermediate strength. Quadrupolar interactions in this region have
traditionally been difficult or unfeasible to detect. This work describes the devel-
opment and application of a SQUID NQR technique which is capable of measuring
intermediate strength quadrupolar interactions, in the range of a few hundred kilo-
hertz to several megahertz. In this technique, a dc SQUID (Superconducting QUan-
tum Interference Device) is used to monitor the longitudinal sample magnetization,
as opposed to the transverse magnetization, as a rf field is swept in frequency. This
allows the detection of low-frequency nuclear quadrupole resonances over a very
wide frequency range with high sensitivity. The theory of this NQR technique is

discussed and a description of the dc SQUID system is given. In the following



chapters, the spectrometer is discussed along with its application to the study of
samples containing half-odd-integer spin quadrupolar nuclei, in particular boron-11
and aluminum-27. The feasiblity of applying this NQR technique in the study of

samples containing integer spin nuclei is discussed in the last chapter.
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Chapter 1
Introduction

Niuclea.r Quadrupole Resonance (NQR) involves the study of an electrostatic in-
teraction between quadrupolar nuclei (spin I > %) and the electxfic ﬁeld gradients
surrounding it [1]. Sinqe these electric field gradients are produced primarily by
“ the electrons and other atoms immediately around the quadrupolar nuclei, NQR
is a powerful tool in the structure determination of solids (2, 3, 4]. Pure NQR ié
 traditionally carried out in zero magnetic field where ﬁhe quadrupolar interaction
is much stronger than other existing interactions such as dipolar interactiors. This
allows for the easy and accurate determination of the resonance frequencies when
they are large, i.e. larger than about 5 MHz. In a typical NQR experiment, the
sample is irraﬂiated with radiofrequency (rf) energy while it rests in a coil tuned to
the resonance frequency [5, 6]. When the rf is of the pfopc:r frequency and excites
transitions between the spin levels, the magnetization of the sample oscillates at
the resonance frequency. This oscillating transverse magnetization within the coil
produces a potential across the coil, according to the Faraday effect. The voltage

across the coil is then amplified and recorded. In a continuous wave (CW) exper-
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iment, the récorded signal is the spectrum. In the case of a pulsed experiment,
the recorded signal must be Fourier transformed to yield the spectrum. For either
technique. £he sensitivity of the Faraday effect is proportional to the rate of changé
in magnetiiation (V o 22) [7], meaning ihe potential across the coil‘ decreases as
the resonance frequency decreases. This imposes a lower limit on the resonance
frequency which conventional NQR is capable of detecting in a reasonable amount
. of experimental time. Previously, this limit has been placed at several megahertz.
Recent advances have made it possible to extend this limit down to several hundred
kilohertz, howéver winh long acquisition times [8].

Nuclear Magnetic Resonance (NMR) has also been used to study quadrupo-
lar interactions (9, 10]. Since NMR is usually conducted at very high magnetic
fields, the quadrupolar interaction appears only as a perturbation on the Zeeman
energy levels. Techniques similar to those used in pure NQR are used to observe
the resonances whose frequency is determined mainly by the strength of the strong
magnetic field. Under normal circumstances, one is able to bbserve the so-called
central transition (—3 « +31) only due to the anisotropy of space imposed by the
strong magnetic field. Mo}st solid samples are in a powdered form making the central
transition broad and with distinctive features, called powder patterns [11, 12]. The
experimentalist is left with the task of extracting information about the quadrupo-
lar interaction from the features of the powder pattern and simulating the spectra.
The breadth of the powder pattern is proportional to the strength of the quadrupo-
lar interaction, thereby limiting NMR to the study of quadrupolar interactions of
relatively weak strength. The situation becomes even more complicated when more

than one distinct site exists within the sample, resulting in overlapping powder



3
patterns. However, recent advances in techniques have made the use of conven-

tional [13, 14, 15, 16] and field-cycling [17, 18] NMR very attractive for the study
of quadrupolar nuclei.

Many important nuclei, such as !'B, '*N, 23Na, and %" Al, are found in technologi-
cally important solids and participate in intermediate strength quadrupolar interac-
tions. The ob jective of this dissertation is to present a technique which can be used
to study quadrupolar interactions of intermediate strength, where the pﬁre NQR

resonances appear in the region of several hundred kilohertz to several megahertz.

It seems almost impossible to remove the broadening of the resonance imposed by

the strong magnetic field in NMR, so one is left with the option of working in zero -
or very low magnetic fields. This neccesitates the use of an unconventional detec-
tor, called the SQUID (Superconducting QUantum Interference Devicg), to avoid
the low-frequency limitations of the Faraday detector. The SQUID [19, 20, 21],
unlike the Faraday detector which indirectly measures the oscillating magnetic flux
as voltage, directly measures magnetic flux itself (V o ®). Its operating principles
are such that its sensitivity does not depend on how fast the magnetic flux is chang-
ing [22]. This allows one, with the use of a SQUID, to extend the previous frequency
limitations of pure NQR even lower and investigate those quadrupolar interactions
of intermediate strength. This is accomplished by sweeping an irradiating rf field,
in frequency, while applying a small de xhagnetic field to the sample. When the rf
is on resonance, it will induce a large change in the z—magnetizatioh of the sample,
magnetization along the same direction as the dc field. The z-magnetization of
the sample is monitored by a dc SQUID as the rf sweeps in frequency, resulting in

the spectrum. It is hoped that this SQUID NQR technique will find wide-spread



application in the study of the structures of solids.
Chapter 11 presexits the theory needed to undérstand the principles of z-axis
- NQR, a technique well suited for use with the SQUID. The theory for a single crys-
tal sample and a powdér sample is shown along‘witﬁ miscellaneous extensions and
a discussion on NQR resonance frequencies for spip I=3%and I =2 nuclei. The
| operating principles of the dc SQUID system and the techniques used to transfer
magnetic flux from the samplz to the SQUID are explained in Chapter III. Chapter
IV discusses design considerations, a description of the spectrometer into which the
SQUID system was incorporated, and examines the performance of the spectrom-
eter. T’heNQR results for some compounds containing spin I = 2 (!B) and I =
(2 Al) nuclgi, along with a discussion on the resﬁlts, are shown in Chdptérs V and
V1. The last chapter is used to show a result for 1N (I = 1’ along with a discussion
on the possibility of using this technique to observe quadrupole resonances from
nuclei with integer spin, in particular spin / = 1. Appendix A presents the deriva-
tion of the dnalytical solution to the energy levels of a spin I = % nucleus in zero

magnetic field.



Chapter' 2

Theory of Z-axis CW NQR

2.1 Hamiltonians

The main interaction that this thesis is concerned with is the quadrupolar interac-
tion which describes the electrostatic interaction between the quadrupolar nucleus
and the electric field gradients it feels [5]. Quadrupolar nuclei are non-spherically
symmetric in shape and always have a spin (I) greater than or equal to 1. The
electric field gradients felt by these nuclei are produced by the surrounding electrons
and nuclei. Thus, studying this quadrupolar interaction is an excellent method to
determine the local environment of the quadrupolar nucleus and the bonding in
which it participates [1, 2, 3]. The quadrupolar Hamiltonian, in its principal axis

system (PAS), may be written as

Hg = Z}-gf? 3 32 =24+ (12-12)], (2.1)

where e2qQ is the quadrupole coupling constant (QCC) and 7 is the asymmetry
parameter. The quadrupole coupling constant is a product of two quantities, the

magnitude of the electric field gradient along the z-axis of the principal axis system

5



6
(eq) and the electric quadrupole moment of the nucleus (eQ), giving us a measure of

the strength of the interaction. The principal axis system (PAS) of this interaction

is defined such that the z-axis is along the direction where the electric field gradient

is largest in absolute magnitude mid‘the x-axis is along the direction where the

magnitude electric field gradient is the smallest. In other words, |V,.| > |V,,| 2 |Vl
- and all other components of the electric field gradient tensor are zero in the principal

axis system. The asymmetry parameter (n) is defined as

_ Ve =V | |
- ‘/zz ) ‘ (2‘2)

and is a measure of the deviafion from cylindrical symmetry of the interactibn
around the z-axis. The magnitude orderin~ of the electric field gradients as' given
above, along with the restriction imposed by Laplace’s equation (V24V}, +V.. =0,
where Vi; =0 Whén z # 7), restricts n to the range between 0 and 1. An asymmetry
parameter of 0 indicates an electric field gradient which is axially symmetric about
the z-axis while a value of 1 indicates a severe deviation from cylihdrical symmetry.
It is of importance to note that true cylindrical symmetry about the z-axis is not
necessary to achieve an asymmetry parameter of 0 [9]. It has been shown that
3-fold symmetry about the z-axis is sufficient to obtain an asymmetry parametef

of 0.

The second interaction of concern is the Zeeman interaction which describes the

magnetic interaction between the spin of the nucleus with the externally applied

magnetic field. The Zeeman Hamiltonian is
Hpp = ~+yhiz By, (2.3)

where -y is the gyromagnetic ratio of the nucleus and Iz is the component of spin in
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the same direction as the applied magnetic field By. When the Zeeman interaction

is much weaker than the quadrupolar interaction, as is true in this work, the Zeeman

interaction must be rewritten in the axis system of the quadrupolar interaction as
Hy = —yhBy I, cos0 + I, sinfcos ¢ + I sinfsing)]. (2.4)

The angle 0 and ¢ are the polar and azimuthal angles, respectively, which relate

the magnetic field axis to the principal axis system of the quadrupolar interaction.

The third interaction is between the spins and the radiofrequency (rf) waves
~ used {o excite transitions between the various spin levels. The Hamiltonisn for

linearly polarized rf along the x-axis of the principal axis system is
Hyp = =7yhB1l, cos(wt), (2.5)
while if the rf is ciréularly polarized
Hy ., = —EB; [I, cos(wt) = I, sin(wt)], (2.6)

where the sign before the I, term determines the direction (left or right) of circular

polarization.

The last interaction of concern is the dipolar interaction between two magnetic
dipoles (spins) [10] and when expressed in the principal axis system of the dipolar

interaction is

H 7172’7'214 -
D=—"73 (A+B+C+D+E+F), (2.7

where

A = (1 — 3 cos® 0) 1.1, (2.8)
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B = %(1-3«:@’0)(1#1; +ITIF), (2.9)
c = ~-g-sin9cosoe-‘¢ (1;“12,+11,1;f~), | (2.10)
D = —-gsinﬂcowe""” (I e + 115, (2.11)
E = —%sinwe*?"ﬁ (rt1f), (2.12)
F = -%sinwew (5 17).  (213)

The z-éxis of the dipolar interaction is defined by the internuclear vector between the
two spins and r is the internuclear distaxice. The‘angles 0 and ¢ relate the dipolar
interaction axis sysﬁem to the axis system of the applied magnetic field. If the
nucleus of inter‘ést is‘dip‘olar coupled to more than one spin, then the overall dipolar

interaction is modified to be the sum of the various individual dipolar interactions.

2.2 Theory of Z-axis NQR

2.2.1 Single Crystal Sample

In this section, we look at the example of a spin [ = -3- nucleus in a single crystal
sample where the weak magnetic field is applied along the z-axis of an axially
syxﬁmetric quadrupolar principal axis system [5, 23]. The energy levels for such a

system have been worked out and are given by

€

Eyy = ZQ:F =vhBo, (2.14)
82

E, ZQ 2""3"’ (2.15)

resulting in NQR transitions at frequencies of wg zm = wg * wo where wg = ——-‘19-
and wy = vBy. The energy levels are shown in Figure 2.1, and Figure 2.2 shows the

energy levels for a spin I = £ nucleus.
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0.)Q+ 0)0
_eXQ
Do 2R
G)Q-(DO

Y |

2z ®,
e WPy

N=0 - M=0

B,=0 By#0

Figure 2.1: The energy levels of a spin I = 2 nucleus in the absence of a
magnetic field (left) and when the weak magnetic field is applied along the
z-axis of the quadrupolar PAS (right). The asymmetry parameter (7) is set to
zero. Upon application of the magnetic field, the original pure NQR resonance
at wq is split symmetrically into two transitions at wg — wp and wq +wy where
Wp = ’}’Bo.



P K‘l'z
[£3) ——x 52:\_‘
T [+57
- mQH+mO
“’Q»H=6§ZﬁQ
Won-D
|-
P ——<
T [+3)
mQJ~=3§i2)ﬁQ
-5

By=0 B,#0

Figure 2.2: The energy levels of a spin I = £ nucleus in the absence of &
magnetic field (left) and when the weak magnetic field is applied along the
z-axis of the quadrupolar PAS (right). The asymmetry parameter (n) is set
to zero. The two original pure NQR resonances, wg,;, and wq g, are each split
into two transitions centered about the original resonances.
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‘ 11
The thermal equilibrium populations of the spin states, given by the high-

temperature approximation (10}, are

T
Py = % (1 - flgj@ *‘_3;/:71?0) ’ e
Py =3 (1 +9:T",_,Q - %-'%2) ; (2.18)
P,y = ;(1+%*§-+1’2-’i‘,§,9). (219)

The z-magnetization of the sample is calculated by summing thé products of

the populations of each level multiplied by its respective I, value,

M, = Ny (BL), (2.20)

M, = NAY Pm; . (2.21)

]

N is the number density of spins, m; = (i | I, | i), and 1 is the quantum number of

the state. At thermal equilibrium, this gives a z-magnetization of

N+h? (10 ) ,
M. = 47 (273" ' (222)

Now we can look at the effects of an rf field as it is swept in frequency,. from low
to high frequency [24, 25]. The +% - +% transition, at wg — wp, occurs at a lower
frequency than the —1 « -% transition so is the first one to be irradiated. As the
rf reaches the +1 « +32 transition it excites the spins and changes the populations
of these two states.. Assuming the rf field is strong enough to cause equalization of

populations of the +3 and +3 states, we get the new populations

' p 1 ’)’hBo
P-&"% —P+% =1 (1 + —ATT'*—> | (2.23)
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After saturating this transition (+} « 42), the induced z-magnetization of the

sample is now

,  NyR' (9 1€%Q |
M, = T (-2-"/30 + . | (2.24)

Seging that -"—%Q is always much larger thﬁn v By, the sample magnetization changes
dr‘amética.lly when a NQR transition is éxcited,

| As the sweep continues, the rf ‘reaches the -% + —3 transition and equalizes

the populations of these two levels. Ig’noﬁng any decrease in samplc magnetization

from relaxation effects or other sources, this results in a final z-magnetization of

" N’}'h2 (8 ) oo ‘
M, =7 (3750 ) (2:25)

close to its original thermal equilibrium value. Thus, an idealized plot of the z-
magnetization versus frequency of the rf yields a réctangula.r peak centered about
wq, the pure NQR frequency, as shown in Figure 2.3.

Several factors, in practice, distort this recﬁangular‘ peak. Firstly, the nuclei
observed are usually dipolar coupled to neighboring spins and are usually subjected
to some local variations in the electric field gradients. Relaxation effects, spin-spin
and spin-lattice, also tend to alter the shape of the peak. Lastly, a major influence
can be attributed to the use of powdered samples. 'This is discussed in a separate
section. |

Dipolar coupling of the nuclei of interest to other nuclei usually produces a man-
ifold of energy levels about the original energy levels. Since the dipolar interaction
has a r~3 dependence, most of the energy levels remain fairly close to their original
positions. This résults in an approximately Gaussian absorption lineshape for each
transition and smooths out the edges of the rectangular peak. The Gaussian ab-

sorption lineshapes have a characteristic width of approximately vBj,, where By is



| 1 N

0q- We Wq Wq+ Wo

XBL 8911-4288

Figure 2.3:‘ Theoretical z-magnetization signal, from a single crystal sample
using z-axis cw NQR and ignoring all relaxation effects, expected from a rf
frequency sweep through both transitions of a NQR resonance. The weak

magnetic field is applied along the z-axis of the axially symmetric quadrupolar
PAS.
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| | 14
called the local field. Abragam and Kambe have calculated By, for a cubic lattice

of spin I = £ nuclei where the electric field gmdie‘nt is along the cubic axis [26)].
They found that | | .
252
By = 60—&-‘;——, (2.26)
whére dis tﬁe dimension of the unit cell. For niost of the samples involved in this
work, the local field is about a few gauss. |

Sms!! or large variations in the electric field gradients of the nuclear sites can
alter the pure nuclear quadmpo‘le resonance frequency. These electric ﬁeld gradi-
ent vériations usually arise from either site defects, small displacements, or non-
crystalline structures such as glasses [27, 28]. If the pure NQR frequency experiences
a distribution of shifts, this will also broaden and smooth out the observed NQR
resbnance., N uclei with large quadrupole moments (eQ) e:ﬁperience a larger change
in frequency than small quadrupole moment nuclei for the same amount of change‘
in the electric field gradients, i.e. o(vg) o eQ and o(vg) x o(eq).

Cross-relaxation between the +m (+} and +3 states) and —m (4% and -2
states) "\;rxanifolds, via spin-diffusion [29, 30], has the potential to drastically alter
the sh@.‘i‘:}e”and size of the signal; in the worst cases destroying the signal com-
Igietely.\ ‘;\.fter exciting the +m manifold, and before reaching the —m manifold,
| cross—miax&tion and spin—latticé relaxation both tend to decrease the magnitude
of the i,nduced z-magnetization. This stems from the fact that cross-relaxation is
relativelﬁf efficient when the two manifolds are close in energy. The cross-relaxation
process makes it such that spins in the +% state undergo stimulated emission to the

+% state while spins in the -—% go up to the —% state. This process is a Am = -2

transition for the spin system, which we will call a “fip-flip”, and is mediated by
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the F term of the dipolar Hamiltoniaﬁ, Equation 2.13 [10} Another process (“Aop-
flop”), Am = +2 transition, is also possible and this is niedia.ted by the E term of
the dipolar Hamiltonian (Equation 2.12) to make a spin in the —2 state go to the
‘—% and a spin from the +-§ state go to the +2 state. While each of these cross-
relaxation processes, Am = +2 or Am = -2, has an equal absolute probability
of occuring [31], ﬁhe rates of these two processes are different in the middle of the
sweep, Figur_e 2.4, This is because of the different populations of the states involved

at that point. The rates of these processes can be written as

dM, 3 1 1N 3
i o () (D)) (Pram
x -W (Pjr% +.P__%) . (flip — flip process, decreases M,) (2.27)
M, 3 N 1\ 3\
T < (1) B - (+3) P+ (=) Paw - (-3) PaW,
o« +W (P_’+ y P_ %) , (flop — flop process, increases M,) (2.28)

where W is the absolute probability of a transition and FP; is the population of the
ith state. Since, in between the two transitions, P_;_ 3 = Pi L and P_% > P 3 the
flip-flip term is larger and tends to decrease the induced overall magnetization. This
just says that if there is a difference in the populatién differences between manifolds,
cross-relaxation will equalize ‘the population differences with some characteristic
time'Tg r. This cross-relaxation process is in many aspects similar to the techniques
of double resonance [18, 32] and cross-polarization [33, 34].

The rate of the frequency sweep effectively determines the amount of time that
cross-relaxation is allowed to occur. There is evidenée in this work demonstrating
that strong dipolar coupling tends to increase the cross-relaxation rate. It is possible

to reduce the effects of cross-relaxation by either making the sweep rate faster or

increasing the static magnetic field to the point where the cross-relaxation rate gets
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Figure 2.4: A schematic illustration of the flop-flop and flip-flip processes,
mediated by the £ and F terms of the dipolar Hamiltonian, involved in the
cross-relaxation of the +m and —m manifolds. The populations of the states
are those after cne transition (+3 ~ +3) has been irradiated. These popu-
lations make the rate of the flip-flip process larger and thus tend to decrease
the induced z-magnetization.
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small [25]. This point is usually where By ~ 2B;. However, one must take care

because excessively large magnetic fields have their own disadvantages when applied
to powder samples and one usually sets the magnetic field such that By ~ By,

Along with cross-relaxation effects, spin-lattice relaxation still exists and some-
times cannot be totally ignored. After passing through the low frequency transition
and saturating it, spin-lattice relaxation tends to bring the populations of the +3
and +1 states back to their thermal equilibrium values. These relaxation processes
cause the magnetization associated with these states to grow back in, ‘possibly bé—
fore the high frequency transition is reached. Some time before the rf saturates the
high frequency transition, the sample magnetization could reach the initial baseline
level. Then, as the rf saturates the high frequency transition, the z-magnetization
would extend below the baseline before decaying back to its initial baseline value.
The simulated lineshapes, of a single crystal sample, for various sweep rates are
shown in Figure 2.5. The lineshapes were calulated by numerically approximating
the integral

S@) = [ [gm (W) + gom(w)] e du. (2.29)

g+m(w') represent the Gaussian-like absorption lineshapes of each manifold, cen-
tered at wg * wp, and have opposite signs corresponding to the different sign of m
in the two manifolds. Assuming the sample to be purely crystalline, the linewidth
of the absorption lineshapes is determined by the strength of the dipolar coupling.
The time constant 7" accounts for both cross-relaxation and spin-laitice relaxation
effects during the sweep, and « is the sweep rate. The simulated lineshapes are of
the =2 « +% transitions of Al in a—Al;0;. The experimen'al lineshapes are

presented in Chapter 6.
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Figure 2.5: Simulated lineshapes of the :{:% « 3 resonance of *’Al in the
a—AlLOj; single crystal using forward sweeps of various rf sweep rates. The
slowest sweeps are at the top and the fastest sweeps are at the bottom. The
slowest sweep rate (a) shows a case where relaxation processes have returned
the induced z-magnetization to its thermal equilibrium value, before the high
frequency transition has been irradiated.
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The works of Dean, Hahn, and co-workers tell us that associated with each pair

“of energy levels, in each of the +m or —m manifolds, is a rotating magnetization [23,
35, 36]. These magnetizations precess about the z;axis of the PAS at the energy level
splitting frequency. The sign of each magnetization and its direction of precession
(left-hand or right-hand) depehd on the sign of the manifold. They show that it is
péssible to seléctively irradiate one transition of a NQR resonance using circularly
polarized rf. ‘An‘example of this is shown lusing the +2 « 42 aﬁd -2 -8

transitions of 2" Al in a single crystal of a-Algoa‘in‘ Chapter 6.

So far we have considered only the case of a saturating rf field. Under optimum
circumstances, the experimentalist may be able to specify the sweep parameters
such that the sweep satisfies the conditions for adiabatic rapid passage. Adiabatic
rapid passage requires that one sweép through the resonance in less than T’ and that
the magnetization be aligned along the effective magnetic field during the sweep,

the effective field being the sum of the rf and static magnetic fields in the rotating

frame. These conditions can be expressed as

_ A
(~’)’Bl)2 > g‘l'/' > !

dt = T (230)

where B, is the strength of the rf field, %’{- is the sweep rate, and Av is the resonance

linewidth. If the sweep parameters satisfy the adiabatic rapid passage conditions,
then the populations of the +1 and +32 states will be-inverted. This corresponds
to an inversion of the magnetization associated with these two states, resulting
in an induced z-magnetization approximately twice as large as that in the case of
saturation. Equation 2.30 tells us that strong rf fields may be necessary to satisfy
the adiabatic rapid passage conditions. It is usually the rf field coupling to the

SQUID which determines the maximum strength of rf which can be applied to
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the sample. Since the SQUID could only tolerate rf of at most 200 mG in these

experiments, none of the spectra were acquired using adiabatic rapid passage.

2.2.2 Adaptations for Powder Samples

The last, and most difficult to quantify, factor to affect the lineshape of a resonance
is the use of a powder sample. The change in the lineshape is highly dependent
on the sample f)arameters as well as the experimental conditions under which the
spectrum was obtained. This section qualitatively covers z-axis NQR of powder
samples. One of the factors which ultimately determines the practicality of a mag-
netic résbnance technique is its amenability to study powder samples, since single
crystal samples are quite suitable to high-field NMR techniques [37, 38). |

In powder and amorphous samples, the z-axes of the quadrupolar principal axis
systems are randomly oriented in direction and most of them do not align along
the direction of the applied static magnetic field. Assuming the crystallites to be
purely crystalline, all the nuclei of interest still have the same pure NQR frequency
with a linewidth determined by the strength of the dipolar coupling. Application
of a small static magnetic field will broaden these resonances as described below.

Using Equation 2.4 and degenerate perturbation theory, one calculates that the

energy levels for the :i:% states are shifted by
3 .
AE <:£:~2-) = vk Bym cos . (2.31)

Equation 2.4 has been truncated to Hy = ~vhB,I, cos § by the quadrupolar Hamil-
tonian to arrive at this result and the quantum numbers (m) for these two states are
still good for an axially symmetric electric field gradient. This is not true however

for the =} states which are mixed by the I, and I, terms of Equation 2.4 [5]. This
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mixing brings about two new states given by

[+) = +sina -{-%>+cosa|-—%>, | | (2.32)
I._) = —cosa|+—;-> +Siﬁa --}->, ‘ (2.33)

where tana = [‘ff{-}-]% and f = [1+( +3)? tan? g)%. The original quantum numbers
of these states are in general no longer valid and this allows for ﬁransitions between
either of these two states and either the +32 states. The resulting energy level shifts
of the |+) states are given by AE(+) = F(£)yhB, cos 6.

To éimul#te lineshapes of powder samples, the absorption lineshapes of each
manifold in Eqﬁat;ion 2.29 must be modified to repreéent that of a powder sample.
These #bsorption lineshapes depend not only on the angle between the z-axis pf
the crystallites with respect to the static magnetic field, but also on the strength
of both the static and rf magnetic fields. This dependence can be expressed as

1

27 T
gim(, Boy Br) = 1 j{) dé [) gim(w', O)T(0)¥(6, B,)O(6, Bo)psinbdo.  (2.34)

gim(w',0) are Gaussians centered at wg =+ wof cosd representing the absorption
lineshapes of each crystallite. The linewidths of the g4, (w', By, B;) for glassy and
amorphous samples can be very large and possibly make the contribution from
- dipolar coupling negligible. |

Since the induced magnetization appears along the z-axis of the quadrupolar
principal axis system for each crystallite and we only detect magnetization along
the z-axis of the lab frame, the signal from a crystallite with a polar angle 8 with
respect to the lab frame, is reduced by the factor I'(f) ox cos 6. The rf radiation is

most effective in inducing transitions when it is applied orthogonally to the z-axis
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of the quadrupole principal axis system [35, 36]. This will not be the case for many

of the crystallites in a powder sample. So the ¥(8, B,) term takes into account that
only the projection of the rf perpend.iculai to the quadruplar z-axis is effective in |
inducing transitions. From our studies of a single crystal of a—Al;03, we find that
the ¥(0, B;) term, which describes the signal height as a function of rf strength,

has the approximate form
31,3“ '
¥(0,B)~1—¢ Pro, (2.35)

The effective rf field is By o7y = By cosd, and By is some characteristic rf strength
which depends on the simple parameters and the sweep rate.

" The small staticy magnetic field used to split the degeneracy of the wg 4m and
wg,-m components, reduces the cross-relaxation rate between the +m and —m
manifolds. The effective field, By .s; = Bocosf, decreases in crystallites for which
the z-axis is ﬁilted away from the magnetic field axis. The ©(f, By) term accounts
for the decreased effectiveness of the dc field in reducing the cross-relaxation rate
when the quadrupolé.r z-axis is not aligned along the magnetic field. The result is
a reduction in signal intensity and a distortion of the lineshape, when the eﬁectiQe
field approaches the local field By, (due to dipolar coupling) of the sample. We found
that, for a single crystal of a—Al;03, ©(6, By) can be roughly represented [39] by

Bp e
0(6,By) ~1—e Piv, (2.36)

The overall magnitude of ©(6, By) is determined by the sweep rate and zero field
cross-relaxation rate.
It is possible for the magnetic field to broaden the resonance since the splitting

due to this field depends on the orientation of the crystallite. Assuming a purely



| ‘ ‘ 23
crystalline powder sample and By, > By, the“linewidt‘.h will be around 2yB;. In

most cases, one is able to set By ~ By, to minimize the linewidth and still maintain
reasonable signal intensity. When studying amorphous samples, the ‘distribution ,
in sites usually dominates the linewidth and so the value of By is not critical. If
" one weré interested in the natural (zero-field) linewidth of the resonance, a ploﬁ
of resonance linewidth versus applied 'magnetic field could be extrapolated to zero
applied field. |

The factor p accounts for the filling factor of the sample whiéh is less for a powder
sample compared to a single crystal s’ample occupying the same volume‘. An in-
depth study was not performed on this matter; but es.timates that p =~ -;— appear
reasonable when the number of particles is la.tge and of Qn approximately spherical
shape. The simulated lineshapes, Figure 2.6, are of the &3 « +2 transitions of

¥7Alin a-Al;O3 powder. The experimental lineshapes are presented in Chapter 6.

The extension of this experimental technique to nuclei with higher half-odd-
integer spin (I = m + 3,m = 2,3,...) is relatively straightforward. In all these
cases, the £7 « +2 transitions behaves just as described above, along with the
fact that there are other energy levels above the :9:%1 levels. Thus, in a spin ] = £
nucleus, there are two pure NQR resonances, the £ « +2 resonance and the
+32 ~ +2 resonance. It is easier to deal with the latter transitions since there is
no mixing of states by the magnetic field and the quantum numbers are all still
good in an axially symmetric electric field gradient. The z-magnetizations that
can theoretically be induced for spin = 2 and I = 2 nuclei are presented below,
Table 2.1, assuming a saturating rf sweep from low to high frequency. The final

z-magnetization, when exciting either the +1 « 32 or £3 « +2 resonance of
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Figure 2.6: Simulated lineshapes of the £ « +3 resonance of ?"Al in the
a—Al,03 powder using forward sweeps of various rf sweep rates. The slowest
sweeps are at the top and the fastest sweeps are at the bottom.
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Table 2.1: Calculated z-magnetizations for spin [ = 3 and I = 3 nuclei when
saturating various transitions of a NQR resonance. The final z-magnetization
when irradiating either the £1 «+ +2 resonance or the £3 « +2 resonance
of a spin J = & nuclei is the same.
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8 nuéleus, is the same. When considering a reverse sweep (high to

a spin I =

w2}

low freqﬁency), a few modifications to thé above equations need to be made. In a
reverse sweep, the order in which the two‘compo’nents_of the resonance are saturated
is reversed, so the sign of the quadrupolar term in Equation 2.24 must ‘be reversed,

The sign of the Zeeman term remains unchanged Since the magnitude of the
quadrupolar term is normally much larger than the Zeeman term, the sign of the
resonance peak is reversed on a reverse sweep. This property provides a convenient
way to distinguish real signal from instrumental artifacts which generauy do not

change sign when the sweep‘ direction is switched.

2.2.3 Miscellaneous Considerations -

Several points regarding the compafison of single crystal and powder samples should
be made clear in addition to the above discussion. Assume that the single crystal
and the crystallites of the powder are purely crystuolline, so that the only natural
source of line-broadening is dipolar coupling. For a given static magnetic field such
that Bo ~ By, and a fast sweep, the &3 — +32 resonance is about one and a half
times wider than the natural linewidth in a single crystal. The 3 e :f:% resonance
of the powder sample is slightly narrower than the same resonance for the single
crystal, a rather unique situation in magnetic resonance. However, the :h% — :i:%
resonance of the powder sample is about 3 times wider than the £2 « +2 resonance
of the same powder sample. Examples of these are shdwn using a-Al, O3 in Chapter
6.

| When considering amorphous or glassy samples, variations in the electric field

gradients cause the pure NQR resonance to broaden, even to the extent that these
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variations, and not the static magnetic field, determine the linewidth of the reso-
“nance. In this case, the lineshape and linewidth of the resonance observed by this

| SQUID technique will very closely approximate that determined by conventional
pure NQR. An example of this is shown using B,Q3 glass in Chapter 5.

Using this z-axis NQR technique, relaxation processes during the sweep tend to
destroy the syrﬁmetry of the lineshape for a single sweep direction. Since the peak
in a reverse sweep has the opposite sign of the péak in a forward sweep, we subtract
the reverse sweep from the forward 'swe.ep to geﬁ‘the final spectrum. Doing so has
a 3-fold benefit. The subtraction of sweeps results in a lineshape that is symmetric
with respect o wg and eliminates the need to consider relaxation effects when
determining the value of wg. Secondly, as in any continuous wave (CW) method,
the system (sample and instrument) has a reéponse time to excitation and changes.
By taking a difference spectrum, the experimentalist does not bias any particular
sweep direction, both of which are equally accurate. The third advantage is that |
since instrumental artifacts in this technique do not change sign when the sweep
direction is altered, it provides for an easy method in eliminating these artifacts.
All the spectra shown in this work are reverse sweeps subtracted from
forward sweeps, unless otherwise noted. Also, all the spectra shown were
gcquired using linearly polarized rf, unless otherwise noted.

All of the preceeding discussion utilized an axially symmetric electric field gra-
dient to simplify the discussion. In this section, I try to describe what happens
in a non-axially symmetric electric field gradient. When it is a half-odd-integer
spin quadrupolar nucleus in zero magnetic field, the energy levels of the £m statces

are always degenerate, regardless of whether the electric field gradient is axié,lly
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symmetric or non-maa,lly symmetric. This feature ‘is e to the fact that fermions
(spin I=m+1, m=:0,1,2,... ) involved in & quadrupolar interaction exhibit time-
reversal symni‘etzry; that is, reversing all velocities and angular momenta leaves the
| system with the same equations of motion [40, 41, 42, 43]. A consequence of this
time-reversal symmetry is Kramers degeneracy which tells us that each energy level
gf the system must be at least two-fold degenerate no matter how complicated the -
glectric fields may be. Bosons (spin I = m, m=0,1,2,... ) in a quadrupolar inﬁer—
action, however, do not exhibit timesreversal,symmetry and so no such degeneracy
" is required when the electric field 'gmd‘ient is asymmetrical. The application of a
small magnetic field breaks Kramers degeneracy for half—oddaintegef spin nuclei.
This splits the +m states symmetrically about their original levels. This ailows
for the easy determination of pure NQR resonance frequencies, even for non«a.xiaily
symmetric electric fleld gradients. However, a non-axially symmetric electric field
gradient will cause state mixing even in zero magnetic field [5]. Standard pertur-
bation theory shows that the new states {m') will retain character of its |m) state

and have some admixtures of the |m — 2) and |m + 2) states, for example

)=l

The effect of this is to alter the eigenvalues of the states |m/) with respect to the

Sl e

operator I, and change the signal intensity. Das and Hahn have also calculated the
transition probabilities under this state-mixing. The overall effect is the reduction
of signal intensity as the electric field gradient becomes more non-axially symmetric.

No attempt was made to explicitly calculate this reduction in signal intensity.
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2.3 NQR Resonance Frequencies |

In general,‘ one cannot determine 5-2—,‘{9- and 7 separately for spin 1 = 2 nuclei from

pure NQR. For spin I = & nuclei, 93}—‘1 and 7 can be evaluated separately since

a2{or

there are two pure quadrupolar resonances. For both the single crystal and pow-
~der samples, the transitions in a small magnetic field are centered about the pure

quadrupolar resonance freﬁuenciés. For spin I = 2, the pure NQR frequency

_¢aQ (1)}
wg = oh (1'4 -g) ‘ (2.38)

is well known. For spin I = £ nuclei, there are two pure NQR resonances, &} «
+3 and’ +3 ‘ig. The usual approach to solving for the energy levels, and
thus resonance frequencies, has been a purely numerical solution, An analytical
solution is presented here and its derivation is shown in Appendix A. The +1 e £2

resonance occurs at

e?qQ i . [0
wg L = _2_6-5—1"3 (2\/3) sin (-?;) v (2.39)
while the £2 + +£ resonance occurs at
: 2
wQ.H = %—g—g—r% [3 cos (g) ~ V/3sin (g—)] , (2.40)
where
1 7 : |
r3 = (5172 + 7) , (241)
-P ' '
) e e .
0 arctan [10(7)2 — 1)] ) (2.42)
and
- 3
P= [%?n“ + 33?3774 + 5430 + 243] (2.43)

The expression for the ratio (‘ﬁ%—%) simplifies to an equation as a function of 7 only.

After the proper experimental determination of wg 1, and wg,u, they can be used to
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search for the value of n which satisfies this function of n only. The 52—,%3 can then

be determined using either the equation for wg 1 or wg . It appears to the author
that these analytical expressions for the resonance frequencies, derived by solving
for the roots of the cubic secular equation, have not been previously published.
There are various methods of determining the pure NQR resonance frequehcy
from the forward minus reverse (forward-reverse) spectrum. One may choose the
peak maximum as the resonance frequency or use the center of mass of the reso- |

nance. An alternative is to use the average of the edges of s resonance.

o
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Chapter 3

General Principles of the dc

SQUID System

3.1 Introduction

This section gives a qualitative description of how the dc SQUID measures mag-
netic flux and how the flux through it affects the voltage across the SQUID. Fig-
ure 3.1 is a schematic of a dc SQUID (Superconducting QUantum Interference De-
vice), which consists of a pair of Josephson junctions connected in parallel. These
Josephson junctions are usually a thin layer of insulating material separating two
superconductors [44, 45]. SQUIDs usually have dimensions on the order of millime-
ters [46, 47]. The SQUID, along with its lock-in detection, feedback electronics,
filters, and preamplifiers will be referred to as the SQUID system. The output
voltage of the SQUID system should not be confused with the voltage across the
SQUID, taken between points A and B in Figure 3.1.

A fixed bias current (jg) is forced through the loop formed by the pair of Joseph-

31
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Figure 3.1: Schematic of a dc SQUID (left) and a Josephson junction (right).
The dec SQUID is made by connecting two Josephson junctions in parallel. As
superconducting electron pairs travel through either path (PaQ or P3Q) and
tunnel through the junctions, they acquire a phase which depends on the mag-
netic flux threading through the loop (®;). Quantum interference, between
electron pairs traversing junctions a and 3, produces a periodic voltage across
the dc SQUID as a function of &;,.



T

son junctions. Some of this bias current consists of supercurrent and the remainder

33
flows as normal current. The conventional picture of superconductivity has the su-
percurrent made up of bound pairs of electrons and no voltage is developed by this

flow of superconducting electron pairs [48, 49, 50]. The normal current consists of

normal current.

the flow of individual electrons and, as usual, causes a voltage across the SQUID.
This voltage is, thus, proportional to the fraction of the bias current that flows as

The voltage across the SQUID, at a fixed bias current, depends on the amount
of magnetic flux threading through the loop formed by the SQUID. This is because
the magnetic flux determines the amount of supercurrent, and thus the amount of

normal current, and consequently the voltage across the SQUID. The mechanism

by which the magnetic flux affects the amount of supercui‘rent is as follows. These
superconducting electron pairs accumulate a phase shift, when passing through a
junction, proportional to the flux thro».gh the SQUID. Assuming that the two halves
of the SQUID are identical, the phase shift of the electron pairs passing through the
junction a are of equal magnitude, but of opposite sign, as the phasé shift for the
electron pairs passing through junction 8. Should the two supercurrents arrive at
point Q with a phase difference of (2n+1)7 radians, they will interfere destructively

and the total supercurrent through the SQUID will be zero. All of the bias current,

in this case, will consist of normal current and the voltage across the SQUID will

be maximized. On the other hand, the magnitude of the magnetic flux through
the SQUID may be such that the phase difference between the two supercurrents

at point Q is (2n)7 radians. In this case, there will be constructive interference,

the total supercurrent will be maximized, and the voltage across the SQUID will



34
be minimized. The bias current through the SQUID is usually set greater than the
maximum supercurrent possible through the two junctions in parallel, such that the
voltage across the SQUID is never zero and some current always ﬂowé as normal‘
current.

The result of this is that the voltage across the SQUID is a periodic function
of the amount of magnetic flux threading through the loop. Most SQUID systexﬁs
‘are made to operete in ’the flux-locked mode, makihg the SQUID itself a null de-
tector [20]. In this operating mode, the output voltage of the SQUID system is
proportional to the amount of current required to keep the total flux through the
SQUID loop vﬁxed using & modulation/feedback coil. This has the advantage of
a linear system response to the input and makes it unnecessary to keep track of
exactly where one is on the voltage (V) versus flux (¢) curve. In the next section,
the equations describing the inteference effect of the SQUID are presented. This
is followed by discussions on the transfer of magnetic flux from the sample to the

SQUID, and on the flux-locked mode opera,tion;

3.2 Equations Describing the dc SQUID

First, we will take a look at the behavior of a single Josephson junction. The
Bardeen-Cooper-Schrieffer (BCS) theory of superconductivity states that all the
bound electron pairs in a superconductor are phase coherent, i.e. their wavefunc-
tions have the same phase [48, 49]. This allows the wavefunctioné of all the electron
pairs to be described by a single wave function for the entire superconductor. When
two pieces of superconducting material are brbught‘. close to each other, some overlap

of the two superconductor wavefunctions occurs [51). This results in the tunneling
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of electron pairs from one superconductor to the other, and makes the phases of the

two superconductor wavefunctions related as shown in Figure 3.2. The tunneling
allows a supercurrent to flow and its amplitude depends sinusoidally on the phaSe

difference across the junction according to
J» = Jrsin [6(t)], (3.1)

where

6(t)=6(0)+—2§ O’V(t')dt'. | (62

The6(d) term is a constant phase difference and is of no particular interest. The
second term makes the total phase time dependent, where V() is the voltage across
the juncﬁion aﬁd e is the electfonic charge of a single elec‘tron.

The dc SQUID is usually biased with & current a few microamps greater than
the maximum supefcurrent possible. With the effective resistance of a SQUID
being on the order of ohms, this leads to a voltage of many microvolts across the
SQUID. This tells us that under normal circumstances, the supercurrent oscillates
at gigahertz frequencies. For example, at a fixed voltage of one microvolt across

the SQUID, the supercurrent oscillates at the Josephson frequency,

2eV .
V= T, . (33)

of around 486 MHz. This can be used to obtain very accurate values for the ratio
% [44, 52]. However, since the SQUID is usually current biased, the voltage across
the SQUID will depend on the supercurrent. This makes the expression for the
oscillating supercurrent more complicatéd. We do not need to be concerned with

this though, since only the time-average value of the supercurrent is measured.
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Figure 3.2: a) The electron pairs in a superconductor all have the same phase
which is independent of the phase of another distant superconductor. b) When
the two superconductors are close enough to allow the electron pairs to tunnel
between them, the phases of the electron pairs in the two superconductors
become related. This forms a Josephson junction.
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Since a dc SQUID consists of two Josephson junctions in parallel, we need to

look at this next {44, 53, 54, 55, 56, 57). Figure 3.1 shows that the total supercurrent

at point Q consists of the supercurrent through junctions « and 3, resulting in

i1 = Grasin (8 (8] + jiosin 6 (5], (3.4)

~ where the phases §,(t) and 65(%) are given by Equation 32 The basis of the SQUID
is the fact that an electron pair moved between points 1 and 2 acquires a phase

- shift from the magnetic field given by

—2e r o - |
6===[A-ds (35)

where A - d3 is the component of the veétor potential along the path traveled by
the electron pair. The expression above gives us the phasé shift of the pairs trav-
eling through the vector potential inside the superconducting arms of the SQUID.
Even though it is well known that a magnetic field cannot penetrate deeply into a
superconductor, the magnetic field corresponds to the curl of A. Thus, a spatially
invariant vector potential does not contradict the absencé of a magnetic field. This
is in fact the Basis of the Aharanov-Bohm effect which is closely related to the
interference effect of the SQUID [58, 59]. |

There exists a boundary condition which these superconducting electron pairs
~must satisfy, being that, upon moving an electron pair through one complete circuit,
the phase shift of the wavefunction must be an integer multiple of 27r. This boundary

condition is given by
2mn = 6,(t) — 65(t) — — ¢ A-ds. (3.6)

Stokes’ Theorem gives
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where @, is the magnetic flux threading through the SQUID (7], The flux quantum

@, has been defined as &, = £ ~ 2.07x10~"G-cm?, Setting n = 0 for simplicity,

 Equation 3.4 can be rewritten as

. o
jr = Jrasin 8o ()] + fogsin [8 () — 20|, (3.8)
~ Assuming the Josephson junctions to be identical (j; = jia = j15), We get
jr = 2 sin [60, (t) - T-I-)—l—"] cos (f—?ﬁ) . (3.9)
&, ®o

Assuming the bias current (jp) exceeds the maximum total critical supercurrent
possible (27,), the voltage across the SQUID is proportional to the normal current

(l.e. the difference between the bias current and the supercurrent),

V(t)=R [jB ~ 2jy sin [&,(t) - %} cos (%)] ) (3.10)

where R is the eﬁ’ective resistance of the SQUID. Since 6a(t) oscilla.teé at a very high
frequency, a narrowband detector will observe only a time-averaged value of V(t),
but the time average of V' (t) is not simply zefo [57). When one integrates §,(t) over
one period, using Equation 3.2 for §,(t), it yields the time-averaged voltage

= R(i5-3), (3.11)

<

where the time-averaged supercurrent is

- . ¢
Ir = 2y \cos (%;’»)‘ (3.12)

Figure 3.3 shows V as a function of ®;, the amount of magnetic flux threading

through the SQUID,
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Figure 3.3;: Time-averaged voltage across a dc SQUID as a function of the
magnetic flux through the dc SQUID, using Equations 3.11 and 3.12. a) The
bias current is set equal to the maximum supercurrent possible, J8=2j; and

b) jp=2.124;. ¢) The experimental flux-voltage curve from our commercial dc
SQUID.
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A qualitative way of visualizing how one arrives at Figure 8.3 is to rearrange

2 b
Jp = K%) +3§'] y | (3.13)

where jg Is the bias current applied to the SQUID, This equation is valid only when

Equation 3.11 to get,

| 38 |2| Jr | When | jg |<| jr |, the voltage across the SQUID is zero since all
of the electron flow is a supercurrent. A plot of the jp versus V curve, for non-
negative voltages, for the dc SQUID is shown in Figure 3.4. Since 71, also called
the criticel current, depends on the émount of flux through the SQUID, wevcan get
curves (a), (b), and (c) depending on the amount of magnetic Alux, Typically, one
ﬁlways sets the bias current such that | j5 |>| J7,maw |, sShown by the horizontal line
(d) in Figure 3.4, This shows that when &, is varied, the voltage across the SQUID
varies periodically between V, and V,, resulting in Figure 3.3, Many effects, such as
non-identical junctions, self-induced flux in the SQUID, nolse, etc., have not been
taken into account here [20, 53, 54, 56, 57). The observed curve is thus smoothed
to approximate a sine function as shown in the experimental V' versus ¢;, curve in

Figure 3.3.

3.3 Coupling Magnetic Flux to the SQUID

The next problem is coupling the magnetic flux of the sample to the dc SQUID,
There are two common approaches to this problem, the direct and indirect meth-
ods. The direct method is used when one wants to measure quantities such as the
earth’s magnetic fleld. The SQUID is placed such that the earth's magnetic field
is orthogonal to the plane defined by the SQUID, making the magnetic flux thread

through the SQUID {60]. The indirect method is used when one wishes to measure



Bias current vs. Voltage

Time-averaged voltage (V)

Figure 3.4: A plot of the bias current as a function of the time-averaged
voltage across the dc SQUID, for various amounts of magnetic flux through
the de SQUID (®,). Usually, the bias current (jg) applied to the dc SQUID
is fixed (curve (d))., The voltage across the dc SQUID depends on the flux
through the SQUID, and oscillates periodically between V, (&=n®,, curve
(a)) and V; (®r=(n + )P0, curve (c)), depending on the flux through the
SQUID,
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the magnetic flux of small samples, as in NMR, NQR, and magnetic susceptibility

measurements, In this coupling approach, a magnetic flux ﬁra.nsformer is utilized
to transfer the flux from the sample to the SQUID [67]. This has the advantages
of being able to have the sample at a different temperature than the SQUID or |
to have the sample 1p a large magnetic fleld while keeping the SQUID in a low or
ZEro ‘magnetio fleld. Alth‘ough.it may be possible to place a sample directly into a
SQUID, it would require a very small sample siie, and the ability to eésily change
the sample would degrade the shielding of t;hé SQUID from undesireab‘le magnetic
flelds. |

In the coupling approach, one could work either With a tuned circuit or a wide-
band, untuned superconducting circuit; The tuned circuit has the advantage of
amplification by a factor on the order of Q (the quality factor of the coil) and the
only noise measured is within the bandwidth of the_circuit. However, since the
tuned circuit still obeys Faraday's Law (V x %‘%), signal intensity decreases as the
frequency of the signal decreases. The other disadvantage is that the circuit is
usually tuned to a relatively narrow bandwidth [61, 62, 63, 64], making it necessary
to extensively retune the circuit and conduct piecewise acquisition to detect over a
large frequency range. This makes the tuned circuit ill-suited for wideband, low-
frequency detection.

The best approach for this SQUID NQR technique, to detect low frequency
magnetic resonances over a large bandwidth, is to use an untuned superconduct-
ing circuit to couple the sample flux to the SQUID. This circuit consists of two
superconducting coils connected by superconducting wire, Figure 3.5. The pickup

coil encircles the sample while the other, the coupling coil, is tightly coupled to the
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Figure 3.5: A schematic of the superconducting transformer used to transfer
the sample flux to the dc SQUID. The pickup coil and the coupling coil form
a closed loop and Mgs is the mutual inductance between the coupling coil
and the dc SQUID. A change in the magnetic flux through the pickup coil
produces an opposing change at the coupling coil. This change in magnetic
flux is then coupled into the dc SQUID.

43



44
SQUID. The key operating principle behind this circuit is that the total flux en-

closed by the closed superconducting loop, the two coils and interconnecting wires,
remains constant [50]. When the magnetization of the sample changes and alters
the magnetic flux through the pickup coil, a superconducting current is generatéd
in the wire. This superconducting current produces magnetic flux, of equal mag-
nitude but of opposite sign, at the coupling coil to keep the total flux through the
circuit constant. This circuit is responsive to signals that have frequencies in the
megahertz down to dc frequencies. Since the coupling coil is tightly wound near
or around thie SQUID, the SQUID will feel the magnetic flux of the sample. This
circuit, as will almost all others, suffers losses and this results in only a fraction
of the sample magnetization being transfe“rred to the SQUID. ‘The design of the
pickup coil usually plays a large part in the sensitivity of this technijue, and thus
deserves a more detailed examination. The coupling coil of our commercial SQUID
system could not be altered since it was in a hermetically sealed chamber with the
dc SQUID. |
The magnetic flux generated in the pickup coil hy a sample of magnetization
M, is
Op = 4nfM,mrbNp  (cgs), (3.14)

where f is the filling factor, rp is the radius of the pickup coil, and Np is the number
of turns in the pickup coil. This magnetization will induce a current in the pickup

coil of

Ip = —r

(3.15)

where Lp and L¢ are the inductances of the pickup and coupling coils respectively.

Any stray inductances in the superconducting circuit should be added to the other
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terms in the denominator. The amount of magnetic flux ultimately coupled into

the SQUID, sometimes called the input flux, depends on the mutual inductance

between the coupling coil and SQUID (Mgs), as given by

&, = IpMgs (3.16)
or
B = _Mos (47rfM nr Np) . (3.17)
Lp+ L¢ al'P

The objective is to maﬁmize &, for a given M,. Previous work has shown that the
maximum signal is attained when Lp=L¢s [47, 65, when the sample size is fixed.
Numerical simulations become necessary when the situation becomes more complex
‘when allowing the sample size to change [66]. The practical aspects of maximizing

®, are presented in Chapter 4.

3.4 QOutput Voltage of the SQUID System

The following provides a qualitative description of the lock-in detection and feed-
back techniques used to be able to generate a large signal from the SQUID [45, 47,
67]. A brief discussion on electromagnetic inteference effects on the SQUID then
follows.

One generally designs the SQUID system to be able to measure, with high sen-
sitivity, low frequency signals down to dc signals. The obstacle in measuring very
low frequency signals is that the system’s noise power, which is white at higher

frequencies, is -}— noise at very low frequencies [47]. Since very low frequency mea-

1

7 noise contribution which

surements are often desired, one wishes to reduce the

dominates at frequencies below about a hertz. The usual remedy to }— noise is to
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use signal modulation, better known as lock-in detection [68]. The lock-in detection

technique circumvents various sources of -}- noise in the system such as drifts in the
bias current and changes in the critical current due to small changes in temperature.

Figure 3.6 shows a schematic of the SQUID along with the coupling coil, mod-
ulation coil, lock-in detection electronics, and feedback mechanism. The coupling
and modulation coils are both tightly flux-coupled to the SQUID. The principle
of signal modulation, as it applies to the SQUID, is to use the modulation coil to
apply an additional flux (®,,) of frequéncy Uy, and of about half a flux quantum.
peak-to-peak in amplitude. The resulting oscillating voltage across the SQUID
will, in general, consist of a component at vy, and another at 2v,,, Figure 3.7. The
peak-to-peak amplitude of each component will depénd on exactly where one is on
the original voltage versus flux curve, Figure 3.3. If thevaverage flux through the
SQUID is (n + §)®o, the v, component will be maximized and the 2vy, compohent
minimized. If the average flux through the SQUID is (n + 1)®o, the v, component
will be minimized and the 2v,, component maximized. When the average flux is
(n+3)®o, it will be the same as when the flux is (n+ )@ except the vy, component
will be phase shifted by 180° with respect to the reference modulation signal. With
the use of a phase sensitive detector [68], it becomes clear that the amplitude of
the v, component is a direct measure of the sample flux. The modulated signal
from the SQUID is then connected to a circuit tuned to the frequency v,,. This
results in a signal, multiplied approximately by the Q of the circuit, which is then
mixed with the reference signal to give a lock-in output of near dc or dc frequency.
The dc output voltage of the lock-in detector with respect to the input flux can be

qualitatively described as V,yipur ~ sin (g’-;;‘%i). There are higher-order harmonics
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Figure 3.6: A schematic of the SQUID system, along with the coils, lock-in
electronics, and feedback mechanism. This arrangement allows for low system
noise, high sensitivity, and a large dynamic range.
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Figure 3.7: Signal modulation and lock-in detection scheme: The total mag-
netic flux through the dc SQUID is the sum of the flux transferred from the
sample (®1) and a weak, oscillating modulation flux (®,, = %0 sin(vm)). a)
QL = (n+ %)%, the voltage across the dc SQUID oscillates at s frequency vy,
and there is no component at 2v,,. b) & = (n + %)%, the modulation causes
the voltage to oscillate at 2v,, and no component at v, is present. Thus,
the amplitude of the voltage oscillating at v,,, along with the use of a phase
sensitive detector, allows us to know where one is on the flux-voltage curve.
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of v, involved in all of this but they are not significant to this discussion.
~ In most cases, one desires a SQUID system and lock-in detection which provides
a linear output voltage response to any size input flux, especially very large signals.
As it stands now, the output voltage of the lock-in device is qualitatively a periodic
- function of ,the‘sample flux as shown in Figure 3.8. This means that the output
voltage of the loéknin detector ié proportional to the input ﬁux only when the sample
generates much less than one flux quantum in the SQUID. Negative feedback is
used with the SQUID and lock-in detection to vincrea.se the linear dynamic range of
the system [69]. Negative feedback consists of inverting the output of the ‘lock-in,
amplifying it, and feeding it back to the SQUID as magnetic flux, thus opposing
the input flux. This feedback flux cancels the input ﬁﬁx at the SQUID and holds
the total flux through the SQUID at somé constant value. The voltage used as the
féedback flux is also applied through the modulation coil and is shown as Vouspu: in
Figure 3.6. V,yu¢py: is now linearly proportional to the input flux and sample flux,
no matter its size (within limits), and the average total flux through the SQUID
remains fixed, making it a null detector. In addition to the output voltage of the
SQUID system (V,y¢pui) having a linear response to even very large inputs, it also is
relatively independent of the exact shape of the periodic voltage versus flux curve.
It may be of interest to point out some features of this technique at this point.
Should the sample flux oscillate at v,, the voltage after signal modulation oscillates
at v, £+ v,. Lock-in detection and mixing down recovers the component at v,. This
~means that the tuned circuit and lock-in detector must have a low Q in order to
measure signals oscillating at a significant fraction of the modulation frequency.

This also means that signals oscillating at frequencies higher than the modulation
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Figure 3.8: Final output voltage versus flux curve of a dc SQUID system when
signal modulation and lock-in detection are taken into account.
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frequency (vm) cannot be detected with this modulation and feedback arrangement.

- The modulation frequency is limited by unavoidable stray reactances in the detec-
tion and feedback circuits and are generally limited to a few hundred kilohertz.
This limits the use of these flux-locked SQUID systems to relativély low frequency
pulsed NMR and NQR measurements. This freqﬁency limitation is, how_ever, of no
" real concern when using z-axis magnetic resonahce as described in Chapter 2. An-
“other point pertains to eXactly where on the voltage versus flux curve one usually
holds the avérage total flux through the SQUID constant. In order to achieve a
linear response from the SQUID system, one wishes to operate where the output
voltage versus flux curve is linear. Figure 3.8 tells us that two points satisfy this
requirement, ®; = ﬁ(bo and ¢, = (n+ 1)®o. Usually, the latter point is chosen.
The reader is referred to further readings for the pa.rﬁicular reason [20, 45, 47].

As is evident from the preceeding discussion, the SQUID is very sensitive to
electromagnetic interferenée since a flux quantum (P, = 2.07x10~7 G-cm?) is very
small. TWo types of interference with high frequencies involved are of most con-
cern: low-level interference and large, sharp transients. Since the low-level high
frequency interference has a frequency greater than the modulation frequéncy, it
modulates the voltage versus flux curve. The net effect is to reduce the peak-to-
peak amplitude of this curve and reduce the slope of Figure 3.8 at &1, = (n -+ %)%.
This reduces the signal-to-noise ratio for a given signal size. Large, sharp transient
interference contains high frequencies in order to produce the fast rises and edgés
of the interference [70]. Should these reach the SQUID, the flux in the SQUID
will change faster than the feedback circuit can follow. This causes the system to

“lose lock” and when it does lock-in again, the new point will be different from the
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original point by an integer number of flux quanta. The dc output voltage will,

thus, jump frbm one value to another. “These voltage jumps will be integer multi-

ples of the dc offset corresponding to one flux quantum through the SQUID, These
| effects make iﬁ prudent to shield the SQUID and its inputs from any interference
with frequencies higher than the modulation frequency. The practical aspects of

~ eletromagnetic interferenée shielding are addressed in Chapter 4.



Chapter 4
SQUID NQR Spectrometer

This chapter describes the low-temperature probe and spectrometer which was built
around the commercial dc SQUID system. We first take a look at some considera-
~ tions when designing these parts and then examine some aspects in greater detail, |

The performance of the entire spectrometer is examined at the end of the chapter.

4.1 Probe aud Spectrometer Design Considera-
tions

In theory, the experimentalist usually wishes to maximize the sensitivity of the
experimental apparatus. In practice, this is not always possible when other exper-
imental factors have to be considered and accounted for. These factors include the
nature of the materials used in construction, optimum design of the pickup coil,
and shielding of the system from unwanted electromagnetic radiation. Other, more
practically pertinent, factors are the ease of assembly and disassembly (or adjust-

ments) to the probe and the ability to easily change the sample. The reader is asked
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to bear in mind that we had no extensive previous experience with low-temperature
apparatuses and that this is a first-generation ‘piec:e of equipment, There is no doubt
that improvements can be made to the design and construction 6f this equipmeht, |
and to enhance its sensitivity.

The low-temperature probe, being a ﬁrst-genemtion apparatus, was designed
and constructed with ea.sé of assembly and disassembly in mind. This was to allow
the change of its configuration without having to rebuild many parts repeatedly,
and to be able to slightly alter the relative orientations of coils und determine its
effects. However, this type of design makes for an inherently less rigid structure
than a permanent one. A rigid structure is important because the pickup coll is
usually located in & region of large magnetic field, many orders of magnitude greater
than the magnetic field of the sample, When microscopic movements or vibrations
occur, this makes the pickup coil move in an inhomogenous magnetic field, chang-
ing the amount of flux through the pickup coil thereby increasing the noise level of
the system. Improving the homogeneity of the magnetic field helps, but one is still
required to maintain structural rigidity, Previously, ease of assembly and disassem-
bly of the coil structure was not designed into SQUID spectrometers because of
the above problem of relative motion between the pickup coil and magneﬁic flelds.
Many of those previous designs cast the entire coil structure, consisting of pickup
coil, dc field coils, and rf coils, in permanent configurations using epoxy [71, 72, 73].
This did not permit small adjustments or different geometries of the pickup coil to
be tested without extensive remachining of coils. We believe that we have reached
a reasonable compromise between the rigidity of the coil structure and the ease of

its assembly and disassembly,
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The highest sensitivity can be obtained when the pickup coil is wrapped diréctly
around the sample, This, however, makes it ;iifﬁcult to change the sample without
taking the probe out of the low-temperature bath which is to be avolded because
the large thermal mass of the probe will greatly increaée the boil-off 6f Cryogens
when it is reinserted into the bath, The best solution is a design that allows for
changing the sample while keeping the p;t‘pbe it the low-temperature bath. Doing
g0 also allows for the possibility of using‘another lock-in detection scheme where
one mpidly uyclés the sample in and out of the pickup coll during signal acquisition.
If the tempeftx’aure of the sample could be varied, while keeblng‘ the SQUID and
colls at the bath temperature, the versatility of the SQUID spectrometer would
be vastly increased. This would require a separate dewar, to hold the sample and
maintain its temperature, to fit inside the pickup coil. A common design, which
has been used in SQUID NMR (24, 74, 75] and SQUID magnetic susceptibility
measurements {71, 76, 77), is to use a reentrant dewar inside the pickup coil. There
are two negative aspects to a variable—temperature probe. The first is that the
filling factor of the pickup coil would be reduced, reéulting in a reduction of sigﬁal-
to-noise. Secondly, the signal intensity at ,say, liquid nitrdgen temperature would be
reduced by & factor of appfoximately 20 compared to the signal intensity at liquid
helium. This is due to the smaller population difference, given by the Boltzmann
distribution, at liquid nitrogen temperature,
The nature and magnetic behavior of the materials used to build the probe,
especially near the pickup‘ coil, is also of considerable importance. Materials which
have magnetic resonance signals that can be confused with sample signals should

be avoided, This includes materials which generate noise that affect or can be
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detected by the SQUID. Day and others found numerous materials possess temper-

ature dependent electron paramagnetism in magnetic fields [76, 78], The magnetic
| flux produced by these materials could couple into the pickup coil, resulting in an
increase in the noise in the output of the SQUID, ‘ospec‘ially when one considers
that small temperature variations cause variations in the amount of flux produced
by these materials. It is also advisable to keep superconducting materials out of
the pickup coll since the supercurrents generated to counter rf radiation are gener-
ally in fluctuating directions. This means that materi#ls ixéed for superconducting
magnetic shielding, such as lead, should be used only at relatively large distances
frorﬂ the pickup coil. Along with these considerations on construction materials,
one should also keep in mind that it is important to hold the probe temperature
as stable as possible and to choose materials which do not transfer heat from the
outside efficiently, so as to reduce the boil-off rate of expensive cryogens.

An important consideration in the design of the pickup coil is its type, single
solenoid or gradiometer coils [21), and its geometry. If one assumes that the mu-
tual inductance between the coupling coil and the SQUID is fixed, as is in many
commercial SQUID systems, then all the pickup coil parameters may be variables,
The diameter of the superconducting wire was not considered to be a variable due
to the availability of very high quality wire of reasonable diameter. When deciding
whether to use a gradiometer pickup coil or a solenoid pickup coil, one must consider
the following.’ The gradiometer coil consists of two nearly identical coils, wound‘ in
opposite directions, placed in series. The sample is placed in one of the coils and
the other is left vacant. The advantage of the gradiometer coil design is that in the

presence of large scale magnetic ﬁucmations, such as fluctuations in the homoge-
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neous dc magnetic field applied, it can atteruate these fluctuations by two to three

orders of magnitude. The disadvantages of the gradiometer are a restriction on the
length of the sample and a reduction in the flux transfer efficiency from the sample
to the SQUID. 'i‘he second disaﬂvantage comes about from the matching condition
of the pickup coil aﬁd the coupling coil, i.e. Lp=Lo. This condition necessitates
that the number of turns in each half of the gradiometer be reduced by a factor of
:}5 from the number of turns possible in a single soiénoid coil. So maximum flux
sensitivity is obtained with a single solenoid coil, provided large scale fluctuations
are minimized, |

When optimizing the geometry of the pickup coil, one wishes to maximize the
flux throﬁgh the SQUID with respect to the flux of the sample. Aséuming the
mutual inductance between the coupling coil and SQUID is ﬁxed; previous work has
shown that maximum flux transfer occurs when Lp=L¢ [65]. The one indepefxdent
variable left is the radius of the pickup coil (rg) [78, 79]. Since Lp o rpN}, the
flux through the SQUID will increase with e r! 'dependénce for a given sample
magnetization, So a larger signal will be observed with a larger radius picku’p
coil, provided the filling factor of the coil remains relatively constant. The larger
pickup coil has the added benefit of a slightly better filling factor since a larger
fraction of the area of the coil is occupied by the sample and less by the sample
container. However, there are practical considerations when designing the pickup
coil. Larger pickup coils require larger dc and rf coils, along with more power, to
be able to geuerate dc and rf magnetic fields of given strengths. Larger pickup coils
would also necessitate the use of larger volumes of samples which may be expensive,

scarce, toxic, or highly reactive. There are always physical constraints, such as the
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size of the dewar, which may place a limit on the pickup coil geometry. This is

so because any magnetic shielding used may start to distort the flux lines, forcing |
scme of them to retwin thfough the pickup coil. Calculations have been made by
Osterman and Williamson describing this effect. |

A difficult problem in designing the spectrometer was how. to shield the SQUID
system fron; unwa.rited magnetic interference. This discussion is restricted to the
problem when operating in continuous wave mode and we can take a look at the
magnitude of this problem. A typical CW magnetic resonance experiment requires
if levels of about 10 mG or more. If all of this field were coupled into a pickup
coil of 10 turns, 0.5 cm in diameter, it would generate about 5x10° @, thlough
the pickup coil (1& =2.07x10~" G-cm?). 10* &, would couple into the SQUID if
we assume 2% transfer efficiency to the SQUID. In Chapter 3, it 'was.pointed out
that high frequency magnetic fluctuations greater than 5—’,} would eliminate the gain
of the SQUID completely and that low amplitude fluctuations result in increased
noise levels. Thus, we need to be able to attenuate the rf fields by about 5 orders
of magnitude. An attenuation factor of 100 to 1000 can be obtained by orienting
the pickup coil orthogonally to the rf coils. The rest of the attenuation must come
from either additionally shielding the pickup coil to prevent coupling to the rf coil
or using a filter in the pickup circuit to keep rf from entering the SQUID.

The simplest form of a rf shield is a highly conductive cylinder placed between
the pickup and rf coils [39]. The rf coils are placed inside the shield while the pickup
coil is placed around the outside of the shield. This usually results in a very poor
filling factor of the pickup coil and there are variations in the shield’s attenuation

factor depending on the frequency of the rf radiation as shown below. The shield
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- has a characteristic skin depth, 6, related to its electrical conductivity, p, by

:[f‘“ ]5 )

An electromagnetic wave of frequency v will be attenuated, by the'shield,‘by a
factor e~¢ where ¢ is the thickness of the shield. This allows the very low frequency
sample signal to be detected by the pickup coil and still attenuates the rf radiation
felt by the pickup coil. However, one can not just minimize the cutoff frequency of
the shield. This is because the shield has some resistance (R) to currents encircling
it and therefore generates Johnson nbise. The amount of noise generated by the

shield is inversely related to the shield’s lower cutoff frequency. The Johnson noise

voltage recorded with a voltmeter of bandwidth B is
V, = (4kTRB)} (4.2)

where T is the température of the shield. Since we are concerned with current
noise which produces flux noise, I, = ll’%n, the flux noise increases as.the resisté,nce
of the shield is lowered. A thicker shield, reducing the cutoff frequency of the shield,
has lower resistance and thus higher flux noise given by ®,, = Lgl, where Lg is
the inductance of the shield. Alternatively, it is possible to enclose the pickup
coil in a shield which wraps around the outside of the sample, leaving the rf coils
furthest from the sample. However, this design tends to distort the intensity and
homogeneity of the rf fields at the sample.

The second method of shielding the SQUID from rf interference using a filter
does not cause a poor filling factor, but still exhibits some generation of flux noise.

The rf filter is formed by placing a small shunt resistor (R,) in parallel with the
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coupling coil [73, 80], Figure 4.1. This RL filter has a low-frequency cutoff of

R, (LP+L0)
v —— )

2\ LpLo (4.3)

The key to this filter is that the impeda,nce of the resistor is fixed at R,, while the
impedance of the coupling coil (wL¢) increases with frequency. This allows low
freqﬁency currents fo pass through the coupling coil, while high frecjuency currents
(frequencies much higher than the filter cutoff frequency) pass through the resistor.
Although this ﬁlte; does produce flux noise, more complex filters have been studied
énd may prove useful [22, 81].

Both types of filters, rf shield and shunt resistor, reduce the transmitted current
by 6 dB per octave at frequencies well above their cutoff frequency. Since they
both produce flux noise, a compromise must be reached such that the cutoff fre-
quency effectively reduces rf interference without generating excessive amounts of
noise. This can be done by constructing the probe such that the cutoff frequency

is adjustable from the outside of the dewar.

4.2 Overview of the Spectrometer

Figure 4.2 is a schematic of the spectrometer. A Faraday cage, made of copper mesh,
shields the SQUID and low-temperature probe from high-frequency interference.
The SQUID feedback unit is inside the cage while all other electronics is outside.
The output voltage of the SQUID control unit passes through a low-pass filter before
it is passed on to the chart recorder and/or the computerized data acquisition unit.
The rf source is a two channnel synthesizer, one channel of which can also connect

to the frequency counter.

"
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Figure 4.1: Schematic of the shunt resistor (R,) incorporated into the super-
conducting flux transformer. This arrangement acts as a low-pass filter, letting
low-frequency signals reach the coupling coil while high-frequency interference
passes through the resistor instead.
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Figure 4.2: Schematic overview of the dc SQUID spectrometer. The com-
ponents are (a)liquid helium cryostat, (b)SQUID feedback unit, (c)SQUID
control unit, (d)frequency counter, (e)two-channel rf synthesizer, (f)low-pass
filter, (g)analog-to-digital converter, (h)computer, and (i)chart recorder.
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4.3 Low-Temperature Probe

The cryostat (dewar) used in this work was originally designed to fit into the bore of
a commercial superconducting magnet, resulting in a long and narrow configuration.
The upper half of the dewar has an inside diameter of 3.25", nec‘essita,ting a rather
slim probe to fit into the dewar. This imposed additional restrictions when designing
the geometry of the entire low-temperature probe.

Figure 4.3 shows a cross-section of the essential parts of the probe, the dc
SQUID [82], sample chamber, and shunt resistor board. Most of the exterior of the
lower portion of the probe is maﬂe of brass, with the exception of the copper cover
used to protect the shunt resistor boé.rd. The thick brass plates used at the top and
bottom of the sample chamber were coated on the inside with solder (60% Pb, 40%
Sn), while 0.005” thick lead foil was used to line the insides of the sample chamber
and the shunt resistor board cover. Solder and lead become superconducting at
liquid helium temperature, providing an excellent shiéld against unwanted electro-
magnetic radiation at all frequencies. During design and construction of the probe,
careful attention was paid to minimizing vibrations within the probe and shielding
it from unwanted electromagnetic int;erference. |

The dc SQUID and its associated coils are located in a cannister on the left hand
side of Figure 4.3. A niobium shield can be slid off the cannister to expose two 0-
80 brass screws which connect to the coupling coil of the SQUID. The cannister,
containing the SQUID and its coils, is permanently hermetically sealed. This was
done by the manufacturer to prolong the lifetime of the SQUID. A ;‘1--20 threaded
lead nut on the bottom of the cannister secures it to the rest of the probe. The rest

of the connections to the SQUID, and its coils, run through a }” diameter stainless
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Figure 4.3: Cross-section of the low-temperature probe of the SQUID spec-

trometer. The dc SQUID is on the left hand side.
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steel tube to the top of the probe. This tube has a fixed length of 31” and has a

13-pin locking Bendix cohnector at the top for the cable connection to the SQUID
feedback unit. |
| The coil forms‘u’sed for the pickup coil, rf coils, and dc field tube were machined
from MACOR, a mica glass-ceramic [83]. The pickup coil had an outside diameter
of 6.5 mm and an inside diameter of a few thousandths of an inch over 5.0 mm. A
| slot about 0.012" wide and 0.065” deep was cut around the pickup coil form. The
pickup coil waé made by tightly winding 10 turns (2 rows, each 5 layers deep) of
0.005” diameter Formvar-insulated NbTi wire into the slot. Cyanoacrylate glue was
‘then applied to the wire in the slot to keep the ‘pickup coil rigid at all times. The
leads of the pickup coil were shielded by a 1 mm o.d. 60/40 lead-tin tube, from the

pickup coil form to the coupling coil connections.

d»
32

d»

33 slots were machined

The rf coil form fit around the pickup coil form. x
into the rf coil form such that the dimensions of each Helmholtz saddle rf coils were
26 mm in length and 16 mm in diameter, and ea.ch formed a 120° arc to maximize
the rf field homogeneity. The two sets of Helmholtz saddle coils were orthogonal,
wound with 32 AWG insulated copper wire, and then glued permanently in place
with epoxy. The calculated field to current ratio for each set of coils was 3 G/A.
The dc magnetic field coil form was placed around the rf coil form. A lead tube
was formed on the outside of the coil form by rolling up and soldering closed a 1
min thick sheet of lead. Then a solenoid, 67 turns of 28 AWG insulated copper
wire, was tightly wound outside this lead tube. The lead tube and copper solenoid

were both glued to the coil form with epoxy. The dc magnetic field was produced

by applying a current to the solenoid during the cool down of the probe. When
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~ the cool down was complete, this current was slowly reduced to zero, producing a

| _ trapbed magnetic field sustained by superconducting currents in the lead tube [50].
The calculated field-producing efficiency of this arrangement was 30 G/A and ex-
periinental measurements lyield approximately 28 G/A. A mdre homogenou‘s dc field
could have been obtained by pouring molten lead into a mold and then letting‘ it
- slowly cool, t‘b yield a lead tube. | |

The three coil forms were machined to tolerances of 0.003” and fit very tightly
together. 'Cent‘e‘rvi'ng of the coiis with respect to éach other was to within 0.005",
‘and they were centered longitudinally and laterally within the samplé chamber ﬁo
about 0.040”. To all;)w easy disassembly or adjustment Of the coil forms at room
tem‘perature,‘ and still minimize \}ibrations at low temperatures, the mating surfaces
of the éoil forms were coated with a thin layer of Apiezon vacuum grease. Two 6-
32 nylon screws were used fo securely fasten the entire coil form structure to the
bottom of the sample chamber. A 6 mm diameter hole was drilled through the top
brass plate to allow for easy changing of samplee;. It; is doubtful that this degraded
the shieldiﬁg of the pickup coil to a large degree.

The shunt resistor board was made by removing part of the copper conductor
from a piece of fiberglass printed circuit board. Three shunt resistors were placed
in parallel, also in parallel to the pickup coil, across the inputs to the coupling
coil of the SQUID. These resistors, 1 to 0.1 2, were made from strands of 0.005”
diameter manganin wire which has a room temperature resistance of 11.67 Q/ft.
These resistances do not change by more than 10% when cooled to 4.2 K due to the
excellent thermal coefficient of manganin [84]. Any of the resistors could be removed

from the filter circuit by breaking a lead bridge in series with each resistor. Three
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strings (not shown), running to the top of the probe, were connected to the bridges,
allowing one to break any of the bridges while leaving the probe on the:cryogenic
bath. A twisted pair of 32 AWG insulated copper wire was used to connect the shunt
resistor board to the coupling boil of the SQUID. These wires, like the pickup coil
leads, were also shielded by a 1 mm o.d. 60/40 lead-tin tube. The copper conductor
on the fiberglass board did not exhibit any peeling despite many temperature cycles
and no problems were observed with the entire‘ shunt resistor assembly.

The samples were firmly packed into 5.0 mm o.d. thin-walled glass NMR. tubes.
The inner diameter of these NMR tubes are 4.27 mm. The sample lengths are -
usually 0.5”, and usually 2 or more are packed into the same NMR tube with 0.25”
spacers in between. These NMR tubes are then afixed to the end of a sample stick
as shown in Figure 4.4. Usually,‘ we applied a judicious amount of Apiezon vacﬁum
grease to the Teflon and Nylon secﬁions of the sample stick and cut slots in the
NMR tubes at these corresponding locations. Doing so helped keep the sample

tube attached to the stick when pulling the sample stick out of a cold probe.

4.4 Cryostat and Room Temperature Shielding

The stainless steel cryostat (dewar) used in this work was originally designed for
high-field NMR, as previously mentioned. The capacity of the dewar was about 10
liters of liquid helium, which would allow 5 hours of operation. The liquid helium
level was measured with a standard liquid helium probe and meter (American Mag-
netics 110) during the helium.ﬁll and periodically during operation. The helium
bath was insulated with a liquid nitrogen jacket. A u-metal shield was wrapped

outside the dewar to reduce the ambient magnetic field, at the sample region, by
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Figure 4.4: Sample tube and stick. The stick (left) is inserted into the glass
sample tube, A thin film of vacuum grease keeps the stick and tube attached
at cold temperatures,
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a factor of about 25, This shield prevented the trapping of small magnetic flelds

during the liquid helium fill,

Experiments‘ in this work were perfoi'med in an environment containing many
sources of noise, such as aeyeral computers and pulsed NMR spectrometers in the
same room, and pulsed lager systems ih neighboring rooms. The dewar, along with
the SQUID and probe, and feedback unit were placed inside the odge during op-
eration. The Faraday cage helped filter out any high-frequency interference. The
cage was constructed of copper mesh stapled’ to a wood frame with approximate
dimensions of 8 feet in height and 6 feet in w.idth and depth. No devices requir-
ing the use of 110 V ac power were used inside the cage during operation of the
spectrometer, Connections between the inside of the cage and the outside passed
through a thick copper plate, either through feedthrough BNCs or 13-pin locking

Bendix connectors (for the SQUID electronics).

4.5 rf Sources and Data Acquisition

Several sources of radiofrequency radiation were used in this work. The earliest
sources were previously described in detail [85] and is omitted from this discussion.
The most recent, and best, source of rf was a Hewlett-Packard 3326 A Two-Channel
Synthesizer. It is capable of supplying up to 10 V of rf into a 50 2 impedance load
at frequencies from dc to 13 MHz. Sweep times were adjustable from 1 ms to 1000
s for any sweep width within the 13 MHz bandwidth. An especially convenient
operating mode was the two-phase mode where the two channels sweep together
with an adjustable phase difference of 0° to 720°. This permitted the generation of

left or right circularly polarized rf. The frequency synthesis is produced digitally,
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making it easy to set all sweep parameters to any specified value and making them

reproducible. The rf synthesizer was also cohtrollable by the computer using &
HPIB interface. |
The signal from the sample comes from the SQUID probe (BTI Model DP
probe with Model DSQ Hybrid SQUID) and passes through the feedback unit (BTi
Model 400) [82]. The operational features of the feedback unit were as described in
Chapter 3. Then the signal goes to the SQUID control unit (BTi Model 40) where
it is amplified, by factors of 1, 10, 100, or 1000, and filtered, using bandwidths of
5 kHz or 50 kHz. The bandwidth was usually set to 5 kHz. Since this bandwidth
is still much la.rgér than needed, the output voltage of the SQUID system is then
~gent through a home-built low-pass filter. Figure 4.5 is a circuit diagram of this
room-temperature filter. The input impedé.nce is 20 kQ and is a floating ixiput as
recommended by BTi. The bandwidth of the filter can be set from 200 Hz to 0.02
‘Hz by powers of ten, and the gain is continuoimly variable from 10 to 120.
| Usually, a computer and data acquisition unit were used to collect the output of
the low-pass filter. This allowed for more accurate signal collection, signal averaging,
and the necessary signal processing (such as subtracting reverse sweeps from forward
sweeps). An AT-clqne personal computer (Leading Edge Model MH) controlled
the Rapid Systems data acquisition unit [86]. The signal was digitized by an 8-
bit digitizer (Rapid Systems R1000) and stored in. RAM on the Rapid Systems
interface card (Model R320). When the frequency sweep and data acquisition was
complete, the data points were sent to the computer RAM and displayed oh the
screen. Frequency sweeps and further data manipulation were performed either

by the extensively modified program from Rapid Systems or a separate custom
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Figure 4.5: Schematic diagram of the low-pass filter through which the dc
SQUID output voltage is passed. The filter provides additional amplification
and filtering.
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program, both written in Turbo Pascal. The latter program allowed the user to

plot the data or the screen, correct the spectrum of linear baseline drift, add and |

subtract spectra, etc. The Rapid Systems unit was also capable of performing very

fast Fast Fourier Transforms using a TMS 32010 processor on the interface board.

This was sometimes utilized for diagnostic purposes on the SQUID system. In a
few cases, a chart recorder (Fisher Scientific 5000) was used to record the output
of the low-pass filter. In this case, one had to be aware that the recorder had an

upper frequency response of 4 Hz only.

4.6 Spectrometer Performance

.. It is of interest to determine the noise spectrum of the spectrometer, which may give

one an idea of the source of the noise. To do this, we take the Fourier transform of
the output of the SQUID control unit. The rf radiation is off at this point and the
output does not pass through the low-pass filter. The noise is white down tq about
1 Hz as shown in Figure 4.6. However, the noise amplitude increases sharply below
this frequency [47]. If we assume a resonance linewidth of 20 kHz and a sweep rate
zf 1 kHz/s, it can be said th#t our signal has an oscillation frequency of 0.05 Hz.
This suggests that further lock-in detection and signal modulation schemes may
help improve the signal-to-noise ratio.

It is also ¢f importance to know how much coupling exits between the rf and
pickup coils. The best that can be theoretically achieved is zero coupling at all rf
frequencies, however, this is hard to attain in practice. Extensive measurements of

this coupling were made, for various shunt resistonces, and the results are shown in

Figure 4.7. The attenuation factors are those provided by the shunt resistor when a
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Figure 4.6: a) dc SQUID output voltage noise amplitude versus frequency;
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dependence.
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Figure 4.7: Amount of rf attenuation provided by the shunt resistor at various
frequencies and for various shunt resistances. This gives a measure of the rf
coupling to the dc SQUID. This figure shows that the shunt resistor attenu-
ates high-frequency interference and better attenuation is achieved with lower
resistances. However, lower resistances produce larger amounts of flux noise.
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fixed rf voltage is sent through the rf coils, while keeping the flux-voltage curve at a

fixed, predetermined amplitude. It is necessary to assume that all the rf frequencies
u‘sed are equally effective in reducing the amplitude of the flux-voltage curve. This
figure shows that the shunt resistor does act as a low-pass filter and that reducing
the frequency of the rf increases the noise, since the shunt resistor does not filter
effectively at low frequencies. As expected, stronger rf fields gene;‘ally result in
higher noise levels due to averaging of the flux-voltage curve. Using Figure 4.7,‘
Equation 4.3, and assuming Lp=1.3 uH, the calculated 3 dB point of the filter is
200 kHz/<Q.

A comparison of the noise expected and the actual noise observed can also be
made. The measured noise in the output voltage of the SQUID, ‘under typical
operating conditions (10 G dc magnetic field, 10 mG rf field, 2 Hz filter bandwidth,
and 10 overall gain), is approximately 50 mV/ vHz in the white noise region. If we
take the stated intrinsic noise of the SQUID system, 1.2x1075 & / vHz, and the flux
to voltage gain for the SQUID under the above conditions, 51 V/®, , we calculate
0.61 mV/v/Hz for the expected noise. Several modifications to the spectrometer
did not substantially lessened this discrepancy.

Another way of gauging the spectrometer’s performance is to compare the ex-
pected signal amplitudes to the experimertnl signal amplitudes. It was necessary to
first empirically determine the overall gain of the spectrometer. This can be done
by measuring the change in the output voltage for a given change in the amount of
flux through the pickup coil. A given amount of magnetic flux caﬁ be generated in
the pickup coil by placing a solenoid, very closely approkimating the dimensions of

a typical sample, in the typical sample position and passing the determined amount
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of current through it. We observed a gain of 23 V/uG for the spectrometer, where

the gain of the SQUID control unit was 1000 and the gain of the low-pass filter was

10. This is the calibration factor which allows us to determine the absolute magne-

tization of samples. Table 4.1 shows the measured and expected magnetizations for

two samples, and the agreement is reasonable. The expected ;/alues were calculated
using Table 2.1, and the assumptioh was made that the rf completely saturates the

spin system and that all the épins in the sample contribute to the signal. Relatively

fast cross-relaxation between the +m and —m manifolds may be responsible for the

reducéd signal intensity of the boron nitride sample.

If one wishes to use a SQUID system in a pulsed field experiment, it is necessary
to determine the dead-time of the SQUID after the strong magnetic field pulse.
The dead-time of the detector determines which resonances will be observeable,
depending on the linewidth of the resonance. With a dead-time of T, one can
(nominally) observe resonances with linewidths of 7 or less [87]. To determine the
dead-time of our SQUID, we placed a Helmholtz bair of rf coils around a gradiometer
pickup coil. A Cobef Model 606P pulse generator, with a 200 €2 resistor in series
with the rf coil, was used to supply the dc magnetic field pulse with a field to voltage
ratio of 0.05 G/V. During the pulse, the SQUID was electronically decoupled from
its preamplifier using a blanking line to the SQUID control unit. Figure 4.8 shows
dead-times of about 50 us for a 50 V pulse and 100 us for a 2000 V pulse. This tells
us that with a 100 G dc field pulse, one can observe resonances with linewidths of

10 kHz or less.
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‘ Z-Magnetization
= Sample Calculated(uG) | Measured(uG)
a-Alumina crystal (*7Al) 0.19 |
~ Boron nitride (1!B) 0.8 0.1

——

Table 4.1: Calculated and measured z-'nagnetizations for two samples.
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Figure 4.8: Measurement of recovery times of the dc SQUID system after a
short magnetic field pulse. The voltages of the pulses are a)50 V and b)2000
V (bottom traces), and the blanking line of the SQUID (top traces) is kept on
during the pulse. The output voltage of the SQUID system (middle traces)
show dead-times of approximately a)50 us and b)100 us.



Chapter 5
I=3 NQR Results

5.1 Introduction

Most of the boron work in this chapter concentrates on !B (I = 2) since 1°B has
spin I = 3, ‘which we will see, is less amenable to study with this SQUID NQR
technique. In the B;03-xH;0 Section, resonances for the BO3 group are shown.
The BO; units have resonance frequencies around 1200 kHz and their asyrhmetry
parameters have been determined to be relaﬁively small [28, 88, 89]. It is shown t';hadt
the resonance frequency is a sensitive probe of the environment of the BO; units.
There is evidence of BO,4 groups in some of these samples, however, their resonances
frequencies are too low to be detected by SQUID NQR since the electric quadrupole
moment of !B is relatively small and distortions from tetrahedral symmetry are
usually not large. Thus, this discussion is restricted to the BO3 units. Table 5.1

shows some relevant data on the physical properties of boron and aluminum,
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Physical Property

Spin (I)
Natural abundance (%)
Gyromagnetic ratio, v (Hz/Q)

——

Table 5.1: Some relevant physical data on 1°B, 1'B, and ?’Al. The quadrupole

moments listed are the accepted values.

Electric quadrupole moment, eQ (x10~2¢ ¢m?)

Nucleus
) 10B llB 27 Al
m
3 i §
19.6 80.4 100.0
457 1366 1109
-2 | 3.55x10~2 | 0.
7.4x10 3.55x10 149
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5.2 Boron Nitride, BN

Borén Nitride (BN), being isoelectronic with carbon, also has two phases: hexagonal
" and cubic [88]. The cubic phase is structurally identical to diamond where all the
units are tetrahedral, This makes the cubic phase very stable and hard, and also
makes any quadrupolar interaction disappear due to the very high symmetry of |
the system [9]. The system we studied, the hexagonal phasé, consists of boron
bonded to three nitrogen nuclei to form planar trigonal groups and vice versa for
the nitrogen nuclei. Theée planar groups are linked together to form sheets of
six-membered rings analagous to gmﬁhite. The iny structural difference between
graphite and the boron nitride hexagonal phase is that in the boron nitride the
nuclei are ali stacked on top of each other [90, 91]. This is unlike graphite where
the sheets are layered in a staggered fashion. ‘ |

The bonding in the BN hexagonal phase has been discussed by Silver and
Bray [92] and it should be immediately evident that the quadrupolar interaction
is very highly axially symmetric due to the Cay axis through each boron nucleus.
The z-axis of the quddrupolax interaction is coincident with this Cay axis [92].
Three different samples of BN were studied, one from Alpha products [93] and two
from ESPI [94]. The two powder samples (Alpha and ESPI) were very fine white
powder of high purity (>99%). The third sample (ESPI) was a hot-pressed rod of
unspecified purity.

The powder sample from Alpha products gave a very clean B peak at 1466
£ 2 kHz as shown in Figure 5.1, in good agreement with room temperature rhea—
surements of 1450 + 50 kIz [82]. No other bumps or smaller peaks were seen in

the spectrum of this sample. The spectrum of the BN powder sample from ESPI
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Figure 5.1: Spectrum of boron nitride (BN) powder from Alpha products. The
1B NQR resonance frequency is 1466 + 2 kHz. The dc magnetic field was

1.5 G and a total of 40 forward and reverse sweeps were used to obtain this
spectrum.
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is shown in Figure 5.2 and it also ylelded a main peak at 1466 & 2 kHz. However,

this spectrum has two other regions of interest: near 1300 kHz and a low frequency
shoulder on the main peak. The hump near 1300 kHz haé been dssigned to small
amounts of impurities of the B;O3.xH;0 variety since BN hydrolyzes when exposed
to water [95) and this is where the B;O5xH,O resonances appear as shown in the
following section. |

- In order to obtain a better spectrum of the main pesak and its low fgequency
shoulder, we reduced the dc magnetic fleld to 1.5 G and the spectrum of the ESPI |
hot-pressed rod of BN is shown in Figure 5.3. This hump near 1300 kHz does not
appear in the spectrum of the hot—presséd rod sample, most likely because the BN
units are not expoéed to moisture while in the rod form. The small shoulder on the
main peak is now better resolved and it has not previously been repbrted. By fitting
this spectrum to the sum of two Gaussians, wewfound that the shoulder accounted for
approximately 30% of the overall intensity. It was hypothesized that the shoulder
originaéed from defects in the plane-layering scheme at regular intervals. This was
later ruled out on the basis of two arguments. Previous work had indicated that
these layer shifts are randomly distributed [90, 91]. Secondly, X-ray diffraction of
the ESPI powder sample showed it to be as crystalline as the Alpha samf)le which |
showed no shoulder [96). A clean BN spectrum from the Alpha sample also ruled
out the possibility that‘the shoulder was a !N resonance which could appear in this
frequency region. Aléo, the shoulder is not a 1°B resonance since it would appear on
the high frequency side of the main peak, due to the very low asymmetry parameter
of BN [92]. At this point, we are still unable to identify the source of the shoulder
in the ESPI samples. |
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Figure 5.2: "B spectrum of boron nitride (BN) powder from ESPI. A total of
20 sweeps were used and the dc field was about 4 G, The broad hump near
1300 kHz is from !B in B;03.xH,0, hydrolyzed BN.
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Figure 5.3: High resolution ''B spectrum of a hot-pressed rod of BN (ESPI).
The dc magnetic field was 1.5 G and 32 sweeps were used to obtain this
spectrum. The source of the low-frequency shoulder is still unknown (see
text).
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In the process of obtaining the BN spectra, we came across a case where moder-

ately strong dipolar coupling forced us to acquire the spectra using a relatively fast
sweep rate. The boron nuclei in BN are in fairly close proximity to each other and
allows for moderately strong dipolar coupling. This increase in dipolar coupling
allowed cross-relaxation between manifolds to occur at a high rate. In order to
reduce the eects of this, we had to sweep the rf frequency at a relatively high rate

of 4 kHz/sec, while 1 kHz/sec was usually adequate with other samples.

5.3 Boron Hydrates, B.O3;-xH,0 (x=3, 1, and 0)

In this section, we present some new information on the B,05xH,0 system, where
x= 3, 1,and G [27, 89, 92, 97, 98, 99, 100, 101, 102] ,which we were able to get after

obtaining their boron NQR spectra.

5.3.1 Boric acid

Boric acid (B20;-3H;0, H3BO;3, or B(OH)3) has the boron nuclei surrounded by
three oxygen atoms in the same plane, such that the O-B-O bond angle is very
close to 120° [103]. These planar BO; units are linked together by hydrogen bond-
ing between the oxygen atoms to form a flat layered network, Figure 5.4. X-ray
diffraction and neutron scattering data show two‘dﬁstinct boron si\‘.és [103, 104] but
they do not seem to be resolvable by NQR. The boric acid, obtained from J.T.
Baker Chemical Co. [105], was dissolved in hot-distilled H;O then recrystallized to
ensure complete hydration. The spectrum of boric acid (natural abundance 'B) is

shown in Figure 5.5. The main peak ('!B) at 1288 % 2 kHz, is in excellent agree-

ment with a previous value of 1288 + 4 kHz [100]. The shoulder, from '°B nuclei,
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Figure 5.4: The flat sheets which make up boric acid (B;03-3H;0) are made
of H3BOj3 units joined by hydrogen bonding (dashed lines). The O-B-O angles
are very close to 120°.
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Figure 5.5: Boron NQR spectra of polycrystalline (a)boric acid (B;03-3H,0),
(b)boron monohydrate (B,O3-H,0), and (c)boron oxide (B;O3). The spectra
are normalized to about the same height and the dc field was about 9 G. These
samples are natural abundance in 1°B and ' B. The high-frequency shoulders,
on all three spectra, are from the £2' « +3' transitions of 1°B.
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on the high frequency side of the main peak is discussed later.

5.3.2 Boron monohydrate

The orthorhombic form of B;03-H;O(1II) was prepared by heating boric acid in an
open container at 100°C for 24 hours [89, 95, 106]. The immediate environment of
- the boron nuclei is similar to that in boric acid except for a lower extent of hydrogen

bonding (88, 95]. The spectrum of B,05-H;0 (HBO,) (natural abundance !B) is

shown in Figure 5.5. Our measured !B resonance frequency of 1336 + 2 kHz is -

quite different from 1280 kHz, reported by Silver using simulations of NMR powder
lineshapes [89]. This discrepancy may arise from the greater precision and accuracy
of NQR in determining quadrupolar splittings or a difference in sample preparation.

The small high frequency shoulder is again attributed to !°B and is discussed later.

5.3.3 Boron oxide (crystalline)

The polycrystalline sample of B;O; was obtained from ESPI, then dried overnight
at 70°C to ensure complete dehydration. B;O3 consists of BOs groups joined by
the oxygen atoms to form a three-dimensional network [88]. The measured 'B
resonance frequency, Figure 5.5, of 1318 & 4 kHz (natural abundance ' B) appears
to not have been previously measured. The high frequency shoulder in our spectrum
is again assigned as a 1°B transition.

Table 5.2 summarizes the measured ! B resonance frequency, resonance linewidth,
and estimated T of these three samples. No attempt was made to accurately de-
termine the T; of these samples, so they should only be used as a guide. The long

T, value for boric acid was observed in a variety of boric acid samples from different
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Sample
B203:3H30 | B303-HO | B304
_;_l-g—renonance frequency (kHz) 1288 | 1336 1318
Linewidth (kHz) 50 40 40
Estimated T} (s) 300 60 60

Table 5.2: Measured resonance frequency, linewidth, and estimated T; for !B
in the three polycrystalline borates.
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sources. Attempts to reduce the Ty of boric acid using paramagnetic doping were

unsuccessful.

- 5.3.4 Further boron hydrates

In the previous sections, we observed high-frequency shoulders on the main peaks.
It is the work of Butler and Brown which has allowed us to assign these shoulders to
the high frequency (£2' « +3') transitions of °B [100]. This, along with the 'B
resonances presented in the preceding sections, has allo#vedv the determination of
the quadrupolar parameters for the boron nuclei and gives additional information
about their immediate environment. | |

The assignment of the shoulders to the °B nuclei was based on two arguments.
Butler and Brown obserired, using a field-cycling technique, the 2’ « +3’ tran-
sitions of 1°B in boric acid at 1335 kHz. This is in excellent agreement with our
10B resonance frequency of 1332 kHz. The second sul;)porting piece of evidence to
this assignment is the absence of the shoulders in the spectra of 99% !!B-enriched
samples, obtained using our SQUID technique. Figure 5.6 show spectra of these
1B.enriched samples. The possibility that the shoulder in B;O3-3H,0 is due to
B,0;-H;O was eliminated due to the small linewidth of the shoulder compared to
‘the much larger linewidth of the B,O3-H;0 resonance.

A little theory on spin I = 3 nuclei is in order at this point. As a remindef, the

pure 'B NQR resonance occurs at

1
2 2\ ?
woup = ezqhQ (1 -+ %—-) . (5.1)

The energy levels of a spin I = 3 nucleus, such as '°B (natural abundance~ 20%),
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Figure 5.6: Spectra of 99% 'B-enriched (a)B;05-3H,0 and (b)B,05-H,0 in
a dc field of about 9 G. The high-frequency shoulders, due to the £2' « +3'
transitions of 1°B, are absent.
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has been published by Creel [107] using the zero-order basis set

£ = (48 £]-3), )
£2) = Z(+DE-) 69
£1) = (+DE[-1) B

o = 0. 69)

Only the 2" « £3' transitions are used in this work, and they appear at

' 1
woq+ - BE(+3)-B(H+2) _ o . vz, MR
== y) = 9+3n+3|4 n)+3 .
2 2 ‘
-6 [1+5g] ; (5.6)

2

wo- _ B(=8)-B(-2) _ 3(1-17)+3 [(4+n) +‘5‘3‘] .6

A A

0
where A = ——%%—Bl The average of these two transitions is at -

-“19;5{-"2;6—3{1+5’372r g{[(4+n)2+§g—2r [(4 n)? + 5;’] }-(5-8)

The asymmetry parameter (1) and the electric field gradient (eg) of a given nuclear
site are expected to be the same for both B and !B nuclei, while the strength
of the interaction (e?qQ) will depend on the particular isotope involved [9]. When
a 1°B and !B resonance has been bbserved, it becomes possible to determine the
quadrupole interaction parametcrs. The value of i can be calculated from the ratio
39 :‘:B since the ratio —111-—1 is known [108]. Then the quadrupole coupling constants
can be determined, also using Equations 5.1 and 5.8.

The '°B transitions would normally not be observable using this SQUID tech-

nique due to the very small I, value of the 1°B eigenstates, and consequently small
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longitudinal magnetization in low magnetic fields. The small I, value of the eigen-

states arises because of the mixing of the statés given by Creel. Howevér, the
42 «+ +3' transitions of the 1°B are oBservable in this case because they are close
to the "B resonance. Spin diffusion exists between the °B and B spin systems
- allowing transitions within the “°B spin system to affect the longitudinal magneti-
zation of the !B system [18, 29, 32). The spin diffusion mechanism is éupp_orted
‘By the dependence of ‘the shoulders’ intensity on the direction of the rf sweep. Thg
shoulder is barely visible duriﬁg a rapid low to high frequency sweep, since the ng
spins have already been saturated. During a sweep frorﬁ high to low frequency, the
shoulder is more proﬂounced since ‘the np spins have not been irradiated yet. We
were unable to obs’erve any of {;he lower frequency transitions of the 1°B nuclei.
Various methods to better resolve the 198 and !'B resonances were attempted,
such as lowering the small dc magnetic field, different deg;'ees of isotopic enrichment,
and deuteration of the hydrated cémpounds. None o'f these methods had a very
strong effect on the resolution. | |
The resonance frequencies of the samples were determined by fitting each spec-
trum to the sum of two Gaussians. It is of interest to point out that the 1°B
resonances are about half as wide as the ''B resonances, because of the lower gy-
romagnetic ratio (y) and reduced dipolar coupling of "’B. This reduced dipolar
coupling of °B is caused by the quenching of the dipolar interaction in integer
spin systems [109]. The °B and ''B resonance frequencies observed for the three
compounds, along with t‘he calculated quadrupolar parameters using Equations 5.1
and 5.8, are shown in Table 5.3. Butler and Brown used field-cycling to observla

many of the '°B and !'B transitions in B,03-3H,0 [100]. Iu their work, they used



‘ o CRC -—rButler-Brown
| ~ | Resonance | Q(°B)/Q(!1B) ratio | Q(°B)/Q("'B) ratio
Compound | Nucleus | Frequency -’199{-!-1—31 n | fﬂg}‘—lﬂ n
 (kHz) | (kHz) (kHz) |
EO:,BH;O 108 1332+ 4 2565 0.16_ 2571 0.11
g 1288 + 2 +6 ' +0.06 +6 +0.11
B;03-H,0 10 1367 £ 5 2644 0.25 2651 . 0.22
upg 1336 + 2 - &7 +0.04 +8 +0.05
B,03 10g 1362 £ 4 2623 0.17 - 2630 0.12
ug. 1318 + 4 +8 +0.08 +8 +0.12

Table 5.3: Quadrupolar parameters calculated for the three berastes, using both
the '°B and ''B resonances, for two different values of the ratio of quadrupole
moments. The 52—,351 calculated is for !1B.
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these transitions to determine the quadrupolar parameters of the boron nuclei in

addition to the ratio %—8—:—3—}. Their ratiov of 2,075 deviates from the accepted value of

2.084 [108]. Utilizing the !'B resonance and only the +2' < +3' transitions of °B

from the Butler and Brown work,‘}a.lo'ng with Equations 5.1 and 5.8, the quadruboé

lar parameters can be determined and the results from their data is presented in

Table 5.4. Comparison of Tables 5.3 and 5.4 shows that our result for B203-3H2(})
- agrees ‘well with the work of Butler and Brown.

The relati;/ely low asymmetry parameter calculated for B;05:3H;0 is in agree-
ment with the fact that each boron nucleus is surrounded by an equilateral triangle
of hydroxyl groups [103]. Since the structure of B;O3-H;0 is similar to B;03:3H;0
except for the lower exfent‘of hydrogen bondin“g, this increases the deviation of
the boron site from Csy symmetry. This structural change is evident in a slight
increase of the asymmetry parameter. The relatively low asymmetry parameter for
crysta]liqe B, 03 is also in agreement with its structure which consists of essentially
trigonal BO; groups. Our results agree reasonably well with oﬁher works but is
unable to resolve the issue of different values for the ratio of quadrupole moments.
The different ratios of quadrupole moments may arise from a slight change in the
electric field gradients at the nuclear site due to the isotope effect’s influence on the

equilibrium position of the nucleus.

5.4 Boron Oxide Glass, B;0O3

B,03 also exists in the glass phase which has been studied by magnetic reso-
nance [28, 89, 97, 99, 101, 110]. These studies, however, did not give much im-

portant information such as linewidths of resonances, a measure of the randomness



Butler-Brown

Resonance Q(‘°B)’/Q(”B) ratio | Q(*°B)/Q(!!B) ratio

Compound | Nucleus | Frequency m n 12-'1%‘—1—@ ooy
‘ (kHz) (kHz) (kHz)
B,0; - 3H;0 g 1335 £ 1 2568 0.14 2575 0.06
B | 1288 + 4 +5 +0.07 +7 +0.06

Table 5.4: Quadrupolar parameters calculated for B,(;:3H,0, for the two
different quadrupole moment ratios, using on'y the £2' « 4-3' 1°B transitions
and i:% - .i:% "B resonance from the work of Butler and Brown. The ﬁﬂg
calculated is for B.
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of the system and distribution in quadrupolar sites. A distribution of sites wi]l
* result in a distribution of resonance frequencies and lead to a broader resouance.

The B,0; glass sample was made by heating polycrystalline 13203 (Aldrich,
99% purity) ina graphite mold. A propane/oxygen flame was applied for about 30
minutes, and by thern all the bubbling within the melt had stopped. The sample was
slowly cooled to room temperature and extracted from the graphite mold, resulting
in a glass slug 4 mm in dicwmeter and about 1 cm long. Figure 5.7 shows the spectrum
of this sample. The 1B resonance frequency was determined to be 1360 + 10 kHz
which is in excellent agreement with other works [27. 99, 101]. This figure illustrates
the neceesity and advantages of usihg forward and reverse sweeps to obtain the final
spectrum. Using a forward minus reverse sweep allows one to symmetrize the ‘overa.ll
resonance and to neglect the effects of cross-relaxation and spin-lattice relaxation
on the lineshape. As can be seen from the single sweep direction spectra, using
only a single sweep direction spectrum to determine the resonance frcquency would
lead to an erroneous resonance frequency reading. Secondly, the response time of
the entire system does not influence the final spectrum. And finally, instrumental
artifacts, such as the one near 1100 kHz, are averaged away by subtracting the
reverse sweep from the forward sweep.

The linewidth of the B,03 glass resonance was determined to be around 80 kHz
(FWHM). This large linewidth is consistent with glassy or amorphous substances
where a distruibution in quadrupolar sites is expected. The linewidth of this spec-
trum is dominated by the distribution in sites, as the applied magnetic field was
only about 3 G. This is a prime example of a case where the NQR. resonance ob-

tained using the SQUID technique very closely approximates the conventional NQR
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Figure 5.7: !'B spectra of boron oxide (B;03) glass: (a)forward sweeps,
(b)reverse sweeps, and (c)forward-reverse sweeps. The dc field was about
3 G and the instrumental artifact near 1100 kHz ((a) and (b)) is averaged
away by subtracting the reverse sweeps from the forward sweeps to get the
final spectrum, (c). The large linewidth of the resonance is characteristic of
amorphous materials where there is a large distribution of sites.
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lineshape and linewidth. Previous simulations of high-field spectra have yielded

standard deviation estimates of 0(51,39-)=10() kHz and o(n)=0.043 [99]. Recently,
Bray’s group used a conventional cw NQR spectrometer to detect this resonance
and obtained a linewidth of 60 kHz [111, 112, 113].

As noted in Chapter 2, since 11‘B has spin I = % there is no way to extract
f—gg and 7 from the single resoriance frequency. This also does not allow us to
extract independent measures of the variations in those two quantities. One may
ask, “Is it possible to use the '°B resonance to get 53{9- and 7 as was done in
the previous section on B203:xH;0?” In theory, yes. In practice for this case, no.
This is because we do not observe any shoulders in this glass spectrum, so the 1°B
resonance is either completely underneath the wide !B resondnce or too far away
from the main resonace. Previous wlork on the élass phase of OB-enriched B,0;
shows the +2' « +3' 1°B transitions to be around 1375 kHz [27, 99]. This result
along with ours gives n =0.33, using the accepted value for the ratio %%;—;—%.

An intriguing prospect is to conduct some cfassic hole-burning experiments [114]
in the B,0O; glass. If irradiating the sample with a constant frequency rf causes the
entire resonance to disappear or lower in amplitude, then one can say that the
distribution of sites is homogeneous throughout the entire sample. On the other
hand, one may burn a “hole” in the spectrum. This would indicate that domains
of similar sites exist in the sample and communication (spin-diffusion) between
like domains is hindered by many domains of un-like sites. Another prospect is
to study lithium-boron glasses, sodium-boron glasses, and other alkali-metal boron
glasses [115]. This would allow one to determine how the B resonance frequency

changes with varying composition and varying amounts of these alkali metals.



Chapter 6

I= g NQR Results

6.1 Introduction

Spin I = % nuclei include useful sud important nuclei such as 2’Al, 170, and many
others. High natural abundance nuclei, such as 2 Al, are found in technologically im-
portant materials such as zeolites. On the other hand, the natural ~hundance of !0
is very low. 7O-enriched compounds, however, can be synthesized and then studied
by NQR. Since spin I = £ nuclei give two pure NQR resonances, the quadrupole
coupling constant (E%Q) and asymmetry parameter (1) can be determined. Once
both of the quadrupolar parameters have been determined, it is possible to perform
some Quantum Mechanics calculations and extract more detailed information on
the structure of the material. For this reason, materials containing spin I = 2
nuclei tend to be able to give more dynamical information on the material, whether
one is interested in the material itself (i.e. phase transitions) or in the material as
it undergoes a chemical reaction. It is for these reasons that nuclear quadrupole

5

resonance studies of compounds containing spin I = $ nuclei tend to give more
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structural and dynamical information than those containing I= % nuclei.

This chapter concentrates heavily on the study of the a~Al,O5 single crystal and
powder samples which were used to confirm and develop the theory in Chapter 2.
a-Al;O3 was an excellent sample to do this study due to the availability of high

quality crystals, éimple crystal structure, good signal-to-noise ratio, and convenient

T, value. An‘a—Algoa single crystal was also used by Jach to introduce this SQUID |

_ NQR technique [25] .

6.2 Sapphire, a-Al;Ogy

6.2.1 Single Crystal Sample

Al, O3 (alumina) exists in three forms referred to as the a, 3, and «y forms [88]. The
o form, the most stable form of Al;O,, is the phase which was used throughout
this chapter. The # and ~ férms of Al,O3 are in general not highly ordered, and
therefore not suitable as test samples. Wé attempted to observe signal from y-Al,05
but were unsuccessful.
a-Al, O (sapphife, corundum) is a very highly-ordered system aﬁd very dense
at 4 g/ml. The packing scheme of the oxygen atoms of a-Al;O; is hexagonal closest
packing which makes the aluminum nuclei sit in a distorted octahedron formed by
six oxygen atoms [116], Figure 6.1. Two-thirds of all the octahedral sites a.ré filled
by aluminum in a well-defined fashion. It may be of interest to point out that if
the octahedron formed by the oxygen nuclei were perfect, the extremely high sym-
metry of the site would make the quadrupolar interaction vanish [9]. The distorted

octahedral site has the aluminum equally displaced between the two equilateral
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Figure 6.1: The *” Al nucleus in a-Al,0; is sandwiched between two equilateral
triangles of oxygen atoms. Oxygen nuclei O,, O;, and O3z form one triangle
while Q4, O, and Og form the other triangle. The z-axis of the principal axis
system is perpendicular to the page and penetrates the 27 Al nucleus.
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triangles of oxygen atoms on top and below. These two triangles of oxygen atoms

are rotated by 60° with réspect to each other. This makes the space group of the
site: D3y, where the z-axis of the quadrupolar interaction is the main symmetry
(Cs) axis {117, 118]. Later, we show that n = 0.00 £ 0.06, but for now, symmétry
considerations make the asymmetry parameter véry cl‘ose to zero.

- The single crystal of a-Al,03 was a colorless cylinder of 0.25” in length and
0.125” in diameter. It was purchased from Union Carbide and had a stated max- |
imum paramagnetic impurity content of 2 ppm [119]. The cylinder was cut such
~ that the cylihdrical axis was aligned with the c-axis of the unit cell, which is also the
z-axis of the PAS. The powder sample was made by crushing similar single cry'stals
obtained from Union Carbide. These other crystals, used to get the powder, were
als.o‘ colorless but not from the same parent crystal, so no serious attempt should
be made to correlate relaxation times which depend on purity.

The spectrum of a—Al;o,Oa single crystal is shown in Figure 6.2. The NQR reso-
nance frequencies, using forward-reverse sweeps, for the +1 « +32 and £3 « +2
resonances were determined to be 357 + 2 kHz and 714 + 2 kHz respectively.
This is in excellent agreement with room temperature work by Pound and oth-
ers [1, 25, 120, 121], meaning the resonance frequencies are temperature inde-
pendent. Using Equations 2.39 and 2.40 the following parametérs are calculated,
ffﬁg =2.38 + 0.01 MHz and n =0.00 + 0.06.

Recéntly, Bray’s group used their conventional NQR spectrometer to obtain the
spectrum of a-Al;O3 [8]). They determined the resonance frequencies to be 361.6
+ 0.4 kHz and 715.5 £ 0.7 kHz. This gives values of 32—,51’9 = 2.389 £ 0.002 MHz

and n = 0.091 & 0.007. The interesting part to note is that they used only a
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Figure 6.2: Low-frequency resonance (£} ~ +3) (top) and high-frequency
resonance (32 « £2) (bottom) of Al in a single crystal of a-Al,0;. A dc
magnetic field of about 28 G was applied along the z-axis of the PAS.
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single sweep direction to determine these resonance frequencies. Comparing their

resonance frequencies to ours, we get Ay, - +4.6 kHz and Avyg = +1.5 kHaz.
However, they used a (sweep raté') /(time constant) ratio of 8.1 kHz/TC and 3.4
kHz/ TC for the low‘ frequency and high frequency regions respectively. This makes
the sweep width per time constant (TC) of their spectrometer about twice as large
as the difference in resonance frequencies. Thus, the experimental conditions under
which they obtained the spectrum seém to indicate that their spectrometer’s long
time constant influenced the exact frequency of these resonances.

Figure 6.3 shows tﬁe complete spectrum of the single crystal using only a forward
sweep. The calculated signal magnitude, assurﬂing a saturating rf field, is 0.23
4G. The measured magnebizat_ion of the sample is 0.19 uG. ‘Since the test coil,
used to calibrate the magnetiiation, was larger than the sample, the actual sample
magnetization was probably greater than 0.19 uG.

Detailed studies of the single crystal sample were conducted to confirm the
theory of the experiment. A series of different forward sweep rates were used to ac-
quire the spectra of the 2 « +2 resonance in Figure 6.4 to studx lineshapes. The
spectrum acquired with the fastest sweep rate closely resembles the plateau-shaped
resonance described in Figure 2.3. Figure 6.4 should be compared to the simula-
tions in Chapter 2, Figure 2.5, Figure 6.5 shows the simulations and experimental
spectra together, and one can say that the model used for the simulations is quite
good within the range of sweep rates used.

A confirmation of the theory and experiments of Weber and Hahn was at-
tempted, to determine if we could observe the two components of a NQR. reso-

nance (ie. —3 « —2% and +% ~ +2) in a single crystal [35, 36]. We applied
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Figure 6.3: A complete sweep of the two resonances of a single crystal of
a-Al; O3 using only a forward sweep. The applied dc field was about 10 G.
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Figure 6.4: Forward sweeps of the &3 « =+ resonance of a-Al,0; single
crystal, using various sweep rates. The signal-to-noise ratio was increased
in some cases by averaging. However, the relative intensities of the peaks is
normalized to the same number of sweeps. The applied dc field was about 10

G.
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Figure 6.5: Simulated (left) and some experimental forward sweeps of the
+2 - £} resonance of the a-Al,03 single crystal. In Figures 6.5 and 6.12,
the amplitudes of the simulated spectra are matched to the amplitudes of the
experimental spectra. The applied dc field was about 10 G.
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circularly polarized rf to the resonance at 714 kHz and the results are shown in

Fig'ure‘ﬁ.ﬁ. The polarizations of the rf field are arbitra.rily labelled. No serious
attempt was made to correlate the polarization of the rf to a particdlu transition,
The underlying theory to this figure is that once the rf has excited a transition,
the magnetization of the sample will decay, back to its equilibrium value, with a
time constant T". The éweeping rf wi‘ll not affect the other transition since it has
~ the wrong polarization. If Ti is much longer than Tog, then 7" ~ Tgr. While ‘if
Ty = Tgr, the T will be some 6omplica.ted'-factor of T\ and Tor. The T deter-
ml'ned for this case was 70 £ 20 sec. The large uncertainty in this reading may be
~ due to non-exponential relaxation [122]). This is plausible since we observed that
T, was only slightly longer that 70 sec. - Spin-lattice relaxation iﬁ rigid lattices is
usually performed by the fluctuating dipole moments of paramagnetic impurities
in the sample [123]. An approximate figure of T7=70 sec. is not inconsistent with
previous I;xeasurements (122).

It ‘\ig é,lso possible to obtain an “absorption” spectrum of the overall NQR res-

\
\ ‘
onance. 'One method would be to use a very slow sweep rate. The method used

here wys to first obtain the spectrum using a fast sweep, Figure 6.2. Then one
takes the derivative of this spectrum, Figure 6.7. The widths of the two transitions
are br'&;mdened by artificial Gaussian smoothing. In principle, the widths of these

| transitions is determined by the dipolar coupling between 2" Al nuclei [122, 124].

In order to simulate the powder lineshapes and also choose sweep parameters for
samples that have not been previously examined, it is of some importance to look
at how signal intensity depends on the rf field strength, magnetic field strength,

and sweep rate. The single crystal of a-Al;O3 was used to give us some preliminary
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Figure 6.6: Forward (top trace) and reverse (bottom trace) sweeps of the a-
AL, O3 single crystal using rf of opposite circular polarizations. The figure
shows the two components of the overall resonance. The polarizatiors of the
rf are arbitrarily labelled. In each sweep, the signal decays back to the ther-
mal equilibrium magnetization, after each transition component, with a time
constant 7" which depends on T} and T¢g.
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Figure 6.7: An “absorption” spectrum of the +2 :L resonance of the a-
Al;Oj; crystal, revealing the two components of the overa.ll resonance. This
figure was generated from Figure 6.2, convoluting it with a Gaussian, differ-
entiating it, and then taking the absolute value.
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data on this.

The plot of signal inténsity versus If strength is shown in Figure 6.8. The general
shape of the curve can be described by the expréssion 1- e_%, where B, o is taken
to be near the corner of the curve. In general By depends on the gyromagnetic
ratio of the nuclei and on the relaxation time, probably Tor. Noting that the noise
level of the SQUID output is somewhat proportional to rf strength, there will be
some optimum value of rf strength that maximizes signal-to-noise. However, this
optimum value is in general hard to predict a priori since Top is difficult to predict
at these temperatures and magnetic field strengths. One usually has to resort to
determining this optimum value empirically. Although a plot of signal intensity
versus magnetic field strength is not shown, we found that the expression 1 — e'"g%
did approximate ité bzhavior. |

A plot of signal intensity versus sweep rate is shown in Figure 6.9. A qualitative
description is based on a delicate balance of the amount of rf used in exciting
transitions and the amount of time that relaxation is allowed to occur during the
sweep. When one sweeps very fast, only a little rf is available for exciting transitions
and not much time is allowed for relaxation to occur. This results in a small, but
plateau-shaped, resonance. Although the opposite case of a very slow sweep is not
depicted in the figure, the behavior is predictable. In this case, much rf is available
for the transitions but this is countered by lots of time for relaxation to occur. This
results in a moderately high signal intensity, but the resonance lineshape is very
asymmetrical. Again, there is some optimum sweep rate which results in a very

good signal intensity and where not much time is allowed for relaxation processes.

This results in an overall lineshape that has relatively good symmetry and signal
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Figure 6.8: A plot of the signal amplitude as a function of the rf strength.
A single crystal of «-Al,O3 was used for these measurements. The resonance
used was the =2 « +2 resonance and the rf was linearly polarized.
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Figure 6.9: A plot of the signal amplitude as a function of the sweep rate of
the linearly polarized rf. The +32 « +2 resonance of a a-Al,Oj3 single crystal

was used for these measurements.
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intensity.

Before proceeding to the a~-Al,03 powder sample, one small test was necessary.
For this SQUID technique to work for powder samples, the crysﬁal had to give a
signal of the same sign independent of whether it was right side up or upside down.
In the original orientation, a forward sweep gave ,say, a positivé signal. In the other
orientation, a forward sweep also gave a positive signal. If the second signal had

been a negative one, this technique could not have been applied to powder samples.

6.2.2 Powder Sample

The last results on the a-Al;O3 sample were on the crushed, powdered sanlple,
Figure 6.10. The resonance frequencies and quadrupolar parameters for the powder
sample were the same as those determined for the single cryétal sample.‘ Our ability
to obtain this spectrum was the first experimental confirmation that this SQUID
NQR technique would be applicable to powder sambles. The signal a.mpiitude of
the powder sample was about 15% of the signal intensity for the single crystal;

Figﬁre 6.11 shows a series of forward sweep spectra of the powdered sample
for different sweep rates on the £2 « +£2 resonance. This should be compared
to the simulations of the powder lineshapes in Figure 2.6. Figure 6.12 shows the
simulations and experimental together. A comparison can also be made between
Figure 6.5 and Figure 6.12.

As noted in Chapter 2, the :tg- «+ £2 resonance for a powder sample can have
a smaller linewidth than the same resonance of a single crystal sample. Figures 6.2
and 6.10 illustrate this point. On the other hand, also noted in Chapter 2, the

+1 « £2 resonance usually has a larger linewidth than the +32 « £ resonance
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Figure 6.10: Low-frequency resonance (+1 - +2) (top) and high-frequency
resonance (2 « +3) (bottom) of Al in powdered a-Al,0;. The dc field
used was the same as in Figure 6.2, about 28 G.
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Figure 6.11: Forward sweeps of the :i:% - :{:g resonance of a-~Al;O; powder,
using various sweep rates. As pointed out in Figure 6.4, signal averaging was
sometimes used but the relative intensities of the peaks are normalized to the
same number of sweeps. The dc field was about 10 G.
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Figure 6.12: Simulated (left) and experimental forward sweeps of the a-Al,0,
powder sample, using the +2 — +2 resonance, for various sweep rates. The

applied dc field was about 10 G.
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in & powder sample. This is demonstrated in Figure 6.10.

6.3 Petalite, LiAlSi,O

Petalite (LiAlSi4O0) is & polycrystalline lithium ore with only one distinct *" Al site.
Folded Si;Os layers are linked by Li and Al tetrahedra. The AlO, tetrahedra are
distorted such that the Al-O bond distances are 1.742A and 1.732A [125]. The two
" 0-AkO bond angles are 116.97° and 113.73°. The spectrum of petalite is shown
in Figure 6.13, and the two resonances are at 834 5 kHz and 1314 & 5 ki,
Using Equatibns 2.39 and 2.40 we find that 51,‘{3:4.56 + 0.01 MHz and n=0.47 +
0.1. This measurement is in agreement with early estimates [126], and was later
confirmed by data from dynamic-angle-spinning (DAS) Iexperiménts [127]. DAS |
experiments gdve ﬁ,{-‘l:4}62 + 0.05 MHz and n=0.48 £ 0.03. |

Two items of interest in this petalite spectum are the linewidth of the resonance
and signal intensity. The linewidths of the resonances are relatively large and
indicate a considerable amount of structural disorder in this natural mineral sample.
From structural considerations, dipqla.r broadening is not expected to contribute
significantly to the linewidth. The large linewidth ié more likely due to a distribution
in electric field gradients. The relatively large quadrupole moment (eQ) of #Al
makes matters worse, This is because a small change in electric field gradients
produces a larger change in the distribution of pure NQR resonances. This large
quadrupole moment is, howéver, what allows us to see this resonance. Usually,
tetrahedral distortions are not large, but the large electric quadrupole moment of
?7Al brings the quadrupole interaction into a frequency range where we can detect

it. A perfect tetrahedron has O-Al-O bond angles of 109.5°,
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Figure 6.13: 2"Al NQR powder spectrum of the natural mineral petalite
(LiAlSi4O40). The dc field used was about 10 G.



‘ . 122
The signal intensity of these two resonances is much smaller than that for a-

Al Og. Several factors may account for this. Firstly, the concentration of *’Al in
petalite is smaller than that in a-Al;O,. Secondly, the signal intensity available in
petalite is spread over a muéh larger frequency rdnge making the signal amplitude
look smaller, The final factor is the non-zero asymmetry barameter. . As noted in
Chapter 2, we expect smaller éignals from sites where the asymmetry parameter

deviates from zero.

6.4 Further SQUID NQR Experiments Possible

In this section; some other further possibilities of the SQUID NQR technique are
suggested. An obvious extension of this technique is to apply it to samples contain-
ing 170 and other samples containing 2" Al Many of the high-T, superconductors
contain 7O and other quadrupolar nuclei such as 63Cy, 85Cu, #7Sr, 135Ba, 137Ba,
and %La. Taking Las-,Sr,CuO4 as an example, La; gSro,CuOy is a high-T, su-
| percohductor but Laq_,,Sr,,CuOg‘ (where 0 < x < 0.2) is not, we'll call the latter
stoichiometric precursors, Once this technique has been successfully applied to sim-
pler 170, Cu, ¥Sr, and **La compounds, one can study these compounds which
are stoichiometric precursors to high-T, superconductors and possibly shed some
light on what gives the high-T, superconductors their important qualities. If the
particle sizes are small enough, one may even be able to study these high-T, super-
conductors diréctly. Many technologically important substances, such as zeolites,
contain *"Al. These zeolites are also excellent substances to study with this SQUID
NQR technique.

One may wonder what happens when there is more than one distinct ?"Al site
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in a sample. For example, if the sample has two sites then the NQR spectrum

v}iil have four resonances, two for each site. The experimentalist has two options
in trying to determine which resonancé is the cou‘nterp&rt of the other, i.e. which
of the other three peaks is from the same site as a given peak. The first, and
e'asiésr., option is a process of elimination since the resonance frequencies from a
particular site must obey certain mathematical restrictions. These restrictions are
lvgn < vgu < vgu for resonances from one particular site. If this process of
elimination can not be used, then one has to perform‘ a classic double resonance
experiment [18, 32], This option consists of irradiating one peak with rf, and taking
the spectrum to determine which of the other three peaks is influenced in intensity.
The peak whose intensity changes the most is its counterpart. Once.the pairing
of peaks has been accomplished, the experimentalist can go on to determine the
quadrupolar parameters for each site. |
Improveménts to the spectrometer would be to make the probe variable-temperature.

This would enable the study of phase transitions in compounds and allow one to
determine how the NQR resonance(s) change as the structure changes. A modi-
fication which would make experiments more convénient, would be to enable the
experimentalist to change the static magnetic field without warming up the entire

probe, as has to be done now.



Chapter 7
I =1 NQR Theory and Results

7.1‘ Introduction

In thé two preceeding chapters it was demonstrated how this SQUID NQR technique
may be applied to samples which contain half-odd-integer spin quadrupol& nuclei.
The obvious question is whether this technique may be applied to integer spin
quadrupolar nuciei. In this chapter, this possibility is addressed and one spin = 1
result is presented. |

'I‘he factor that determines the feasibility of this technique is the ability to gen-
erate M, (magnetization along the z-axis), the z-axis being defined as the direction
of the static magnetic field and the axis of the pickup coil. The eigenvalues and
eigenstates of integer spin nuclei behave differently from those of half-odd-integer
spin, as was seen in the boron chapter. The following is a description of spin I = 1
nuclei, their eigenvalues and eigenstates. The more important nuclei with spin I = 1
are H and "N, but since >H rarely has resonances in the operating frequency range

of this spectrometer, this discussion is more pertinent to *N,
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7.2 Theory for I=1 Nuclei

To facilitate this discussion, we take the example of a spin I = 1 quadrupolar
nucleus in a static magnetic field such that the direction of the weak magnetic
field is along‘ the z-axis of the quadrupolar interaction, The energy levels are given

(109, 128, 129] by

B, = 62362 [1 +1 (1 + z”)%] , (7.1)
B, = —e-z-g-— [1-—17(1 + zz)%],. | | (7.2)
-] B

where z = %;; - and the‘correspon‘ding eigenstatés are
| z) = cos @ | +1) +sinf | —1), (7.4)
| | y) =sind | +1) — cosf | —1), (7.5)

and

| 2) =| 0). (7.6)

-

The trigonometric terms above are defined as cos = 7’5 1+224+2(1+ zz)%] ’

1

and sinf = 7‘-2- 1422 ~-2z(1+ z"’)’% *. The energy levels are shown in Figure 7.1
and the kets | +1), | —1), and | 0) are eigenstates of [,.

In the‘ absence of a magnetic field, | z) is an eigenfuﬂction of I, | y) is an
eigenfunction of I, and | 2) is an eigenfunction of I,, and all the corresponding
eigenvalues are zero. When a weak, static magnetic field is applied along the z-axis

of the quadrupolar interaction, it is found that

(I) =(I,) = 0 for all eigenstates, (7.7)

(2| I | z) = 0, : (7.8)
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N=0 N0  mM=0
By,=0 B,=0 By#0

Figure 7.1: The energy levels of a spin I = 1 nuclei under a variety of condi-
tions. The weak magnetic field is applied along the z-axis of the quadrupolar
PAS and » = 222 Application of the magnetic field moves the energy lev-

els symmetrically, but in opposite directions, about the original energy levels.
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and.

(1+z-2—); o (79)

Leppelmeier and Hahn have also worked out all of the above when the magnetic

I,

&

(@ L |z)=-(y|L|y) =~

field is applied along the z or y directions [109].
Proceeding further, we wish to get an estimate of the magnitude of the signal.

At thermal equilibrium, the z-magnetizat‘ion of the sample is

Mz (08 «sz)Iz,|z) + Hy)[z,h/) + P-'L‘)Iz,h:)a (7‘10)

M, (—1:2;‘)'; (Puy = Py) s (7.11)

where Iy = (i | I, | ©). As we pass through and irradiate one NQR transition (e.g..

| 2) «+| y)), the induced z-magnetization is given by

M x P|'Z)Iz,|,) + Plly)Isz) + Pyl o), (7.12)
' —2 (P -
M! T (P - Pyy). (7.13)

Thus, the change in the z-magnetization of the sample is

AM, = M - M, (7.14)
o« ot (Bl = ) = (P = Ra)] (7.15)
o Zf:zz)% [Py = Py - (7.16)

Generating a large change in the population of the | y) state, (P"y) - Ply)), is usually
not a problem. The factor which really affects the change in z-magnetization, and
thus the size of the signal, is the PR term, F(2).

A plot of F(z) versus z is given in Figure 7.2. This figure tells us that large

signals are possible only when z is relatively large. Since z = (;Z-—;‘ly, we may
‘ 2 )
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F(z) versus z
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Figure 7.2: Signal intensity versus z factor where z = (—ilz_gj— and F(z) =
1 n

?IIE?TF o M,, the z-magnetization of the sample. The inset provides a better
2z

view of F'(z) for low values of z.
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be tempted to maximize By and even then, large signals are possible only when

the product of 9-2—,%9- and 7 is small. Maximizing B, is not a good idea because the
signal available will be spread out over a large frequency ra.hge and make the sigha.l
intensity smaller. This tells us that reasonable signal intensity is possible only when
ﬁ,‘fg- is small and ) is close to zero. Figure 7.3 is a plot of F'(2) versus n while setting

~vBo = 11 kHz and ©42 = 5000 kHz.

7.3 Solid Nitrogen, a-N,

We obtained the SQUID NQR spectrum of solid a-N; (natural abundance in !*N)
as shown in Figure 7.4. The magnetic field used was 35 G and tﬁe pure NQR
resonance frequency was determ’ined to be 3488 4 2 kHz. The high spin density,
short spin-lattice relaxation time, known quadrupolar interaction strength, and very
small asymmetry parameter made this sample an excellent ‘choice. The resonance
frequency was in excellent agreement with previous measurements of 3487.73 =+
0.03 kHz at 4.2 K [130, 131]. Scott and coworkers were able to place a limit on
n at n < 0.00016. From an analysis of the linewidth of our resonance at 35 G,
we can place a limit of n < 0.006. We did not try to place a better limit on 7
by reducing the field strength since the signal intensity would also decrease. The
signal strength of the a-N, sample was very low, requiring a total of 20 forward
and reverse sweeps to obtain the spectrum shown. Before proceeding further, a
numerical estimate of certain parameters are of interest. If one takes vy =3488 kHz
and n =0, then the quadrupole coupling constant is i}gﬁl = 4651 kHz. Using this
value of thé quadrupole coupling constant along with n = 0.00016 and By = 35

G, then z = 58. This shows that even when z is large, signal intensity is low. So
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F(z) versus n
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Figure 7.3: Signal intensity versus 7 using vB, =11 kHz and -’-".-,39- =5000 kHz.
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| l ) J i I i l |
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Frequency (MHz)

Figure 7.4: Spectrum of o-Nj3. A total of 20 forward and reverse sweeps were
required to obtain this spectrum. A recycle delay of 250 s was implemented
between sweeps. The very low asymmetry parameter of a-N, allows for rea-
sonable signal intensity.



| 132
samples where 7 is not close to zero will, according to Figure 7.3, give much smaller

| sig'nal intensities.

The low sigﬁal intensity for 1N samples is nét a great loss since resonances ’tlllat
appear in this region of a few megahertz and higher are not difficult to detect by
- conventional pure NQR. If the signal—to—noise ratio of this technique is increased, it
may become possible to investigate N; molecules in confined gpaces, such as in the
cages of zeolites. One could try to determine how the size and the loading of the

cages affects the asyrnmetry parameter (1) of the quadrupolar interaction.

In summary, this SQUID NQR technique has rather limited' application to the
study of samples containing integef spin quadrupolar ‘nuclei. On the other hand,
it is a viable technique by which to study samples containing half-odd-integer spin

| quadrupolar nuclei where t;hé qﬁadrupolar interactions fall into the intermediate

strength regime.



Appendix A

Analytical Solution to the
Zero-Field Energy Levels of a

Spin I = % Nucleus

This appendix discusses the energy levels of a spin I = £ nucleus, involved in a
quadrupolar interaction, in zero magnetic field. Most approaches to this problem
use perturbation theory or purely numerical solutions to a cubic secular equation [5,
132, 133, 134, 135, 136). An analytical soluﬁon is presented here. The quadrupolar

- Hamiltonian may be written alternatively [41] as

_ e’qQ 2 _q2 M (nr -2]
Hq_m[:ﬂ,-] 3+, (A1)

An especially convenient matrix representation of the Hamiltonian [137] is’

133
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(+21 4 0 0 0 0 )

ST T I S I I

(31 o 2 -4 o | 0 0 (A2)
(21| 0 o 0o & M 0

("%l 0 0 0 z%% '“'g' 4A10

(—é|\ 0 0 0 0 A= 4 )

whére A=eqQ.

It is of importunce to note that the |+ m/) states remain degenerate for all value
- of n in the absence of a magnetic field. This is due td the time-reversal symmetry
which is posscssed by the half-odd—integér quadrupolar nuclei [41, 138]. This allows |
us to reduce thé problem of having to deal with a 6 x 6 matrix to only a 3 x 3

matrix. To find the eigenvalues of this 3 X 3 matrix we need to solire the equation

4Vv10
A A 3 -
e 8-\ ik 0 | (A.3)
‘ 3A
0 wk  —we A

and this yields the cubic secular equation

o, (<247 TpA? A AN .
A +( w00 " 400 )T \doo " w0) = (A4)

A _ A
A 0
A

[=]

Following the solution to a cubic equation [139], except the symbols A and B .

in reference [139] have been changed to C and D respectively, one gets

A
o = Z[-1006t-1)+102)", (A.5)
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‘ A 2 i ‘
D = '2"6[“10(” - 1)-102]°, (A.6)
where
C[43, 48, .., ]%
10Z = [ F = o - oad” - 243]

C and D are complex conjugates and can be rewritten as

= 3?[—1017 —-1)+2P] | (A7)
_ o}
D = & [-10(7* = 1) - iP]* (A.8)
where
_ 380, 43, ]’
P - [27 + 5 +543n + 243

and P is always real and positive. The determination of the cube roots of these
complex numbers may be facilitated by rewriting them in polar or trigonometric |

form [140]). Expressing C and D in polar form one gets

= %r%e‘(g) (A.9)
D = -z%r%e*'w, (A.10)
where
2 4
ro= {[-10(;#-1)] +P‘} ,
343 , 43 5
P = [27 “+-3—n“+54302+243]2,
and

-P
@ = arctan [m] .
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Finally, one gets the following eigenvalues

. -A } (6 ‘
E, 5T [ 2005.('3)} , (A.11)
, -A } 0 0
Ez‘ = —2-0—'7” [OOB (g) + \/ﬁsin (-3-)} N (A12)
and o
_ A (0 (6
By = E—O—-T [cos (§> - \/§sip (5)] , (A13)
where “
A = €qQ, ‘ | o - (A14)
' ‘
; 4
P = [Ef—%n“ 1 By 543n% + 243] : (A.16)
27 3
and |
‘ -P
@ = arctan [m] . (A.l?)
The two resonance frequencies are
vor = |Ey— B3| = -ﬁ-r%(Z\/g) sin g (A.18)
N 20h 3)°
. A g . [0
vou = |E) — B3| = -2-6-51*% [3 o8 (-5) ~ /3sin (5)] . (A.19)

With the above equatibns, one can calculate where to expect the two pure NQR
resonances when 51,39- and n are known,

It is also very useful to be able to calculate 93{—‘1 and 1 from the frequencies
of the two pure quadrupole resonanceé. This can be done by taking the ratio of

Equations A.19 and A.18 to get

vor _ V8 i (9) -1
oL 2 cot (3) 5 (A.20)
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or

(A.21)

f = 3 arctan ( V3 Ya.n -~) .

v, + VgL |
" This gives the value of 6 which corresponds to the two known resonance frequen-
cies. Equations A.16 and A.17 tell us that € is a function of 7 only, and varies
monotonically from 57.31982° to 90° when n=20 and n = 1 respectively. This
| allows one to perform a binary search for the value of n which, when input into
Equatioxie A.16 and A.17, gives the proper value of 6. Once the correct value of
n h‘as been determined, Equation A.18 or A.19 can be used to calculate -‘—"{Q On
the following pages aré two programs, The first program calculates the energy
levels and resonance frequencies for a spin I = £ nucleus, in zero fleld, from the
quad‘rupole coupling constant and the asymmetry parameter. The second brOgram

will calculate the quadrupole coupling constant and asymmetry parameter from the

two resonance frequencies of a spin J = £ nucleus in zero magnetic field,

\ H‘FI||"\|
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Program Energy; '

{ This program gives the energy levels and the resonance
frequencies for spin I=6/2 in zero field. }

Var
p;A,r,eta,theta ¢ Real ;
phi,factor,safety ¢ Real ;
E1,E2,E3 ¢ Real ;
lowfreq,hifreq ! Real ;
Begin
Writeln(’ Enter QCC and eta: ');
Readln(A,eta);
Writeln;

If Abs(eta) > 1 then
Begin
Wrdtaln (7 otokomoromon sokokookokopskok ok ko ook ook ok ol sokokskokokokokok ok ) 4
Writeln(’' This is not a realistic value for eta. ’);
Wrdteln (2 sokoomoonskskskok ko ok kol R NOR skl ok ok HORsR KR ok ok ok )

End

Else
Begin
{ calculate preliminaries }
safety := 0;
p = Sqrt( ((343/27)*sqr(Sqr(Sqr(eta))))
+ ((43/3)%#Sqr(Sqr(eta))) |
+ (543%3qr(eta)) + 243 );
{ using this form to prevent error from Ln(zero) }
r := Sqrt( Sqr(p) + Sqr(-10*(Sqr(eta) - 1)) );
If (eta = 1) OR (eta = -1) then
safety := ~1E-10;
{ prevents a divide by zero error. }
theta := ArcTan( p/(-10%(Sqr(eta) -1 + safety)) );
phi := theta/3;
factor := (~A/20)*Exp((1/3)*Ln(r));

{ calculate energy levels }
El := factorx( -2%(Cos(phi)) );
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E2 := factor*( Cbs(phi) + Sqrt(3)*Sin(phi)
E3 :» factor*( Cos(phi) - Sqrt(3)*Sin(phi)

N NS

- we

{ calculate resonance frequencies }
lowfreq = Abs( E2 - E3 );
hifreq := Abs( Ei - E3 );

" Writeln(’The low frequency resonance is at:’, 1owfreq )
Writeln(’The high frequency resonance is at:’, hifreq );
End; "

End. { Program Energy }



Program Frequency;

{ This is program gives the QCC and eta for the two resonances

input for a spin I=5/2 spin system in zero field. }

Var

lowfreq,hifreq,tempfreq,theta

Ssquared,
Frac,nume
ratiolimi
p,r.A

n

Begin

Writeln(’ Eater the low and high frequency resonances: ’);

Readln(lo
lowfreq
hifreq :=

eta,etaincrement
rator,denominator
t,safetyl,safetyZ

: Real
: Real
¢ Real
: Real
: Real

: Integer

wvfreq,hifreq) ;

:= Abs(lowfreq);

Abs(hifreq);

{ get resonance frequencies in proper order }

If lowfre
begin
temp
lowf
hifr
end;

If ((hifreq/lowfreq)>=1i) AND ((hifreq/lowfreq)<=2) Then

begin
thet

safe
Ssqu

eta

q > hifreq Then
freq := lowfreq;

req := hifreq;
eq := tempfreq;

a := 3*ArcTan( (Sqrt(3)+lowfreq)/

tyl := 1E-11;

ared := Sqr( Sin(theta)/(Cos(theta) + safetyl) ):
{ Ssquared is determined by the resonance frequencies }

= 0.5;

etaincrement := 0.5;
If (((hifreq/lowfreq) - 1)<=1E-03) Then

Else

ratiolimit := 1E-06
{ while criteria less stringent }

((2*hifreq)
+ lowfreq));

’

140



141

ratiolimit := 1E-08;
safety2 := 1E-12;
numerator := ((343/27)*(Sqr(Sqr(Sqr(eta)))))

+ ((43/3)*(Sqr(sqr(eta))))

; + 543%Sqr(eta) + 243;
denominator := 100%(Sqr(Sqr(eta)) - 2*Sqr(eta) + 1);
Frac := numerator/denominator; .
{ Frac is a function of eta only }
n:=0;

{ execute a binary search for the correct value of eta }
{ which makes the value of Frac=Ssquared }
While ((Abs(Ssquared-Frac)/Ssquared)>=ratiolimit)
AND (n<50) Do
begin
n = n+l;
If Ssquared < Frac Then
eta := eta - etaincrement
Else
eta := eta + etaincrement;
numerator := ((342/27)*(Sqr(Sqr(Sqr(eta)))))
+ ((43/3)*(Sqr(sqr(eta))))
+ 543%Sqr(eta) + 243;
100%(Sqr(Sqr(eta))
- 2xSqr(eta)
+ 1 + safety2);
Frac := numerator/denominator;
etaincrement := etaincrement/2;
end; { while }

denominator :

Writeln;
{ calculate quadrupole coupling constant }

P := Sqrt(((343/27)*Sqr(Sqr(sSqr(eta))))

+ ((43/3)*Sqr(Sqr(eta)))

+ (543%Sqr(eta)) + 243 );
r := 8qrt( Sqr(p) + Sqr(-10%(Sqr(eta) - 1)) );
A := (20/(2%Sqrt(3)))*Exp((-1/3)*Ln(r))

*(1/Sin(theta/3))*lowfreq;

Writeln(’eta equals’,eta,’ and QCC equals’,A,



' after ’,n,’ iterations’);
end { when ratio of frequencies is in proper range}

Else ‘
Writeln(’ Ratio of frequencies is not between

1 and 2 inclusive.’);

End.{ Program Frequency }
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