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Abstract—While the current generation of mobile and fixed
communication networks has been standardized for mobile
broadband services, the next generation is driven by the vision
of the Internet of Things and mission critical communication
services requiring latency in the order of milliseconds or sub-
milliseconds. However, these new stringent requirements have a
large technical impact on the design of all layers of the commu-
nication protocol stack. The cross layer interactions are complex
due to the multiple design principles and technologies that
contribute to the layers’ design and fundamental performance
limitations. We will be able to develop low-latency networks only
if we address the problem of these complex interactions from the
new point of view of sub-milliseconds latency. In this article, we
propose a holistic analysis and classification of the main design
principles and enabling technologies that will make it possible to
deploy low-latency wireless communication networks. We argue
that these design principles and enabling technologies must be
carefully orchestrated to meet the stringent requirements and to
manage the inherent trade-offs between low latency and tradi-
tional performance metrics. We also review currently ongoing
standardization activities in prominent standards associations,
and discuss open problems for future research.

Index Terms—Internet of Things, low-latency communications,
ultra-reliable communications, mission critical services.

I. INTRODUCTION

A series of major technological revolutions have pushed the

development of communication networks to the current state-

of-the-art that includes Internet, pervasive broadband wireless

access and low data rate Internet of Things (IoT). One of the

first crucial steps of this series of revolutions is the global

Public Switched Telephone Network (PSTN), the aggregate

of the world’s nationwide circuit switched telephone networks,

which was designed to deliver arguably the most demanded

and revenue generating services in the history of commu-

nication networks, namely circuit switched voice. As noted

in [1], the PSTN not only ensures the latency requirements

imposed by voice communication services, but also responds

to randomly fluctuating demands and failures by rerouting

traffic and reallocating communication resources. Due to its

ability to reliably meet human-centered latency requirements

and deliver the popular voice service over very long distances,

even in the presence of fluctuating traffic demands and link

failures, the PSTN is a technology to which Mark Weiser’s

observation truly applies:

“The most profound technologies are those that

disappear. They weave themselves into the fabric of

everyday life until they are indistinguishable from

it.” [2], [3]

The second step in the communication networks revolutions

has made PSTN indistinguishable from our everyday life. Such

step is the Global System for Mobile (GSM) communication

standards suite. In the beginning of the 2000, GSM has become

the most widely spread mobile communications system, thanks

to the support for users mobility, subscriber identity confiden-

tiality, subscriber authentication as well as confidentiality of

user traffic and signaling [4]. The PSTN and its extension via

the GSM wireless access networks have been a tremendous

success in terms of Weiser’s vision, and also paved the way

for new business models built around mobility, high reliability,

and latency as required from the perspective of voice services.

The success of PSTN and GSM was ultimately due to the

development of packet switching and wireless access methods.

The circuit switching technology dedicates communication

resources along the end-to-end path of pairs of transmitters

and receivers on a coarse time scale, which leads to poor

resource utilization. In contrast, with packet switching, a

communication network is designed to share a single link

between multiple pairs of transmitters and receivers. Although

this idea boosts communication resource utilization, it may

lead to packet congestion and consequent increase of latency.

In fact, the Internet employs packet switching and Voice

over IP (VoIP) technologies, and the interval between the

delivery of voice and data packets at the receiving end is not

deterministic: packets can arrive out of order, have variable

latencies (jitter) or even get lost. To devise mechanisms that

help VoIP systems to keep latency low and to compensate for

jitter, VoIP endpoints use buffers to delay incoming packets so

as to create a steady stream. For voice services delivered by

VoIP technologies, the standard answer to the natural question

“how much latency is too much?” is dictated by the ability of

humans to adapt the cadence of a conversation, and is typically

quantified as around 200-250 ms.

The boundary of 200-250 ms has been further pushed by the

third and fourth steps of the communication network revolu-

tions. As more powerful wireless access generations succeeded

GSM, the 3rd Generation Partnership Project has designed the

third and fourth generations of wireless cellular networks to

meet 150 ms and subsequently an order of magnitude lower

latency requirements in the wireless access part [5]. However,

these third and fourth generations of wireless cellular networks

were mostly driven by the need of high data rates and

coverage. The requirements of low-latency for mission critical

applications, such as tele-surgery, virtual reality over networks,

autonomous control of vehicles and smart grids, were not the
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concern of these generations.

The fifth step in the communication network revolutions

has recently started. It arguably envisions a new form of

proximity-aware networking or ubiquitous computing [3], [6].

The vision is founded on the implementation of a “wireless

sense” using low-latency and highly reliable proximal commu-

nications via device-to-device and short-range communication

technologies [7], thereby making the IoT a technological

possibility. The “things”, including sensors and actuators,

smart meters, radio-frequency identification tags and other

devices, are interconnected together either directly or through

a gateway node and the global Internet. In such emerging

IoT communication systems, low latency and high reliability

in communicating messages will have a large impact on

all elements of information and communication technology,

ranging from mobile networks, consumer broadband, video,

wireless sense-based proximal and cloud services. Ultimately,

the fifth step of the communication network revolution is

expected to ensure end-to-end communication latencies below

1 ms.

There are many use cases demanding below 1 ms low-

latency communications. The development of information

and communication technology for healthcare, industrial pro-

cesses, transport services or entertainment applications, gen-

erates new business opportunities for network operators [8].

Part of this vision is grounded on the future availability of

very low-latency communication networks to build the Tactile

Internet that will extend touch and skills, and help realize

real-time virtual and augmented reality experience [9]. The

transmission of multi-sensorial signals, including the sense

of touch (haptics), will contribute to the overall experience

of real-time remote interactions. The healthcare industry is

experimenting with remote diagnosis with haptic feedback,

while remote robotic surgery with haptic feedback represents

a potential future application of major impact for low la-

tency communications. The transport sector is testing driver

assistance applications and self-driving cars that will benefit

from remote monitoring. The entertainment industry expects

that immersive entertainment and online gaming incorporating

Augmented reality (AR) will open new revenue streams, while

the manufacturing industry expects significant productivity

increase due to remote control with AR applications. Remote

control applications can help improve the safety of personnel

and reduce the cost of managing the on-site work force for

hazardous environments such as mines or construction sites.

The use cases mentioned above, from the perspective of

the wireless access network design, are expected to be ad-

dressed by the fifth step of the network revolutions, which is

commonly called as 5th Generation (5G). 5G is driven by the

vision of the networked society [10], for which two generic

communication modes of Machine-Type Communication will

be supported [11]: Ultra Reliable Low-Latency Communica-

tion (URLLC) and massive Machine-Type Communication.

URLLC is an innovative feature of 5G networks, as it will be

used for a range of mission critical communication scenarios.

Thereby, URLLC is expected to create near-term new business

and service opportunities. Therefore, there is a great interest

in technologies that will enable proximal communication links

as well as global networks to operate with very low-latency

(below milliseconds) while ensuring high reliability. As em-

phasized in [12], communication networks with latency below

milliseconds will have a direct impact on network and proxi-

mal communication technology monetization, because latency

performance is decisive for a number of revenue generating

services, including high capacity cloud services, mission criti-

cal machine type communication services and high resolution

video and streaming services. Indeed, the latency performance

will be the determining factor between winning and losing

business since meeting latency requirements directly impacts

latency-sensitive, high capacity proximal as well as global

Internet services.

Unfortunately, the vision of low-latency communication

networks appears as a problem of formidable complexity.

Ensuring that audio, visual and haptic feeds are sent with

sufficiently low latency is a challenge, since the end-to-

end route may incorporate multiple wireless access, local

area and core network domains. All services delivered over

proximal or long-distance communication networks are subject

to latency, which is a function of several factors, such as link

sharing, medium access control and networking technologies,

competing service and traffic demands, or service-processing

algorithms. Within a single network, there are several compo-

nents that contribute to latency, such as at the physical, link

and routing layers. If we try to ensure low latency only at

one layer, we may have non-negligible latency components at

other layers. Moreover, the optimization at a single layer may

have undesired effects at other layers. To make the problem

worse, complexity is not limited to individual networks. The

many use cases demanding low latency as described above,

use end-to-end connections that may be supported not only

over a single network, but often over multi-domain networks.

Here, “domain” refers to a part of the end-to-end communi-

cation network that is under the control of a network opera-

tor in terms of dimensioning and managing communication

resources. Examples of multi-domain networks include the

global PSTN, inter-networks consisting of multiple networks

owned and operated by multiple Internet service providers,

and cellular networks connecting cellular subscribers served

by different mobile network operators. Such a complexity is

largely unexplored.

In this paper we conduct an analysis and classification of the

most prominent design principles and enabling technologies

that are needed to meet the stringent requirements of low-

latency networks. While it seems probable that such networks

will be initially delivered in the proximity of communicating

entities [3], [6], we also argue that there are strong business

cases to deliver mission critical services even over long

distances, such as for industrial remote operations, health

care and intelligent transportation systems. Future low-latency

services will be provided not only in limited geographical

areas, but also over multi-domain networks. Therefore, it will

be useful to analyze the latency and reliability requirements

of the most important use cases for low latency and the

sources of end-to-end latency for those cases. There is a

need of substantial research, standardization and development

of technology enablers that are applicable at the physical,
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medium access control, network and transport layers in all

segments of communication networks, including the access,

core and service networks. Our analysis will greatly help in

laying the foundation for developing technologies that can

realize networks supporting services below 1 ms latency.

Although all of these use cases require low latency, they

may pose different level of reliability requirement. e.g., the

reliability requirement of decentralized environmental notifi-

cation messages for vehicular communications is more relaxed

compared to that of Tactile Internet. More relaxed reliability

requirements may render more options of the techniques to

achieve the same level of latency performance.

The remainder of this article is structured as follows. Sec-

tion II examines the latency requirements imposed by latency-

critical applications and services. Then, based on this exami-

nation, the causes of latency components in single hop, multi-

hop and multi-domain networks are examined and formally

defined in Section III. Section IV surveys technology enablers

applicable within a single domain, while Section V discusses

inter-domain latency reduction and control techniques. Next,

Section VI provides an overview of the most important related

standardization activities. Section VII discusses open research

questions, and Section VIII concludes the article.

II. LATENCY REQUIREMENTS OF USE CASES IN SINGLE

HOP, MULTI-HOP AND MULTI-DOMAIN NETWORKS

In this section, we analyze the latency requirements of future

use cases of major societal impact, which will be enabled

by the availability of networks capable to offer below 1 ms

latencies. We argue that some of these use cases require a

single domain network, whereas the rest should be supported

by multi-domain networks.

The characterization of end-to-end latency and the identifi-

cation of latency requirements associated with latency-critical

applications and services are necessary steps to understand

and compare promising technology enablers. We note that

the definition of communication latency is not unique, but it

depends on the use cases. Due to the stochastic nature of end-

to-end latency, latency requirements may be typically specified

in the form of stochastic measures, such as the cumulative

distribution function or its moments [13], [14], and a prob-

ability of exceeding a predefined latency value. For mission

critical and industrial process control systems, for example,

the latency requirements can specify that a predefined latency

value of a few milliseconds should be kept with probability

10−8 [13]. Alternatively, latency requirements may require that

the expected value and the variance of the latency must remain

under predefined thresholds [14]. The latency requirements of

prominent latency-sensitive application scenarios are listed in

Table I. In the following, we give a short description of each.

Smart Grid: Smart grid is proposed to solve the deficiencies

in the old power system such poor controllability to the power

generation utilities and slow response to the change of the

power consumption [26]. Besides the power grid, the smart

grid also has a control network with monitoring, communi-

cating and computing abilities. This control network should

support low-latency communications to enable mission critical

applications such as substation automation and distributed en-

ergy resources [27]. Specifically, substation automation refers

to monitoring, protection and control functions performed on

substation and feeder equipments. The substation automations

are extremely latency-sensitive as the time critical message

will be irrelevant if not delivered within a specific time in

the order of several millisecond. Distributed energy resources

are small sources of power generation and/or storage that

are located close to the load they serve and connected to

the distribution grid. To integrate the distributed energy re-

sources smoothly, automatic and remote monitoring, control,

manipulation and coordination should be performed in real

time. Protection and control traffics are the most latency-

sensitive in smart grid applications, with latency requirements

of 10 ms and 100 ms, respectively [22]. IEC 61850 is the

international standard that ensures interoperability between the

control networks of smart grids [28].

Industrial Automation: The forthcoming Industry 4.0

paradigm is expected to substantially boost interoperability

in manufacturing by enabling machines, devices, sensors and

people to connect and communicate with one another. In-

dustrial manufacturing requires high reliability and stringent

latency guarantees. By supervising the production activities,

process automation aims to support more efficient and safe

operation of industries such as paper, mining and cement [24],

[25]. The latency requirements are related with the sampling

times of different applications and are in the order of 100 ms to

1 s. Factory automation includes time-constrained operational

applications, such as those used for motion control and certain

power electronics applications, which requires the latency

between 1-10 ms [23]. Ethernet-based solutions are gaining

popularity in industrial communications, due to their capability

of guaranteeing latency. [29]. The wireless solutions are also

favored in many industrial scenarios with harsh environments.

Medical Applications: Tele-diagnosis and tele-surgery are

promising trends for medical care. Not constrained by the

geographical distances anymore, experienced surgeons will be

able to diagnose or even perform surgeries along with audio-

visual and haptic feedback by a robot [16]. Tele-monitoring

is another emerging application that enables the experienced

surgeon at the remote side to watch both the local surgeon to

perform the surgery, and the patient’s conditions, and provide

real-time guidance and suggestions. These use cases require, in

general, latencies of some milliseconds and at most 2% packet

loss rates to realize real-time and reliable audio, visual, and

haptic feedback [21].

Medical applications of low-latency networks go way be-

yond tele-surgery. The exoskeletons are new supportive prothe-

ses that enable to help aging people move independently,

promote patient rehabilitation following an injury, and allow

workers to carry heavier loads. Exoskeletons use sensors on

the skin to detect voltage change of the signal at the muscles

sent by the brain [19]. Prosthetic hand is another artificial

device, designed for those that lost their own hand. Most of

the existing prosthetic hands can only perform actions such as

bracing and holding, which are control actions that can be per-

formed with some hundreds of milliseconds’ communication

latency between the touching and the actuation. A prosthetic
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TABLE I: THE REQUIREMENT FOR LOW-LATENCY APPLICATIONS (RELIABILITY MARKED WITH HIGH IS DUE TO NO AVAILABILITY OF PRECISE NUMBERS).

Latency Reliability Other

Virtual reality [15] 1 ms - high data rate
Automated guided vehicle [16], [17] few ms 99.99999% high data rate
Financial market [18] few ms high
Exoskeletons and Prosthetic hands [16], [19], [20] few ms high -
Tele-surgery [16], [21] 1-10 ms 98% high data rate
Protection traffic in smart grid [22] 1-10 ms high -
Factory automation [17], [23] 1-10 ms 99.9999999% -
Control traffic in smart grid [22] 100 ms high -
Process automation [17], [24], [25] 100 ms-1s 99.9999999% -

Fig. 1: General network architecture. The end devices are connected to base stations or access points, which further communicate with one another through
router switches mostly by wired networks.

hand that enables the users to feel has been recently reported

in [20]. The tactile and position sensors in such a prosthetic

hand collect and send the data to a control unit that translates

them into a neural code, which is then applied to the nerves

in the user’s arm. Meanwhile, the data is also processed to

interpret the user’s movement intention and send commands

to the prosthetic hand. To provide the user with safety and

a better experience wearing the exoskeletons and prosthetic

hands, the latency should be no more than a few milliseconds.

Virtual Reality and Augmented Reality: Virtual reality (VR)

and AR are revolutionary interfaces that provide unprece-

dented experiences and enable new applications. VR provides

an immersive experience for a live concert, sports match

or interactive game for users just sitting on the couch at

home. AR augments reality by enabling better learning and

working modes. For example, in a natural history museum,

on top of the specimen of a dinosaur, some vivid three

dimensional dinosaur projection provides a better conceptual

learning environment. The real-time audio, visual, and haptic

feedback by VR and AR requires latency from action to

reaction below 1 ms to avoid nausea [15]. Within the world of

musical instruments and music industry, the vision of Internet

of Musical Instruments has recently been proposed. According

to such a vision, any musical instrument will be connected in

the future to Internet via wireless communications, provided

that the end-to-end latency is around 5 ms [30]–[32].

Intelligent Transport Systems: Vehicular communications

refer to the communication among vehicles that can improve

driving safety, reduce traffic congestion and traffic accidents,

improve fuel consumption efficiency (e.g., by platooning),

support high quality entertainment, and ultimately enable

driver-less cars [33]–[36]. AR can also be used in intelligent

transport systems to create a bird view of the real-time traffic

information. Vehicular cloud architectures are also proposed

to support applications that require large computation and

storage capacities [35]. To support all these functionalities,

communication networks have to support latencies of only a

few milliseconds [16]. To ensure safety, a reliability as high

as 99.99999% is also needed [17]. Dedicated Short Range

Communications based on IEEE 802.11p [37] and cellular

vehicle-to-everything (C-V2X) communication are promis-

ing candidates to support vehicle-to-vehicle and vehicle-to-
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roadside communication [38], [39].

Financial Markets: Time equals money in the financial

market, and having low-latency between the placing of an

order and its execution is essential to achieve the transaction

at the desired price before the price changes. It has been stated

that a 1-millisecond advantage in trading applications can be

worth $100 million a year to a major brokerage firm [40]. The

required latency in the financial trading environment is in the

order of several milliseconds [18]. A high availability is also

required to support a great number of online clients.

We conclude this section by noting that the major use

cases mentioned above do not have a common definition of

the latency requirement. Moreover, in some instances they

require proximal communications, and in other instances they

require remote communication services. In the next section,

we will deepen the technical definition of latency and of delay

components for proximal and remote communication services.

III. CAUSES AND DEFINITIONS OF LATENCY

COMPONENTS IN SINGLE HOP, MULTI-HOP AND

MULTI-DOMAIN NETWORKS

In the previous section we have seen that the use cases of

major societal impact enabled by low-latency networks will

have both proximal and remote communication sessions. As

latency is a complex function of several factors, it is useful

to examine the components of end-to-end latency in proximal

communication scenarios, as well as over long distances in-

volving wired and wireless access networks and multi-domain

inter-networks, as illustrated by Fig. 1, which we explain

shortly below. We will often refer to this figure in the rest

of the paper, with the purpose of analyzing which design

principle and which enabling technology are responsible for

the various latency components.

In the generic multi-domain scenario depicted in Fig. 1,

information messages are transported by several networks

employing diverse technologies. For example, when stream-

ing an online video on a cellular phone, the corresponding

service request may first be sent through a single-hop wireless

connection to the serving base station (BS). Subsequently,

it may go through a series of wired/wireless connections in

the backhaul network and a set of intermediate networks to

an application server. As another example, communications

among hundreds of sensors and actuators inside a vehicle

and between vehicles and vulnerable road users and road-

side infrastructure equipment are inherently local and mission

critical. Although both examples impose latency requirements,

it is clear that the requirements imposed by mission critical

services can be order(s) of magnitude lower than quasi real-

time entertainment services.

We can formally define latency as the time duration between

the generation of a packet and its correct reception at the

destination. This message may go through several networks

as shown in Fig. 1, sometimes referred to as domains, which

may not be handled by the same operator. It is difficult to

guarantee a predefined total latency, as different networks

may introduce random latencies whose exact values or even

statistical distributions are typically not known a priori. In

Tq Tpr Ta Th Tp

Initial Association Delay-to-access Retransmissions

Tq Tpr Tr Ta Tt Tr Ta Tt Ta Tt

Tt

(a) Composition of single hop latency, e.g., from mobile phone to the BS.

· · ·

(b) Latency components of multiple hops, e.g., from mobile phone to the

remote server.

Fig. 2: The latency formation of single hop and multi-hop communication.

other words, even though the latency can be measured or

estimated within a single network, meeting end-to-end latency

guarantees remains a challenging task, since no single network

operator or network entity has control over the end-to-end

latency.

To gain a precise insight, consider Fig. 2, which illustrates

the most important components of latency. Once a packet

is generated, it is typically placed in a queue, and waits

for transmission. Analogously, when a packet arrives at the

receiver, it may be placed in a queue at a low layer of

the protocol stack, waiting to be processed and delivered to

higher layers. We define the sum of these queuing latency

as Tq . To facilitate link sharing between multiple traffic

classes, modern access and core networks provide differential

treatments of packets, and implement Quality of Service (QoS)

dependent packet handling, including, for example, QoS-aware

scheduling and priority queueing mechanisms. When multiple

QoS classes with different latency priorities are supported,

the packets with higher priority have lower Tq . Similarly, the

total processing time during the end-to-end communication

can be conveniently characterized by the aggregate processing

latency Tpr. The processing latency Tpr, different from Tq , is

a function of physical, link layer and hardware technologies,

node processing capacities and signal processing algorithms.

Apart from Tq and Tpr, for a single hop, latency incor-

porates the time it takes for a packet to get access to the

- typically shared - medium (denoted by Ta), including the

time taken by technology-dependent control signaling. For

example, successfully transmitting and receiving request-to-

send and clear-to-send messages of the popular IEEE 802.11

protocol family or processing scheduling grant messages of

the 3GPP Long Term Evolution protocol suite contribute to

the latency over a single hop of an end-to-end path. Once

the (wired or wireless) medium is accessed for the delivery

of a packet, we need to account for the transmission of that

packet, which typically includes a packet header and payload,

amounting to a transmission time of Tt = Th + Tp.

When the end-to-end path involves multiple hops – each

of which is carried over dedicated or shared resources – the

end-to-end latency is determined by the sum of the associated

medium access (Ta) and packet transmission (Tt) times. In

addition, for multihop communications, the time required for

routing packets to the right outgoing interface (Tr) adds to

the end-to-end latency, as illustrated in Fig. 2. The routing

(Tr) latency may be zero when the packet is forwarded by

an entity that does not perform routing, which is the case of
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a wireless relay or other entity that operates at the Medium

Access Control (MAC) layer.

Recall that the main sources of latency variations – in

addition to unpredictable interference levels, random appear-

ance of shadowing objects, and other factors appearing on

the wireless interface – include the random traffic load along

shared links and media as well as the variations of the fast

fading wireless channels. These random factors make the

end-to-end latency notoriously difficult to control and predict

since the transmission of a tagged data stream is affected

by the fluctuating load pattern of simultaneously delivered

traffic streams [41]. In the following two sections, different

techniques for intra networks and inter networks as shown in

Fig. 3 will be investigated.

IV. INTRA-NETWORK TECHNIQUES AND TECHNOLOGIES

As illustrated in Fig. 2, the end-to-end latency is an ag-

gregate of the latency components that are associated with

queueing and processing (Tq + Tpr), medium access (Ta),

transmission (Tt = Th + Tp) and routing (Tr). In low-latency

networks, techniques at the physical, medium access control,

network and transport layers will have to be designed to

reduce these components (see Table II), also in a cross-layer

collaboration. These techniques will have to be tailored to

reduce a specific component or deal with a combination of

them.

In this section, we discuss physical, medium access control,

network and transport layer techniques that can be used to

reduce latency, and at the same time we take into consideration

constraints related to spectral efficiency, energy efficiency,

peak data rate and capacity. Also, this section discusses tech-

nology enablers that are not specifically designed to deliver

latency-critical services, but can be potentially used to meet

latency targets.

A. Physical Layer Techniques

Physical layer (PHY) techniques are fundamental in strik-

ing a good engineering trade-off between latency, reliability,

spectral and energy efficiency, and communication range. To

quantify the effects of PHY techniques on latency, recall that,

assuming a fixed-length packet, an higher transmission rate

implies lower transmission time (Tt). In a single antenna

system the maximum transmission rate between a transmitter

and its intended receiver is upper bounded by

C = B log2(1 + SINR) [bps] , (1)

where B is the bandwidth, and the instantaneous Signal-to-

Interference-plus-Noise Ratio (SINR) is

SINR =
|h|2Pt

N0B + PI

, (2)

where h is the instantaneous channel gain, Pt is the transmit

power, N0 denotes the noise spectral density, and PI is the

received interference power.

Adaptive modulation and coding is a powerful technique

to increase the spectral efficiency or decrease the Bit Error

Rate (BER). Generally speaking, for sufficiently high SINR,

higher modulation orders together with light coding schemes

boosts the transmission rate and reduces Tt. However, when

the channel becomes poor or the received interference is

high, the transmitter should reduce the transmission rate (by

adopting lower modulation orders or stronger coding schemes)

to maintain a target BER [42].

From (1) it is straightforward to see that the bandwidth

(B) acts as a multiplication factor in the transmission rate

calculation, thus increasing the bandwidth is an effective way

to increase the transmission rate and thereby to reduce latency.

As B also affects SINR from (2), the capacity is not a linear

function of the bandwidth. However, we focus on the range

where capacity increment with bandwidth is not negligible,

i.e., it has not yet saturated. Despite that this is the range in

which the reliability is not very high, there could be an inter-

esting trade-off among capacity, latency, and reliability. Taking

Millimeter-Wave (mmWave) communication as an example,

the abundant bandwidth at mmWave frequency bands enables

it to achieve multi-gigabit transmission rates – even with a

very low order of modulation – at the expense of lowering

spectral efficiency.

1) Adaptive Modulation and Coding Schemes: The ran-

domness of the fading wireless channel, |h| in (2), causes

the SINR at the receiver to fluctuate. However, when the

transmitter is able to acquire channel state information (CSI), it

can adapt its transmission parameters, which helps to achieve

high data rates, which in turn helps to reduce Tt by adaptively

setting the transmit power, modulation scheme, coding rate,

or the combinations of these parameters. Indeed, as it was

shown in [43], adaptive transmission schemes provide higher

average transmission rates compared to non-adaptive trans-

mission schemes. This is because in order for non-adaptive

schemes to operate with acceptable BER, they need to be

designed for the worst case channel conditions, and therefore

operate with low spectral efficiency even when the channel

condition is favorable. The seminal work in [43] presented

optimal and suboptimal adaptation policies, including the total

channel inversion scheme that adjusts the transmission power

to maintain a constant received power, and truncated channel

inversion scheme that only compensates for fading above

a certain cutoff fade depth (see [44] for details). The CSI

feedback of adaptive modulation and coding takes resources

and increases the latency. However, the overhead by the CSI

feedback may be compensated by the gain of the average

transmission rate. For bi-directional communication with a

packet exchange period shorter than the required CSI feedback

interval, the CSI feedback can always be piggybacked in the

packets sent back to the transmitter, further reducing the CSI

overhead.

2) Waveform Design: Once a message (and the correspond-

ing data packet) is mapped onto symbols with an appropriate

modulation and coding scheme, selecting a proper waveform

modulation scheme has a great impact on the transmission

time. Indeed, recognizing the importance of waveform se-

lection, the research and standardization community spent a

large effort on analyzing the advantages and disadvantages

of waveform candidates for the next generation of wireless

systems [45].
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Fig. 3: Enabling technologies for low-latency communication, each of them may affect single or multiple delay components.

TABLE II: POTENTIAL METHODS TO ACHIEVE LOW-LATENCY IN A SINGLE NETWORK.

Methods Transmission time Medium access latency Routing latency Queueing latency Processing latency

Tt Ta Tr Tq Tpr

Adaptive modulation & coding
√

Waveform design
√ √

Sending short packets
√

MAC algorithms
√

Routing algorithms
√

Transport Layer algorithms
√

Capacity boosting & sharing
√ √

Device to device communication
√ √

Cloud RAN & Mobile Fronthaul
√ √

FEC & HARQ
√ √

MAC-aware Routing Algorithms
√ √

NFV & SDN
√ √ √ √ √

Single-carrier (SC) and multi-carrier (MC) modulations are

two categories of waveform modulations. With SC, each signal

is spread over the whole available bandwidth. The transmission

time for each signal is short, but without time guard protection,

the delay spread in wireless channels may cause Inter Symbol

Interference (ISI) to subsequent symbols. To combat ISI, MC

modulation divides the available bandwidth into multiple nar-

row sub-carriers, and maps one modulated signal to each sub-

carrier. The transmission time of each signal increases, making

the delay spread relatively short and presenting a higher SINR

at the receiver side. However, the overall transmission time of

the payload of MC is comparable to that of SC.

Orthogonal Frequency Division Multiplexing (OFDM) is a

widely used MC modulation technique employed by IEEE

and 3GPP systems. It employs orthogonal sub-carriers to

achieve bandwidth efficiency. A brief comparison between

OFDM and SC in terms of latency is given below. First,

the transmission rate of each sub-carrier in OFDM is smaller

than that provided by SC modulation. However, the aggregate

transmission rate over all sub-carriers is comparable to that

of SC. In OFDM a Cyclic Prefix (CP) is used to increase

robustness against ISI in multipath propagation environments.

Although the overhead introduced by the CP, which must be

greater than the maximum delay spread of the channel, is

not negligible, it is still more economical than SC modulation

where one guard time interval is needed for each symbol [46].

Apart from the high achievable spectral efficiency in multi-

path propagation environments, OFDM has the flexibility of

adaptively assigning different transmission powers and symbol

constellations to each sub-carrier, which helps strike a good
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balance between transmission rate and reliability in frequency

selective environments. In terms of processing latency, OFDM

leads to somewhat longer latency than block processing at both

the transmitter and the receiver, but its equalization can be

done efficiently on a sub-carrier basis using a simple one-tap

equalizer. A more detailed analysis can be found in [47] and

the references therein.

The orthogonality of the sub-carriers is essential for OFDM

to avoid inter-carrier interference, which requires high preci-

sion synchronization between the transmitter and the receiver.

Thus traditional OFDM with long synchronization is not

ideal for meeting stringent latency requirements in a spectral

efficient manner when transmitting short packets. The recently

proposed Wireless Communication for High Performance aims

to support latency in the order of µs for industrial control

applications using short packets [48]. Wireless Communication

for High Performance reduces the physical layer header of

OFDM by taking advantage of the predictive and periodic

traffic pattern of industrial applications.

The research community has developed new waveforms

that help relax the strict synchronization requirement, e.g.,

Universal Filtered Multi-Carrier, Filter Bank Multi-Carrier,

Generalized Frequency Division Multiplexing (GFDM) [45],

and Filter-OFDM [49]. These waveforms are non-orthogonal

and thus inter-carrier interference must be kept under control

by using filters to suppress the out-of-band emission. Among

the above asynchronous waveforms, GFDM is regarded as

the most suitable for low-latency communication [50], [51].

Compared with OFDM’s division only in the frequency di-

mension, GFDM has a block frame structure composed by

M sub-symbols and K sub-carriers, and each sub-carrier is

modulated and filtered individually.

For low-latency communications, GFDM acts as a compara-

ble candidate to OFDM for several reasons. First, using GFDM

may achieve lower Th, as it requires less synchronization

accuracy compared to OFDM. Second, the duration of the

GFDM symbol is more flexible than in OFDM, and may

achieve lower Tp. To combat ISI, a CP is appended to each

OFDM symbol, while non-orthogonal GFDM needs a single

CP to protect the information contained in M sub-symbols.

To compare the T ′

ps of OFDM and GFDM, set the number of

sub-carriers of OFDM N as the product of the numbers of sub-

carriers and of sub-symbols (N = M ·K), which suggests that

the sub-carrier spacing of GFDM is M times that of OFDM,

and the sub-symbol duration of GFDM is 1/M that of OFDM.

Given a CP duration, when mapping N bits of data, the T ′

ps of

OFDM and GFDM are the same. However, if N+1 bits of data

are sent, GFDM can easily be adapted to (M+1) sub-symbols

while still using a single CP. On the other hand, OFDM can

change the sub-carrier size to K resulting in (M +1) OFDM

symbols, each having one CP. This is equivalent to M extra CP

durations compared to GFDM. Third, distortion accumulation

can grow without bounds in OFDM when orthogonality is

not perfectly maintained, so OFDM must have proportional

sub-carrier spacing to guarantee orthogonality [45]. GFDM

inherently deals with non-orthogonality, and can therefore

use non-proportional sub-carrier spacing, and non-continuous

spectrum aggregation. Thus, GFDM can also be used to

improve the transmission rate. On the negative side, GFDM

requires high transmitter filter order to achieve sharp filter

edge, which increases both complexity and processing latency.

To summarize, the ideal waveform should be determined by

the design criterion and operational environment, including

the trade-off between reducing the transmission time and

increasing complexity and processing latency.

3) Sending Short Packets: It is intuitive to think that short

packets are needed for short transmission times in latency

sensitive communications. The use of short packets brings a

difference to the maximum coding rate and the packet error

probability [52]. Specifically, for a given packet error probabil-

ity and for a finite packet length n, the maximum coding rate

reduces by a factor proportional to 1/
√
n [53]. The maximum

coding rate for finite packet length with multiple antennas

when considering the trade-off of diversity, multiplexing, and

channel estimation is investigated in [54], [55]. The maximum

coding rate affects the minimum packet transmission time Tt,

and further affects the end-to-end latency.

With traditional long packets, the payload data is much

longer than the metadata (control information), and thus the

metadata is coded with a low rate to be robust. As the meta

data accounts for only a small fraction of the whole packet,

the overhead caused by the low coding rate can be neglected

since it virtually does not affect the latency performance. With

short packets, however, the size of meta data Th is comparable

to the size of payload data Tp. In this case, the overhead

introduced by the meta data cannot be neglected, rendering

coding metadata with a low rate inefficient. Therefore, to

increase the spectral efficiency, metadata and payload should

be coded jointly, the details of which is an open research

issue [52].

B. MAC Layer Techniques

The MAC layer is responsible for synchronization, initial

access, interference management, scheduling, and rate adap-

tation. While (1) governs the maximum achievable rate, inef-

ficient initial access, queue management, and channel access

strategies may substantially reduce the effective transmission

rate of individual devices.

Define the one-hop access latency for every packet as the

time from the instant the node starts sending that packet for

the first time until the beginning of its successful transmission.

It includes the processing and queuing latencies, which we do

not cover in this paper, the association latency (only in the

initial access phase), delay-to-access (latency until the start

of the scheduled time slot in contention-free manner or that

before the first transmission attempt in the contention-based

manner), and the retransmission delay in the case of decoding

failure. In the following, we review main techniques used to

reduce these latency components. As we will see, this reduc-

tion comes (usually) at the price of a higher computational and

signaling overheads, and also a penalty in energy and spectral

efficiencies.

1) Initial Access and Association: Initial access and asso-

ciation are amongst the most important MAC layers functions

that specify how a new device should connect to the network.
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This is usually handled by a synchronization process and then

a random access phase, by which the network registers the

device as active. The latency caused by the association proce-

dure may be tolerable when the devices have to be connected

all the time (e.g., mobile phones), the data size is large (e.g.,

camera sensor networks), or the handover time is negligible;

see also Section IV-B3. In many IoT applications with massive

number of wake-up radios each having just a few bits of data,

however, the association latency may become much longer

than the data transmission time. Unfortunately, most of the

currently used standards are not capable of supporting a low-

latency initial access procedure: the initial access deadline of

10 ms for 3GPP [56] or 20 ms for ITU [57]. That is why the

existing standards only consider “connected users” for low-

latency services and assume “normal” initial access. Designing

more efficient synchronization and initial access procedures for

low-latency networks seems to be widely open areas.

2) Delay-to-access and Retransmission: The MAC layer

scheduling is responsible for the delay-to-access component.

A MAC protocol is contention-free if messages do not collide

during its execution, which is usually guaranteed by orthog-

onal communication resource allocation to different devices.

The orthogonality of contention-free can be realized in the

time domain (e.g., Time Division Multiple Access (TDMA)),

in the frequency domain (e.g., Frequency Division Multiple

Access (FDMA)), in the code domain (e.g., Code-Division

Multiple Access (CDMA)), in the spatial domain (e.g., Multi-

User Multiple Input Multiple Output (MU-MIMO)) or any

combination of those domains. In contention-based MAC pro-

tocols, devices contend to access the channel, and as a result,

some messages are lost due to inevitable strong interference

(also called collision).

Contention-free MAC protocols can guarantee certain la-

tency and jitter at the price of signaling and computational

overheads, which may not be tolerable or efficient in the use

cases of low-latency networks with a large number of devices

and each just has a few bits of data. Consider the example

of massive IoT devices with wake-up radios. After being

associated to the network, the radios should send a channel

access request to a local coordinator (e.g., AP or BS), wait

for the channel access notification and follow the instruction to

transmit their few bits of information. For the TDMA strategy

applied to N devices, the average latency is N/2×Tt, where Tt

is the time slot duration for each device. Clearly, this delay is

not scalable with the number of devices. FDMA, CDMA, and

MU-MIMO do not have this problem but the devices should

still register their channel access requests and wait for the

instruction (carrier frequencies in FDMA, codes in CDMA,

and beamforming vectors in MU-MIMO), which could be

problematic in massive wireless access scenarios [58]; see also

Section IV-E.

In contention-based MAC protocols, there is no controller

that governs the scheduling. This class of protocols have low

signaling and computational overheads, but they impose a

random latency for channel establishment. Slotted-ALOHA is

a very simple contention-based scheduling, in which a device

tries to access the channel at the start of the next slot as

soon as it gets a new packet [59]. In the case of collision, it

retransmits the packet after a random backoff whose average

increases after every new collision event. It has a good delay

and throughput performance when the offered load (traffic

arrived per unit time) is low. The devices do not need to have

any signaling to reserve the channel, unlike the contention-

free protocols. When the offered load increases, however,

the delay and throughput performance of slotted-ALOHA

degrades dramatically due to continuous backoff caused by

repeated collisions.

Carrier-Sense Multiple Access (CSMA) protocol introduces

channel assessment that allows each device to check whether

the channel is idle before transmission. This technique, to-

gether with the random backoff procedure, substantially re-

duces the collision probability, leading to a better performance

in high-load scenarios. Yang et. al. [60] studied the delay

distribution of slotted-ALOHA and CSMA and showed good

delay performance of both schemes in low traffic regimes.

CSMA is known to have hidden and exposed node problems,

which may cause collision and unnecessary deferred trans-

mission [61]. Carrier-Sense Multiple Access with Collision

Avoidance uses Request to Send and Clear to Send signals to

reserve the channel in a distributed fashion so as to reduce

collision probability. However, the extra signaling may reduce

the throughput by as much as 30% [62] and increase the

delay. This inefficiency becomes more prominent when we go

to high data rate technologies like mmWave networks where

the transmission rate of data signals are 100–1000x higher

than that of control signals. In that case, the overhead of the

collision avoidance mechanisms can drop the link performance

to only 10% [63]. Fig. 4(a) shows the latency (due to delay-

to-access and retransmission) performance of slotted-ALOHA,

CSMA, and TDMA for a network of single antenna devices

containing 100 transmitters. In all scenarios, increasing the

input traffics increases both network throughput and average

delay, almost linearly. Once the network operates close to its

capacity, increasing the input traffic would not improve the

network throughput but substantially increases the delay. In

contention-based algorithms there is a critical value of the

input traffic after which the network becomes congested, and

adding more traffic decreases the network throughput and

increases the delay exponentially. From this figure, slotted-

ALOHA and CSMA are preferable for light traffics, Carrier-

Sense Multiple Access with Collision Avoidance (not shown

in this figure) for medium traffics, and TDMA for intensive

traffics. Note that the overhead of TDMA channel access

request is not shown in this figure.

When we deal with devices with multiple antennas, the tra-

ditional trade-offs and design constraints may change dramati-

cally [64]–[68]. Directional communication alleviates the hid-

den and exposed node problems and reduces the interference

footprint. The collision avoidance mechanism are less impor-

tant and CSMA and slotted-ALOHA substantially outperform

TDMA in terms of throughput and delay [64]. The analysis

in [64] shows that directional communication is key to support

low latency in massive wireless access scenarios. In particular,

higher directionality levels reduce the need for complicated

scheduling approaches with high signaling and computational

overheads. Fig. 4(b) shows the delay performance of TDMA,
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Fig. 4: Delay versus throughput of slotted-ALOHA, CSMA, and TDMA. Two
numbers of users, 10 and 100, are set for TDMA. The unit of delay is the
packet transmission time. (b) is based on [64]/

slotted-ALOHA, and CSMA for a network of multiple antenna

devices. Now, slotted-ALOHA and CSMA are preferable for

almost any traffic, given that obtaining beamforming vectors is

not time consuming. Nitsche et al. [69] uses dual radio wherein

one radio is responsible for obtaining directional information

all the time to be fed to the other radio that is responsible for

the data transmission. This technique decreases the delay to

find proper beamforming vectors. Olfat et al. [70] relaxes the

dual-radio requirement and develops a reinforcement-learning

approach to design the optimal beamforming vectors with a

minimal number of pilots. However, the research area of low-

overhead beamforming is widely open and further research is

required.

An advanced technique to utilize correlatable symbol se-

quences in place of the traditional control messages is pro-

posed in 802.11ec [62]. Correlatable symbol sequences are

predefined pseudo-noise binary codewords that retain the

statistical properties of a sampled white noise, the cross

correlation of which obtains spike value only with a matching

copy. These sequences can be correctly decoded at very high

transmission rates due to the robustness of the receiver. [63]

extends the use of these sequences to the mmWave networks

to address the imbalance transmission rates of the control

and data planes, and improves the efficiency of distributed

channel reservation for ad hoc mmWave networks. Interest-

ingly, the extended approach can substantially alleviate the

need for retransmission of collided channel reservation packets

as different packets (of different types like Request to Send-

Clear to Send or of the same type transmitted by different

devices) can be recognized at the receiver even when they

arrive at the same time. This technique proves to be suitable

for low-latency communications in ad hoc networks. Grant-

free communication schemes for short packets are a new

approach that is proposed in [71], [72]. These schemes tolerate

collisions by sending replica packets at the transmitter side and

applying successive interference cancellation at the receiver

side. In [73], the authors propose a frame-based contention-

free protocol for star networks that exploits the cooperative

multi-user diversity. Specifically, in each frame, the devices

that have successfully sent their data, help the remaining

unsuccessful devices by relaying their data toward the access

point (AP). This multiuser diversity approach is also combined

with network coding to further improve the reliability and

delay performance [74].

3) Mobility Management: Mobility management and han-

dover are essential procedures of a mobile network to main-

tain a connection. During the handover, the mobile terminal

switches the set of its serving APs/BSs based on some per-

formance measures (e.g., received signal strength indicator).

When a terminal is capable of communicating to more than

one AP at a time, soft handover eliminates the need for

breaking radio links. For other technologies where no such

capability is supported, the mobile terminal can be served

in parallel by up to one AP and therefore has to break its

communication with its current AP before establishing a con-

nection with a new one. Traditionally, reducing the signaling

overhead and algorithmic complexity of handover were the

primary design concerns of almost all existing commercial

systems.

References [75]–[77] proposed various algorithms for fast

hard handover algorithms in cellular networks. The general

idea of all these schemes is to anticipate handover events and

perform some operations prior to the break of the radio link.

More precisely, these references focused on mobile broadband

wireless access (in particular IEEE 802.16e) and introduced

different mobility management messages that enable receiving

data packets during the handover process. Li et al. [78]

generalized the idea of fast handover to mobile IPv6 to

maintain the connectivity of any mobile node to the Internet

with low latency. In this approach, previous AP and new

AP will coordinate to speed up the re-association process of

the mobile device to the new AP. Reference [79] provides

a through review of the existing fast handover strategies for

Wireless Local Area Network networks.
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A common drawback of these approaches is that the pre-

diction of the handover event is only based on the location

of the mobile terminal. In a wireless network with directional

communications, however, even fixed terminals may need to

execute the handover procedure if an obstacle appears on the

communication link. When handover becomes frequent, e.g.,

in mmWave networks [80], soft handover strategies seem to

be a better option to support low-latency services. Semiari et

al. [81] considered a dense network of dual-mode APs that

integrate both mmWave and microwave frequencies. Each mo-

bile terminal can cache their requested contents by exploiting

high capacity of mmWave connectivity whenever available,

and consequently avoid handover while passing cells with

relatively small size. Xu et al. [82] introduced a distributed

solution approach that reserves some portions of the capacity

of each AP to ensure fast handover in mmWave networks.

In particular, the proposed algorithm maintains two lists for

every AP: “active” and “potential” terminals. In the case of

handover event for potential terminals, the old and new AP

coordinate to eliminate the registration latency and support

seamless handover.

4) Energy-Delay-Spectral Efficiency Trade-offs: There are

applications that impose less stringent latency requirements

than URLLC use cases, but require long life-time. Sensors

packaged in certain products and sensors implanted in the

human body, for example, typically tolerate a couple of

hundreds of milliseconds latency, but require a battery lief-

time of years or decades. For such applications, the energy-

delay-spectral efficiency trade-off arises as an important issue.

Modern wireless devices are equipped with rate-adaptive capa-

bilities which allow the transmitter to adjust the transmission

rate over time. Associated with a rate, there is a corresponding

power expenditure that is governed by the power-rate function.

Specifically, such a function is a relationship that gives the

amount of transmission power that would be required to

transmit at a certain rate. For most encoding schemes, the

required power is a convex function of the rate, which implies

that transmitting data at a low rate and over a longer duration

has less energy cost compared to a fast rate transmission. This

fact, first observed in [83], induces a trade-off between trans-

mission energy and delay. In particular, in [83] the problem

of rate adaptation subject to deadline constraints on packets

was studied, and it was shown that a “lazy” packet scheduling

scheme that transmits at the lowest possible rate to meet the

deadline is energy optimal. This idea was extended in [84]

to general quality-of-service (QoS) constraints, where packets

have different deadlines, and using techniques from network

calculus [85], an energy-optimal rate adaptation policy was

devised. Moreover, algorithms for minimum energy transmis-

sion over time-varying channels were developed in [86]. A

comprehensive overview of energy-delay trade-offs in wireless

networks can be found in [87].

C. Routing Layer Techniques

To ensure a desired end-to-end latency in a multihop net-

work, the routing policy plays an important role in end-to-

end latency. In this subsection, we first focus on the routing

algorithms that are proposed for fixed topologies and then

discuss those developed for dynamic and ad hoc networks.

1) Routing Algorithms Based on Back-pressure Scheduling:

Throughput optimality is at the heart of most existing rout-

ing algorithms. Back-pressure (BP) routing algorithm [88] is

amongst the most celebrated ones that is provably throughput

optimal, but has quadratic end-to-end queuing delay in terms

of the number of hops. When implementing the traditional

back-pressure scheduling, each node keeps a separate queue

for each flow. Then, in each time slot, each link checks the

queues for all the flows passing through it, finds the flow with

the maximum differential backlog, and uses this value as the

weight for that link. At last, the transmission scheme with

the highest weight under the interference constraints will be

scheduled.

Bui et al. [89] modified the BP algorithm to make the end-

to-end delay grow linearly, instead of quadratically, with the

number of hops. The price is a minor throughput loss, which

might be of secondary importance for low-latency networks.

Their proposed algorithm uses the concept of shadow queues

to allocate service rates to each flow on each link with a

substantially lower number of real queues.

Another limitation of the BP routing algorithm is that

every device in the network should be able to apply the BP

algorithm. In a real network, however, we may be able to

upgrade just a few routers. To address this problem, Jones et

al. [90] considered an overlay architecture in which a subset

of the nodes act as overlay nodes and perform the BP routing,

while the other nodes can perform legacy routing algorithms

such as shortest-path [91], [92]. Simulation results show that

with a small portion of overlay nodes, the overlay network can

achieve the full throughput, and outperforms the BP algorithm

in terms of delay. A decentralized overlay routing algorithm

was proposed to satisfy the average end-to-end delay for delay-

sensitive traffic [93].

In a wireless network, the delay performance of any

scheduling policy is largely affected by the mutual interfer-

ence, caused by the concurrent transmissions. Gupta et al. [94]

derived a lower bound for the average delay of a multi-hop

wireless network with a fixed route between each source-

destination pair. The authors proposed a variant of BP to

optimize the energy-delay-spectral efficiency trade-offs and to

perform close to the delay lower bound.

2) Non-back-pressure-based Routing: The BP routing al-

gorithm and its variants utilize the queue length as the metric

for the delay [88]–[90], [94]. To keep the queues stable and

achieve throughput optimality, BP algorithms prioritize highly

loaded queues. When a flow has light traffic, this queue length

metric can lead to a huge delay as a short queue gets a

small chance to be served. To address this problem, head-

of-line delays can be used to act as the link weights instead

of queue lengths [95], [96]. For a multihop network with a

contention-based MAC protocol, [97] develops a new metric,

called Q-metric, to jointly optimize the routing and MAC layer

parameters with the objective of optimizing the energy-delay

trade-off.

Recently, a new throughput optimal routing and scheduling

algorithm, known as Universal Max-Weight (UMW), was
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proposed in [98]. Unlike BP, UMW uses source routing, where

each packet is routed along a shortest path and the cost of

each edge is given by the queue backlog in a corresponding

virtual network. Since UMW uses source routing, it can

choose a “shortest-path” for each packet and avoid the looping

problem that is inherit to BP. Consequently, UMW results

in a significant delay reduction as compared to BP and its

variants [98].
The surveyed routing algorithms need a fixed and known

topology a priori. In an ad hoc network, however, the topology

may be unknown and dynamic, and the cost of topology

discovery may not be negligible when we consider low-latency

services. In the following, we review some new classes of

routing algorithms that suit ad hoc networks.
3) Ad Hoc Network Routing: The ad-hoc network is repre-

sentative for scenarios without static structure, like vehicular

networks. The seminal work of [99] shows how the delay

scales with the number of devices in the network. For static

random networks with n nodes, the optimal throughput per

node scales as T (n) = Θ(1/
√
n log n), and the delay scales

as D(n) = Θ(n/
√
log n)1. The results suggest that there is a

trade-off between the throughput and the delay by varying

the transmission power, i.e., T (n) = Θ(D(n)/n). Higher

transmission power increases the transmission range and can

decrease the delay, due to the possibly reduced number of

hops. However, it also increases the interference, leading to a

drop in the throughput performance. Yi et al. [100] extended

these results to the case of directional antennas and showed

that, under ideal beamforming assumptions, the throughput

gain scales with θ−1
t θ−1

r where θt and θr are the antenna

beamwidths of the transmitter and the receiver, receptively.

Grossglauser and Tse [101] showed that mobility improves

transmission range and achievable throughput at the price of

higher delay. Specifically, the achievable throughput can be

improved to T (n) = Θ(1), and delay scales as D(n) =
Θ(n log n). Note that these works do not consider the over-

head of channel estimation, nor signaling and computational

overheads, so that the actual delay can be larger.
The delay and capacity trade-off for multicast routing with

mobility in ad hoc networks is studied in [102]. The results are

based on 2-hop relay algorithms without and with redundancy

(redundancy is used to denote transmitting redundant packets

through multiple paths with different relay nodes). When a

packet is sent to k destinations, the fundamental trade-off ratio

is D(n)/T (n) ≥ O(n log k). The delay of the 2-hop relay al-

gorithm with redundancy is less than that without redundancy,

but will cause decrease to the capacity. More recently, in [103]

the scaling of capacity and delay for broadcast transmission in

a highly mobile cell partitioned network was studied. Using an

independent mobility model as in [104] it was shown that, in

a dense wireless network (number of nodes per cell increases

with n), the broadcast capacity scales as 1/n, while the delay

scales as log log n. Surprisingly, it is also shown that both

throughput and delay have worse scaling when the network is

sparse.

1Notation: i) f(n) = O(g(n)) means that there exists a constant c and an
integer N such that f(n) ≤ cg(n) for n > N . ii) f(n) = Θ(g(n)) means
that f(n) = O(g(n)) and g(n) = O(f(n)).

SPEED [105] proposed a routing algorithm to support real-

time communications via providing per-hop delay guarantees

and bounding the number of hops from source to destination.

SPEED is extended in [106] to satisfy multiple QoS levels

measured in terms of reliability and latency. To this end, this

approach employees a localized geographic packet forward-

ing augmented with dynamic compensation for local deci-

sion inaccuracies as a packet travels towards its destination.

Therefore, there is no need for any global information or a

centralized entity to design the routing, making this algorithm

suitable for large and dynamic wireless sensor networks.

Zhang et al. [107] proposes a variation of the celebrated

proactive distance vector routing algorithm [108] to guarantee

end-to-end latency. In particular, each node establishes and

maintains routing tables containing the distance (number of

hops) and next hop along the shortest path (measured by the

minimal number of hops) to every destination. To support a

delay-sensitive service, the transmitter probes the destination

along the shortest path to test its suitability. If this path meets

the delay constraint, the destination returns an ACK packet to

the source, which reserves link-layer resources along the path.

Otherwise, the destination initiates a flood search by broad-

casting a route-request packet. The flooding is controlled by

the delay constraint, namely an intermediate node forwards the

route-request packet only if the total delay to the destination

is less than the threshold. When a copy of this packet reaches

the source with a path that meets the delay constraint, the

route discovery process is complete. [109] proposed a similar

idea for mobile networks where the latency requirement will

be met by reserving sufficient link-layer resources along the

shortest path.

There are several survey papers on the QoS routing pro-

tocols for general ad hoc networks [110] and for vehicular

networks [111], [112] where the topology is dynamic.

D. Transport Layer Techniques

The transport layer is responsible for the flow and conges-

tion controls, and affects the queueing latency Tq . In general,

the communication ends may belong to different network op-

erators. However, when they both belong to the same network,

we can optimize the transport layer for low-latency services.

Transmission Control Protocol (TCP) and User Datagram

Protocol are the two main protocols in this layer. TCP pro-

vides reliable end-to-end communications, independent of the

underlying physical layer2, while User Datagram Protocol does

not have such a reliability guarantee [113]. When observing a

packet loss at the receiver, TCP assumes that the underlying

network is congested and intermediate queues are dropping

packets. Therefore, it reduces the transmission rate at the

transmitter to a small baseline rate to alleviate the congestion

in a distributed fashion, of course at the expense of a higher

end-to-end delay. This congestion control approach is prob-

lematic in the presence of some faulty physical layers (e.g.,

2Note that packets may traverse several networks and therefore different
Physical Layer technologies. For example, to watch a YouTube video on our
mobile phone, the packets will be transmitted over some fibers (YouTube
server to our serving BS/AP) and also wireless links (BS/AP to our phone).
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wireless links) in the end-to-end connection, because by every

packet loss, which may happen frequently, TCP drops the

transmission rate dramatically. Moreover, the measure of TCP

to detect congestion cannot help early congestion avoidance

and leads to the well-known “full buffer problem” [114]. In

the last decade, there have been tremendous efforts to address

these problems with active queue management, and many of

them are surveyed in [115].

To reduce the end-to-end delay, the existing solutions essen-

tially change the congestion indicators, feedback types, and

control functions at every intermediate node. For instance,

Controlled Delay (CoDel) [116] changes the congestion in-

dicator to a target queue latency experienced by packets in

an interval, which is on the order of a worst-case round trip

time. CoDel starts dropping packets when the expected queue

latency exceeds the threshold. The authors showed that CoDel

absorbs packet bursts in a short term manner, while keeping

buffers far from fully occupied in the long term, to guarantee

low-latency performance.

To reduce the latency in a mesh network, Alizadeh et

al. [117] propose the High-bandwidth Ultra-low Latency

(HULL) architecture. The main idea of HULL is similar

to that of CoDel, i.e., keeping the buffers of intermediate

nodes largely unoccupied. HULL trades bandwidth for buffer

space, as low-latency packets require essentially no buffering

in the network. HULL uses a counter, called a phantom queue

in [117], to simulate queue buildup for a virtual egress link

with a slower rate than the actual physical link (e.g., 95% of

the link rate). The counter is put in series with the switch

egress port, and is incremented by every new received packet,

and decremented according to the virtual drain rate (e.g., 95%

of the link rate). When the counter exceeds the threshold,

it will send explicit congestion notifications to adjust the

contention window size adaptively. Essentially, HULL sends

early congestion signals before the saturation of the queues

and reserves some portion of the link capacity for latency-

sensitive traffics to avoid buffering, and the associated large

delays.

E. Transmission Capacity Boosting and Sharing Techniques

In the following, we review some recent techniques that

were originally proposed for boosting the transmission capac-

ity, but have the potential to reduce the end-to-end latency.

1) MU-MIMO: MU-MIMO and beamforming are essential

elements of almost all modern wireless systems including

LTE-A and IEEE 802.11ac. Notably, these techniques can help

steer the radiated/received energy beams toward the intended

locations while minimizing interference, thereby improving

the capacity region of the system [118]–[120]. We can now

serve multiple users in the same time-frequency channel,

which can substantially reduce the delay-to-access component

of the MAC layer latency. However, MU-MIMO requires the

knowledge of CSI at the transmitter and at the receiver.

As investigated in [121], [122], increasing the number

of antennas simplifies the design of beamforming. In the

asymptotic regime where the number of transmit antennas goes

to infinity, very simple beamforming schemes, like matched

filters [123], become optimal, as the wireless channels among

the transmitter (e.g., AP or BS) and different devices become

quasi-orthogonal [122]. However, the price of increasing the

number of antennas is a higher CSI acquisition delay, which

may limit the applicability of this technique for low-latency

services. This problem is exacerbated in mmWave commu-

nications, as we discuss in the next subsection. Beamforming

design for Multiple Input Multiple Output networks has a very

rich literature with focus on spectral efficiency [124]–[126],

energy efficiency [125], [127], [128], and interference can-

cellation [129]–[131], among others. However, surprisingly,

designing beamforming for low-latency MIMO networks is a

largely open problem.

2) Millimeter-wave: mmWave systems operate on a large

bandwidth and employ large antenna arrays to support ex-

tremely high-data rate services, including the 8 Gbps peak

data rate of IEEE 802.11ad and 100 Gbps of IEEE 802.11ay3

for a single link [132]. In a multiuser mmWave network, the

use of large antenna arrays drastically reduces the interfer-

ence footprint and boosts the throughput, as shown in [64],

[67], [133]–[138]. As a result, mmWave networks experience

almost negligible transmission latency, but they may suffer

from delay-to-access which includes pilot transmission and

beamforming design. [139] overviews existing approaches

for beamforming design in mmWave networks. Most of the

existing approaches are based on some iterations (or equiv-

alently a huge number of pilot signals) among transmitters

and receivers, which could be very time-consuming given the

low transmission rate of the control signals [63]. To reduce

the beamforming setup delay, [140] and [141] augmented the

beamforming part by a tracking algorithm based on extended

Kalman filters, which track the second-order statistics of the

channel. However, those approaches need a mobility model.

Olfat et al. [70] alleviates that assumption by proposing

a model-free (data-driven) approach based on reinforcement

learning to drastically reduce the number of pilots. Still, the

area of low-overhead beamforming design for large antenna

arrays is in its infancy and needs further research.

Ford et al. [142] studied the feasibility of supporting low-

latency services in mmWave cellular networks, particularly

20 Gbps data rate and 1 ms delay as specified by IMT

2020 [143]. The authors focused on beamforming aspects,

MAC layer, congestion control at the transport layer, and

core network architecture4, and proposed a set of solution

approaches to meet the delay and throughput requirements.

In particular, the authors concluded that digital beamforming

using low resolution A/D converters is a good choice for

reducing beamforming delay and control channel overhead.

Moreover, a flexible transmission time interval exhibits a better

latency performance at the MAC layer than the conventional

fixed transmission time interval.

3) Full-duplex: Full-duplex techniques enable transmission

and reception at the same time-frequency resources, leading

3Detailed information about this project can be found at http://www.
ieee802.org/11/Reports/ng60 update.htm.

4Due to the strong connection to the inter-network latency components,
we discuss low-latency core network architectures and edge computing in the
next section.

http://www.ieee802.org/11/Reports/ng60_update.htm
http://www.ieee802.org/11/Reports/ng60_update.htm
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to a substantial improvement in the transmission capacity and

therefore a reduction in the end-to-end latency [144]. The chal-

lenge is the strong self-interference, which can be alleviated

by passive suppression (mainly related to antenna design) and

active suppression (signal processing and beamforming). The

latter increases the processing delay.

The low-latency merits of full duplex are in three domains.

First, it decreases the transmission time (Tt) by increasing

the spectral efficiency. Second, it decreases the MAC layer

latency, as it reduces the potential contention, especially for

the star topology where the central coordinator can send

a message to one node while receiving an uplink message

from another one at the same time. Last, it can decrease

the routing latency (Tr). With full duplex, the route selection

algorithms may activate adjacent hops simultaneously where

an intermediate (i.e., relay) node operates in both downlink and

uplink directions, which can substantially reduce the routing

delay.

To harvest the gains of full duplex, good cancellation tech-

niques as well as a good MAC layer design are necessary and

other research problems need to be addressed. The interested

readers can refer to [145] and the references therein.

4) D2D: Device-to-Device (D2D) communication enables

direct communication between devices without going through

the core of a cellular network [146], [147]. D2D commu-

nication is a promising solution for the increasing number

of connected devices and data rate. It helps to reduce the

latency in two perspectives. First, D2D enables the devices

to communicate with each other in single hop or fewer hops

than communication via a BS, thus reducing the routing delay

Tr [148]. Secondly, the local traffic is separated from the

global network (local traffic offloading). Thus, the D2D mode

reduces medium access delay Ta, as the devices in D2D

mode retrieving from the local source devices are fewer than

those communicating with BS, and will access the channel

faster. Non-D2D mode devices retrieving contents from the

core network also benefits with lower Ta, because D2D mode

offloads part of the contending devices.

If the D2D mode shares the same resources with the

core network communication, resource allocation should be

used to mitigate interference and guarantee low latency to

both D2D and non-D2D users. The integration of mmWave

and D2D can substantially alleviate the resource allocation

problem [149], thanks to the small interference footprint of

mmWave networks [64], [67], [133]–[138]. Niu et al. [150]

showed that we can add many D2D links to a mmWave

cellular network so as to substantially boost the network

capacity. The authors have also developed a simple scheduling

scheme to activate concurrent transmissions to support low-

latency content downloading. The main challenges are the

device discovery and the exchange of control signals, which

are usually much harder in mmWave networks [80].

5) Cloud RAN and Mobile Fronthaul: A radio BS con-

sists of a Baseband Unit (BBU) and a radio frequency

unit. The concept of cloud Radio Access Network consists

in breaking the fixed topology between BBUs and Remote

Radio Headss (RRHs), and to form a virtual BBU pool

for centralized control and processing [151]. Cloud Radio

Access Network supports inter-cell communication and joint

processing, which can reduce the routing latency (Tr) as well

as the processing latency (Tpr). Mobile fronthaul is a novel

optical access method that connects a centralized BBU to a

number of RRHs with fiber links in mobile networks [152].

A SDN-controlled optical topology-reconfigurable fronthaul

architecture is proposed for 5G mobile networks [153]. The

SDN-controlled fronthaul architecture is responsible for the

dynamic configuration of the BBUs and RRHs connections to

support coordinated multipoint and low-latency inter-cell D2D

connectivity. The experimental results show that with 10 Gbps

peak data rate, sub-millisecond end-to-end D2D connectivity

is achievable [153].

In [154], a combination of fiber and mmWave is proposed

for efficient fronthauling to lower the cost and support mobility

in small cells and moving cells. mmWave is used for trans-

mission between the large number of RRHs or moving RRHs

and a remote antenna unit, and the fiber optic is used for the

connection between the remote antenna unit and BBU pool.

To reduce the latency caused by the conversion between optic

signal and mmWave signal, analog waveform transmission is

used for eliminating the digital processing, and a uni-travelling

carrier photodiode optical-to-electrical converter is used to

provide fast conversion.

F. Cross-layer Techniques

1) Forward Error Correction and Hybrid Automatic Repeat

Request Techniques: Automatic Repeat Request is a simple

error-control method for data transmission that uses acknowl-

edgements and timeouts to achieve reliable data transmission

over an unreliable physical layer [155]. Acknowledgments

are short messages sent by the receiver indicating that it

has correctly received a packet, and timeout is a predefined

latency allowed to receive an acknowledgment. If the sender

does not receive an acknowledgment before the timeout, it

usually re-transmits the frame/packet until the sender receives

an acknowledgment or exceeds a predefined number of re-

transmissions. Block acknowledgement –initially defined in

IEEE 802.11e– is a simple way to reduce the MAC layer

latency, especially for high-throughput devices, by sending one

acknowledge packet for multiple data packets [156].

Hybrid Automatic Repeat Request combines high-rate for-

ward error-correcting coding and Automatic Repeat Request

error-control to flexibly perform retransmission of incremental

redundancy or a complete new retransmission according to dif-

ferent channel states. If the received packet can not be decoded

correctly due to high noise, incremental redundancy can be

retransmitted for joint decoding together with the previously

received packets. If strong interference is the reason, a new

start of transmission is needed. There is a trade-off between

the transmission time Tt and medium access delay Ta. With

lower coding rate, Tt gets longer, while Ta is shorter as the

message can be received successfully with a higher probability

and possibly fewer retransmissions.

2) MAC-aware Routing Algorithms: The delay and relia-

bility performance interaction between the MAC and routing

of the protocol IEEE 802.15.4 is analytically studied in [97].
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Therein, it has been shown that the MAC parameters will

influence the performance of different routing paths, and, in

turn, the traffic distribution determined by the routing will

also affects the MAC parameters. For a given topology, the

MAC parameters (affecting Ta) can be tuned to satisfy a

certain reliability and latency requirement by using the Q-

metric proposed in [97]. The Q-metric measures the contention

level without measuring the queues, and adapt the routing

patterns (affecting Tr). While the back-pressure is proved to

be throughput optimal, it is efficient only when the forwarded

traffic is high, and it can not capture the contention of

low traffic. So Q-metric is more efficient in latency-sensitive

wireless sensor networks and other cases where the traffic is

low.
A TDMA-based MAC for wireless sensor networks that

have latency requirements is Delay Guaranteed Routing and

MAC [157]. However, unlike traditional TDMA MACs that

require a separate routing mechanism, the routes of Delay

Guaranteed Routing and MAC as well as the medium access

slot schedule are determined and fixed according to the po-

sition of each node. The algorithm is TDMA-based and no

retransmissions are permitted. As long as the transmission

interval of two successive packets of each node is larger than

the TDMA superframe duration, a deterministic upper delay

bound and minimal packet loss can be guaranteed.

G. Network Function Virtualization and Software-defined Net-

working

Network Function Virtualization (NFV) and Software-

Defined Networking (SDN) cannot reduce the latency by

themselves alone, but they are the premise of some algorithms

that help achieve low latency, so we also study them together

as an enabling technique.
NFV can virtualize the network node functions into building

blocks that may connect, or chain together, to create com-

munication services. With the necessary hardware support,

the system can change flexibly by employing different NFV

blocks. For instance, different asynchronous waveforms can

be generated by combining different filters and modulation

schemes [158], which affects the transmission time (Tt).
Though NFV can act alone, it is generally working to-

gether with SDN. SDN decouples the control plane and data

plane, promoting centralized network control and the ability

to program the network [159]. SDN can be used to implement

and manage the NFV infrastructure by combining and tuning

parameters of multiple NFV blocks, such as to enable flexible

configuration of the virtual network slices for different latency

priorities [142]. By tuning the parameters of different NFV

blocks, which further virtualize different techniques and affects

different latency components, SDN and NFV may have an

ample effect on various latency components. On the other

hand, SDN will introduce overheads from the control plane

and flow setup latency as it is flow based. Software-based NFV

also tends to increase the processing latency (Tpr) compared to

the pure hardware operation. The effect of these on the delay

performance should be carefully controlled and minimized.
The ETSI NFV architecture [160] acts as a reference

standard, whose performance and security have been well

studied [161], [162]. [163] proposes a 5G architecture for

low-latency and secure applications based on ETSI NFV

architecture. To achieve low latency with shared resources,

the architecture employs the scalability enabled by SDN and

NFV to perform on-demand caching and switching, which can

guarantee low medium access latency (Ta), routing latency

(Tr), and queuing latency (Tq) by flexibly allocating different

resources based on different traffic load and requirements

including latency. Moreover, it also proposes to use a smart

network interface card with NFV acceleration capability to

mitigate the processing latency (Tpr) caused by NFV. A back-

bone network that provides high-performance connectivity in

Japan is equipped with the capabilities of NFV and SDN [164].

The NFV orchestrator creates virtual network appliances, such

as virtual routers, virtual firewalls, and virtual load balancers.

SDN enables users to establish connections with specified

bandwidth and demand, which flexibly scale up or down the

virtual network appliances. In this way, SDN affects all the

latency components whose parameters has been dynamically

tuned, such as transmission time (Tt), medium access latency

(Ta) and routing latency (Tr). The latency is reduced by

20% compared to the previous version network, and the auto-

healing time of a virtual network functions also drops to 30 s

from 6 min from the previous version.

V. INTER-NETWORK TECHNIQUES AND TECHNOLOGIES

Many modern end-to-end services require packets to tra-

verse multiple networks, usually handled by different oper-

ators. Unfortunately, in most practical scenarios, the exact

latencies of the intermediate networks are not known, and

the service provider may have access only to the delay

probability distributions. As a result, controlling the latency

in a multi-domain scenario is significantly more complicated

than managing latency in single domain scenarios.

In this section, we address techniques that can be used to

control inter-network (also called multi-domain) latency. We

first review some multi-domain routing algorithms that guar-

antee end-to-end latency, though they may not meet the tight

requirements of low-latency services. We then highlight the

importance of content placement and edge caching to facilitate

multi-domain routing and substantially reduce latency.

A. Inter-domain Routing

In Section IV-C, we have discussed various routing tech-

niques that can reduce the latency within a domain. Border

Gateway Protocol (BGP) is a celebrated inter-domain routing

protocol used throughout the Internet to exchange routing

information among different domains [165]. In BGP, the edge

routers frequently send path vector messages to advertise the

reachability of networks. Each edge router that receives a

path vector update message should verify the advertised path

according to the policy of its domain. If it complies with

its policy, the router modifies its routing table, adds itself to

the path vector message, and sends the new message to the

neighbor domain. As a result, edge routers of every domain

maintain only one path per destination.
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Although BGP has evolved for many years, its current im-

plementation is based on the number of hops. Reference [166]

proposes a method to measure the latency, share it with the

edge routers of the neighboring domains, and modify the BGP

routing decisions throughout the entire network. [167] and

[168] generalize this idea to incorporate a logical SDN in a

multi-domain network. [167] formulated a constrained shortest

path problem to minimize a convex combination of packet

loss and jitter subject to an end-to-end latency constraint.

[169] demonstrated a multi-domain SDN orchestrator to select

the shortest routes based on end-to-end latency, where the

delay statistics are captured by the proposed segment routing

monitoring system.

Reference [170] extends BGP to allow for path-diversity in

the sense that multiple paths are advertised by any edge router,

multiple QoS metrics including latency are propagated in the

BGP update message, and multiple routes for any source-

destination pair are selected. The authors showed that path-

diversity substantially improves load balancing throughout the

multi-domain network and can reduce the end-to-end latency.

[171] developed a dynamic routing policy for delay-sensitive

traffics in an overlay network. In particular, the authors re-

placed the average end-to-end latency requirement by an upper

bound on the average queue length of every flow on every

link. Then, considering an underlying legacy network whose

latency characteristics are unknown to the overlay network,

they formulated a constrained Markov decision process that

keeps the average queue lengths bounded, and proposed a

distributed algorithm to solve that problem. Although this

paper targets a single domain, the main idea can be extended

to the case of multi-domain networks. Classical stochastic

shortest path [172] and its online variation [173] are highly

relevant to the problem of routing design in multi-domain

networks when only imperfect knowledge of latency within

each domain is available. Multi-domain routing design with

limited domain-specific information is a very interesting and

wide open area for future research.

B. Edge Caching and Content Placement

Define the feasible latency region as the set of all possible

latency values that can be achieved by some routing policy.

In the previous subsection, we observed that optimizing inter-

domain routing reduces the end-to-end latency. However, when

the content is located far from the terminal, the feasible latency

region may not include the desired value of the low-latency

service; namely, there is no routing algorithm that can lead

to the target latency value. As a simple example, consider a

line network of 10 domains (including source and destination

ones), and assume that each adds at least 10 ms latency.

Therefore, the round-trip latency is lower-bounded by 200 ms,

which may be way beyond the tolerable latency. Caching

popular contents at the edge routers of local domains is a

promising approach to bring the contents closer to the devices

so as to improve the feasible latency region.

Edge caching brings the content closer to the end terminals,

which substantially reduces the inter-domain routing delay.

From the local server perspective, fewer terminals (only local

ones) contend to access that content, which improves the ser-

vice rate to those terminals. Moreover, this technique offloads

parts of the traffics of the main server, freeing the capacity for

other terminals and further reducing the latency. Altogether,

edge caching is especially beneficial for services with stringent

latency requirements.

The design of efficient caching strategies involves a broad

range of problems, such as accurate prediction of demands,

intelligent content placement, and optimal dimensioning of

caches. Moreover, as the caches are physically scattered

across the network and the user requests are generated al-

most everywhere in the network, caching policy favors low-

complexity distributed algorithms. Borst et al. [174] propose

a light-weight cooperative content placement algorithm that

maximizes the traffic volume served from caches and thus

minimizes the bandwidth cost. Maddah-Ali and Niesen [175],

[176] focus on the problem of caching within a network where

popular content are pre-fetched into the end-user memories to

bypass a shared link to the server and showed that there is a

trade-off among the local cache size (i.e., the memory available

at each individual user), aggregated global cache size (i.e., the

cumulative memory available at all users), and the achievable

rate (and latency) of individual terminals. The authors develop

a simple coded caching scheme in [175] and its decentralized

variant in [176] that substantially improves the memory-rate

trade-off. The analysis and proposed algorithms, however,

are limited to the single-domain single-server case. Doan et

al. propose a novel popularity predictingcaching procedure

for backhaul offloading in cellular network, and an optimal

cache placement policy to minimize the backhaul load is

computed by taking both published and unpublished videos

as input [177].

Reference [178] focuses on a video-on-demand application

over a network with two modes of operations: peer-to-peer and

data center. In particular, video requests are first submitted to

the peer-to-peer system; if they are accepted, uplink bandwidth

is used to serve them at the video streaming rate (potentially

via parallel substreams from different peers). They are rejected

if their acceptance would require the disruption of an on-

going request service. Rejected requests are then handled by

the data center. The authors developed a probabilistic content

caching strategy that enables downloaders to maximally use

the peers uplink bandwidth, and hence maximally offload the

servers in the data centers. Golrezaei et al. [179] extended the

model of [178] to the scenario of video-on-demand streaming

to mobile terminals from Internet-based servers and proposed

a distributed caching network to reduce the download latency.

In this setting, local caches with low-rate backhaul but high

storage capacity store popular video files. If the file is not

available in the local cache, it will be transmitted by the

cellular network. The authors analyzed the optimal assignment

of files to the caches in order to minimize the expected

downloading time for files. They showed that caching the

coded data can substantially improve the performance in terms

of both computational complexity and aggregated storage

requirement. Bastug et al. [180] proposed a caching strategy

that predicts the demand pattern by the users and caches them,

in a proactive manner, in local BS during the off-peak hours.
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When the users actually make the demands, the contents can

be retrieved with high probability directly from the cache

instead of waiting for the backhaul network and inter-domain

routing latency.

Bhattacharjee et al. [181] proposed a self-organizing cache

scheme in which every router of the network maintains a small

cache and applies an active caching management strategy to

organize the cache contents. [182] focused on the optimal

placement of M web proxies in N potential sites with the

objective of minimizing the overall latency of searching a

target web server for a given network topology. The authors

formulated this problem as a dynamic program, and obtained

the optimal solution in polynomial time.

C. Fog Computing

With IoT, billions of previously unconnected devices are

generating more than two exabytes of data each day, and 50

billion devices are estimated to connected to the Internet [183].

Such large amount of data cannot be processed fast enough by

the cloud. Fog computing is proposed to extend cloud RAN

further to the edge, such that any device with computing, stor-

age, and network connectivity can be a fog node [184], [185].

The cloud and fog nodes merge into a new entity, referred to

as cloud+fog [186]. In a cloud+fog architecture, critical IoT

data with stringent latency requirement can be processed at the

closest fog node to minimize latency, while less delay-sensitive

data can be passed to the aggregation node or the cloud. Fog

computing also offloads gigabytes of network traffic from the

core network. Similar to edge caching, fog computing reduces

the routing latency and channel establishment latency to both

data processed by the fog nodes and by the core network.

Two main challenges in realizing fog computing’s full

potential are to balance load distribution between fog and

cloud, and to integrate heterogeneous devices into a common

computing platform [187]. To evaluate resource-management

and scheduling policies across fog and cloud resources, an

open source simulator called iFogSim is developed, which

can model and simulate the performance in terms of la-

tency, energy consumption, network congestion and opera-

tional costs [188]. An architecture of Smart Gateway with Fog

Computing is presented in [189], where the Smart Gateway

can collect, preprocess, filter, reconstruct, and only upload

necessary data to the cloud. To handle heterogeneous data

collected from heterogeneous devices, transcoding and in-

teroperability are either achieved by equipping the Smart

Gateway with more intelligence or through the fog computing

resources.

VI. STANDARDS FOR LOW-LATENCY AND

ULTRA-RELIABLE COMMUNICATIONS

In this section, we analyze how intra networks and inter net-

work can be supported by current and emerging communica-

tion standards. We will review the low-latency characteristics

of standards in cellular networks, industrial communication,

and WLAN group. One or a combination of these standards

are used for the uses cases discussed in Section II.

A. The 3GPP New Radio and 5G Initiative

5G of mobile communication aims to support 1 ms latency,

10 Gbps peak speed, and, at a global level, 100 billion

connections. 5G has three main classes of use cases: URLLC,

enhanced mobile broadband, and massive machine type com-

munication. URLLC has the most stringent requirement for

very low latency and high reliability, which suits applications

such as factory automation, smart grid, and intelligent trans-

portation. With a vision to provide a unified infrastructure for

different use cases, 5G will include both the evolution of 4G

and a new radio access technology.

5G is designed to operate in a wide range of spectrum

including frequency bands below 1 GHz up to 100 GHz.

The wide bandwidth at higher frequencies including mmWave

band can effectively boost the transmission rate and reduce

the transmission time (Tt). Moreover, flexible deployment of

more micro/pico sites at traffic dense spots eases the medium

access pressure, and reduces medium access time (Ta). At the

physical layer, 5G supports various modulations from QPSK,

16 QAM to 1024 QAM to support different transmission rates

and transmission time (Tt) for different use cases. The current

candidate waveform is OFDM with scalable numerology and

adjustable sub-carrier spacing, CP duration and OFDM symbol

duration, which supports adjustable transmission time (Tt). A

detailed assessment of OFDM in 5G can be found in [190].

MAC scheduling in 5G follows the time-slotted framework of

4G, and the transmission can only start at the beginning of

the scheduled slot. To improve the access efficiency of short

packets for URLLC, the time slot in 4G can be divided into

multiple mini-slots (the length can be as short as one OFDM

symbol) to enable lower delay to access, which can greatly

reduce the medium access time (Ta). Multiple antennas will

also be supported in 5G for MU-MIMO, which also helps

reduce the medium access time (Ta). With the increase of the

carrier frequency, the number of antennas and the multiplexing

order will increase. Meanwhile, the complexity to obtain CSI

for beamforming also increases. A highly flexible but unified

CSI framework is supported by 5G, which enables different

antenna deployments corresponding to different CSI settings.

B. Industrial Communication Networks

Industry 4.0 is currently seen as the most advanced indus-

trial automation trend, where one of the important aspects is

real-time communication between industrial modules. Wireless

networks offer simple deployment, mobility and low cost, and

are gaining popularity in the industrial sites [191]. The re-

quirements in industrial applications to support high reliability,

high data rates and low latency pose difficulties to wireless

networks deployment, where the bottleneck mostly lies in the

latency. To address these challenges, there have been some

proposals, such as WirelessHP and IEEE 802.15.4e.

The recently proposed Wireless High Performance (Wireless

HP) aims to provide a physical layer solution to support multi-

Gbps aggregate data rate, very high reliability level ranging

from 10−6 to 10−9, and packet transmission time (Tt) lower

than 1 µs [48]. Taking the advantage of deterministic and

periodic traffic in the latency-sensitive industrial applications,
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WirelessHP reduces the PHY layer preamble length (part

of Th) (while still ensuring reliable packet decoding) and

optimizes OFDM parameters to reduce the inefficiencies that

affect short packet transmission.

IEEE 802.15.4 is a successful protocol that also forms

the basis for the first open standard WirelessHart for pro-

cess automation applications in the industrial field. However,

the drawbacks of low reliability and unbounded packet la-

tency limit its deployment in the industrial applications that

have stringent requirements for latency and reliability [192].

To overcome these limitations, the recently released IEEE

802.15.4e amendment introduces MAC layer enhancements in

three different MAC modes. Despite the individual features

among the different modes, here we focus on the modifications

in terms of latency performance improvement. To guarantee

bounded medium access time (Ta), channel access is time

slotted and included both contention-free and contention-based

modes for periodic and aperiodic traffic respectively. The

number of time slots can be flexibly tuned according to the

traffic load, which avoids the inefficiency of idle slots incurred

in fixed framing structures. Channel hopping is applied to

combat fading and improve reliability, which in turn will lower

the retransmission latency, thus reducing medium access time

(Ta).

C. IEEE WLAN Group Standardization

IEEE 802.11 is a set of MAC and PHY specifications to

implement Wireless Local Area Network in the 0.9, 2.4, 3.6,

5, and 60 GHz frequency bands. The key parameter index of

the IEEE 802.11 family focus on data rate, coverage range,

connectivity. Though latency performance is not specified in

the protocols, the protocol IEEE 802.11ak is designed to

support industrial control equipment, and latency should be

bounded in this scenario. Moreover, the ability and infras-

tructure of IEEE 802.11 to support high data rate make it an

indispensable part in the ecosystem to achieve low latency.

IEEE 802.11ax, which is due to be publicly released in 2019,

is designed to improve spectral efficiency at 2.4 GHz and 5

GHz. The technical highlights are the modulation support of

up to 1024 QAM and multiuser support in both frequency

and spatial domains by the combination of OFDMA and MU-

MIMO, which are effective to decrease the transmission time

Tt and medium access latency Ta respectively. IEEE 802.11ay

is the follow-up of 802.11ad working at 60 GHz. Compared to

802.11ad with 2.16 GHz bandwidth, 802.11ay has four times

the bandwidth by channel bonding. Moreover, MIMO is added

with a maximum of 4 streams with a per-stream link rate of 44

Gbps, which can substantially decrease the transmission time

Tt for heavy traffic by using the large bandwidth at higher

frequency band.

D. Other Standardization Activities

Among the whole wide spectrum, only a small portion is

regulated as licensed spectrum. While the licensed spectrum

has better performance due to less interference, the increasing

number of connected devices drives the necessity to use unli-

censed spectrum. License Assisted Access, LTE in Unlicensed

Spectrum and Multefire [193] are three representatives to

explore LTE services in the unlicensed 5 GHz band [194].

License Assisted Access and LTE in Unlicensed Spectrum use

the unlicensed band by offloading traffic to boost data rate and

reduce transmission time (Tt), while the control signals stay

in the licensed band. Multefire takes a step even further, with

no anchor at the licensed band, and both the control signal and

the data traffic are transmitted in the unlicensed band. Thus

Multefire not only helps to reduce the transmission time (Tt)

thanks to the boosted data rate, but it also reduces the access

latency (Ta) with more access resources.

IEEE 802 Time-Sensitive Networking aims to deliver de-

terministic latency over Ethernet networks [195]. Possible

applications include converged networks with real-time Au-

dio/Video Streaming and real-time control streams which

are used in automotive or industrial control facilities. The

objective latency for short messages per hop is set to be 4 µs or

less with 1 Gbps transmission rate. To guarantee deterministic

delay for the time-sensitive data, the switches are used to

schedule the data transmission. The switches should be aware

of the cycle time of these latency-sensitive data, and during

the window expected for the arrival of time-sensitive data,

the switch will block non-time-sensitive interfering traffic to

eliminate queueing latency Tq . To enhance the reliability, more

than one path is used simultaneously.

VII. FURTHER DISCUSSIONS

A. Short Packets

In Section IV-A3, we described research topic about sending

short packets when the sizes of payload and header are

comparable, how to jointly code the payload and meta data

in an efficient way is of great importance to improve the

spectral efficiency and to reduce the transmission time Tt.

Moreover, for short packets, channel establishment delay Ta

can be much longer than the transmission time, which is very

inefficient, so the MAC control overhead should be modified.

Another open issue is to get the optimal value of the maximum

coding rate for finite packet length and finite packet error

probability, which is an NP-hard problem with exponential

complexity [52].

B. The Trade-off for Low latency

In Subsection IV-B and IV-C, we described the research

activities around the combinations of different techniques and

different parameter settings have different latency performance

and other performance indicators. Expectedly, there are trade-

offs between the latency performance and other performance

metric such as throughput, reliability and energy consumption.

There is a trade-off between latency and throughput for dif-

ferent MAC scheduling schemes [196], the trade-off between

latency and reliability of slotted ALOHA and CSMA is shown

in [60], and the trade-off between delay and energy consump-

tion in [83]. The trade-off between latency and throughput in

ad hoc network routing is given in [99], [101]. The trade-offs

may be different for different regions (i.e., different throughput

or reliability). When the performance other than latency does

not exceed a boundary, the latency grows mildly, while the
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latency increases sharply when exceeding that boundary. For

different techniques, such trade-offs are expected to exist, and

the related boundaries should be well determined.

C. mmWave

In Section IV-E2, we discussed about mmWave as an

enabling technology for low-latency communication, and it

is also a research direction that attracts much attention with

many open problems to be investigated.

Firstly, beamforming is the premise to support the direc-

tional transmission and the very high data rate to help reduce

latency, however, the delay caused by beamforming may also

prohibit mmWave techniques to work in low-latency commu-

nications. Moreover, as the coherence time in mmWave band

is shorter than that in microwave band, efficient beamforming

algorithms in mmWave prove to be very prominent research di-

rection in mmWave and are essential for mmWave techniques

to be used in low-latency scenarios. Giordani et al. surveyed

some existing beamforming and beam-tracking techniques for

3GPP New Radio at the mmWave frequencies [197].

Secondly, although mmWave communication is mostly

noise limited, the SINR at the receiver side might probably de-

grade greatly when the beam at the receiver side is also aligned

to undesired transmitting beams besides the desired one. Thus,

multilevel HARQ is needed to indicate retransmission for

certain frames corrupted by random strong noise, or a new

transmission when experiencing high interference [198]. When

the high interference lasts for a long time, retransmission may

not be useful, so effective and efficient solutions are needed.

Another problem occurs in the case of blockage in the main

beam aligned link. As the PHY layer frame duration is much

smaller compared to the time for the vehicle or people to move

away, under this case the device should fall back to search

other mmWave BSs in the local area instead of waiting. And if

no suitable mmWave BSs are available, UE may also fall back

to use microwave. Then whether to reassociate in the mmWave

band or to change to microwave band during blockage is an

open problem. An efficient way to determine the reason for

performance degradation is of practical importance to reduce

the delay in mmWave.

D. Combination with PHY Parameters

In Subsection IV-B and IV-C, we discussed the effect of

PHY parameters on the corresponding latency components.

For contention-based MACs, the probability of a successful

transmission is often calculated by the probability when there

are no more than one node transmitting at the same time. This

practice holds for the omnidirectional transmission. When we

use directional transmission with a large number of antenna

elements, e.g., in mmWave systems, some simultaneous trans-

missions may not cause interference to each other. Due to this

reason, the contention-based MACs need to be revised for

certain scenarios. Moreover, given a reliability requirement,

retransmissions due to poor SINR may be needed besides

collision during the access phase, so the PHY parameters

should be combined to determine the MAC parameters, and

more effective and efficient cross layer design to achieve low-

latency need to be investigated.

At the routing layer, as the topologies are often unknown

and may change in time, it is difficult to determine the efficient

interference model. However, in directional communications,

multiple links can be activated without causing interference,

and this suggests new research topics at the routing level. The

trade-off between the time to establish directional communi-

cation and the improvement of the routing delay should be

investigated.

E. Unified Communication Network for Low-Latency Appli-

cations

In Sections VI and IV-G, we described the standardization

activities, NFV and SDN separately, here we will discuss the

open research that arise under the vision of 5G. 5G aims at

providing a unified infrastructure for a wide variety of use

cases from media sharing (requiring high transmission date),

massive machine type communication (requiring access avail-

ability), to applications that requires low latency. Moreover,

for the latency-sensitive applications, different requirements

in terms of latency, reliability, transmission rate and energy

consumption are all different. When considering different

applications as verticals, they operate on top of horizontal

communication infrastructures, resource, and techniques [29].

A unified communication ecosystem should figure out how

to share horizontal infrastructures and resource tailored to

different verticals. NFV and SDN are necessary to enable

flexible configuration of the communication services. When

designing protocols, interfaces between different communities

should also be taken into consideration to ensure easy and

efficient combination of the horizontal techniques.

Traffic offloading is another key technique to promote a

unified communication network. By 2020, 5G is expected

to increase the area capacity 1000-fold, and to be able to

connect 100 billion devices. Despite the remarkable growth

in capacity, it is still difficult to support such a large number

of connections. Even with different priorities, latency-sensitive

transmission may not be guaranteed. Traffic offloading may

greatly relieve the burden of the mobile network by using

other communication forms to share the traffic. For instance,

local traffic can be directly exchanged by D2D communication

mode without going through the infrastructure. An architecture

unifying the coverage-centric 4G mobile networks and data-

centric fiber-wireless net broadband networks was proposed

in [154]. This architecture uses fiber as backhaul sharing and

WiFi to offload the mobile user traffic from the 4G mobile

networks, and as a result the end-to-end delay decreases

dramatically on the order of 1 ms.

F. Age-of-Information

Age of Information (AoI) is a new performance metric

that measures the amount of time that elapsed since the most

recently received packet was generated at its source. As such,

AoI measures the ”freshness of information” from the per-

spective of the destination. AoI has been receiving increasing

attention in the literature, particularly for applications that
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generate time-sensitive data such as position, command and

control, or sensor data. AoI is a function of packet delay and

packet inter-delivery time. Thus, low delay alone many not

be sufficient to achieve good AoI performance. For example,

an M/M/1 queue with a low arrival rate and a high service

rate may have low queueing delay but high AoI because

the packet inter-arrival times are large. Thus, achieving good

AoI performance involves a balance between maintaining low

delays and small packet inter-arrival times. To better under-

stand these phenomena, reference [199] modeled the network

between the source and destination as a single first-in-first-

out (FIFO) queue, and proved that there is indeed an optimal

rate at which AoI is minimized. Since then, most of the work

on AoI has focused on single queue models. Age for FIFO

M/M/1, M/D/1, and D/M/1 queues was analyzed in [199],

multiclass FIFO M/G/1 and G/G/1 queues were studied in

[200]. However, the problem of minimizing AoI in a wireless

network with interference constraints has received limited

attention. In [201], the authors develop scheduling algorithms

for minimizing AoI over a wireless base-station, where only

one node can transmit at a time, and in [202] the authors study

the AoI minimization problem in a wireless network subject to

general interference constraints. The approach is generalized

to multi-hop wireless networks in [203].

G. Hardware and Smart Devices

Due to the limitation of our expertise, we mainly discuss

from technique respective, there are also many open research

problems about hardware and smart devices which enable the

functioning of different techniques. When we seek to exploit

the wide bandwidth at higher frequencies such as mmWave,

the according hardware that operates in the high bands are

needed, and technologies in the higher frequencies can be

widely used to achieve good performance when the price of

the hardware becomes lower.
Nowadays the devices are becoming more and more smart

in terms of better processing capability and larger caching

size. This smartness not only enables installing and running

applications smoothly, but also help to achieve low-latency.

With larger caching capability, the devices can proactively

cache popular contents by an analysis of the user preference

from the previous contents the user has browsed [180]. Then

when the user actually makes the request to these cached

contents, the device can display them with local cache instead

of accessing through the network.
Another direction is to enable the devices to support D2D

communication from both the hardware and protocol perspec-

tive [204]. Then the devices can communicate with others

in proximity using lower power and probably in a single

hop, instead of communicating through the BS going through

multiple hops or using strong transmitting power. However, the

trade-off between the extra overhead for control and channel

estimation and the delay saved by communicating in the D2D

mode still needs further research.

H. Security

Currently, the packet overheads due to security or pri-

vacy methods substantially contribute to the delay both for

the communication of information itself and for the decod-

ing/processing. The classic approach to privacy and secu-

rity is cryptography [205]. However, cryptography introduces

formidable overheads and heavy coordination over the trans-

mitters/receivers that are involved, which substantially makes

it impossible to achieve very low latencies. Existing alter-

native privacy methods for low latency networking demand

substantial investigation. Alternative methods to cryptogra-

phy namely, information-theoretic secrecy [206], differential

privacy [207], k-anonymity [208], and signal processing se-

curity methods [209] present shortcomings when it comes

to their use for low latency networking. Like cryptography,

information-theoretic secrecy prevents an eavesdropper acquir-

ing information from two communicating nodes. However, the

channel acquisition phase that is needed for these methods

includes substantial delays that are in contrast with low laten-

cies. Differential privacy, k-anonymity and signal processing

methods perturb the original data to make data analysis, and

as such it is not clear how they can be used to ensure private

or secure low latency communications.

VIII. CONCLUSION

Low-latency communications are arguably the most im-

portant direction in the next generation of communication

networks. In this paper, we showed that the most prominent

use cases demanding low latency are supported by com-

plex network interactions, including inter-network and intra-

network interactions. To realize low-latency networks, it is

important to determine where and how latency occurs and what

methods can help to reduce it. We investigated how the delay

accumulates from physical layer to transport layer, and we

showed how to characterize the end-to-end delay into several

components. Then we discussed how different techniques may

influence one or multiple delay components. We argued that

these techniques should be optimized together to reduce the

delay while satisfying other requirements such as reliability

and throughput. MU-MIMO, mmWave, and full-duplex, which

can greatly improve the data rate, were considered as three en-

abling technologies to support low-latency communication, but

each of the three also poses challenges, e.g., MU-MIMO and

mmWave will introduce beamforming delay before the start of

the transmission. Finally, sending short packets, the trade-off

between latency and other network performance indexes, using

mmWave bands, design with physical parameters, hardware

and smart devices design, and traffic offloading are some of

the most promising research areas that will need substantial

future research developments.
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[37] R. A. Uzcátegui, A. J. De Sucre, and G. Acosta-Marum, “Wave: A

tutorial,” IEEE Communications Magazine, vol. 47, no. 5, pp. 126–
133, 2009.

[38] 5G PPP, “5G Automotive Vision,” White Paper, Oct 2015.
[Online]. Available: https://5g-ppp.eu/wp-content/uploads/2014/02/
5G-PPP-White-Paper-on-Automotive-Vertical-Sectors.pdf

[39] A. Festag, “Standards for vehicular communicationfrom IEEE 802.11p
to 5G,” e & i Elektrotechnik und Informationstechnik, vol. 132, no. 7,
pp. 409–416, 2015.

[40] R. Martin, “Wall streets quest to process data at the speed of light,”
Information Week, vol. 4, no. 21, p. 07, 2007.
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