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We develop and characterize a low-order model of the mean flow through an array

of vertical-axis wind turbines (VAWTs), consisting of a uniform flow and pairs of

potential sources and sinks to represent each VAWT. The source and sink in each

pair are of unequal strength, thereby forming a “leaky Rankine body” (LRB). In

contrast to a classical Rankine body, which forms closed streamlines around a bluff

body in potential flow, the LRB streamlines have a qualitatively similar appearance

to a separated bluff body wake; hence, the LRB concept is used presently to model

the VAWT wake. The relative strengths of the source and sink are determined from

first principles analysis of an actuator disk model of the VAWTs. The LRB model

is compared with field measurements of various VAWT array configurations meas-

ured over a 3-yr campaign. It is found that the LRB model correctly predicts the

ranking of array performances to within statistical certainty. Furthermore, by using

the LRB model to predict the flow around two-turbine and three-turbine arrays, we

show that there are two competing fluid dynamic mechanisms that contribute to the

overall array performance: turbine blockage, which locally accelerates the flow;

and turbine wake formation, which locally decelerates the flow as energy is

extracted. A key advantage of the LRB model is that optimal turbine array configu-

rations can be found with significantly less computational expense than higher fi-

delity numerical simulations of the flow and much more rapidly than in

experiments.VC 2014 AIP Publishing LLC. [http://dx.doi.org/10.1063/1.4905127]

I. INTRODUCTION

There is a persistent need for simple yet reliable models of wind turbine aerodynamics that

can aid in the design of wind farms. Originating with the work of Rankine,1 actuator disk

theory is perhaps the most widely used example of such a model.2–4 It represents an individual

turbine rotor as an infinitely thin permeable disk whose extent is defined by the rotor swept

area. The energy extraction process is idealized to take place at the disk, resulting in induced

streamwise velocity variations ahead of and behind the turbine. Betz5 used this concept along

with one-dimensional linear momentum theory and Bernoulli’s principle to derive the well-

known theoretical limit to the amount of energy that can be extracted from the flow upstream

of a horizontal-axis wind turbine (HAWT), which is approximately 59%. Lissaman6 also used

linear momentum theory and a semi-empirical wake model to investigate the performance of

large arrays of HAWTs by superposing multiple model wakes together. A numerical sensitivity

analysis showed the effects of streamwise and crosswind HAWT spacing as well as ambient

turbulence, turbine hub height ratio, and other turbine characteristics on array performance.7

This work demonstrated that streamwise spacing and ambient turbulence are primary factors

that determine array efficiency. Modern wind farms are typically comprised of HAWTs that are
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spaced approximately 3–5 rotor diameters (D) in the cross-wind direction and 6–10 D in the

streamwise direction. This spacing is an effort to mitigate performance losses due to turbine

wake interactions.8 A more recent optimization study of HAWT spacing using Large Eddy

Simulation (LES) suggests an even larger optimal streamwise spacing of approximately 15 D.9

While large HAWT spacing may optimize the power production of each turbine in the

array, it potentially reduces the amount of power that can be extracted from a given wind farm

footprint. The footprint power density can be an important design constraint in areas where

land is limited, such as near population centers, or where the source of wind is isolated to a

narrow region of terrain, such as along a ridgeline or shoreline. Vertical-axis wind turbines

(VAWTs), whose rotor blades spin on an axis perpendicular to the ground, have recently been

suggested to achieve higher turbine power output per unit land area than HAWTs.10,11 This is

in part due to the fact that, unlike for HAWTs, it is possible to increase the swept area of a

VAWT independent of its footprint. Despite the more complex aerodynamics of VAWTs as

compared to HAWTs, there have been significant efforts made to improve the modeling of

VAWT aerodynamics. The methods, mostly developed in the 1970 s, can be classified into three

categories: (1) momentum methods, including variants of single and multiple streamtube mod-

els; (2) vortex methods, where the effect of the turbine on the flow is modeled using sheets of

discrete vorticity; and (3) local-circulation methods, which include some of the features of the

other two methods. Detailed summaries of each of the methods are given by Touryan et al.12

and also in a more recent review by Islam et al.13 Of particular note is the work of Templin,14

who introduced a single streamtube model for VAWTs, following the same actuator disk theory

used by Betz. Specifically, the streamwise forces on the VAWT rotor blades are equated to the

change in streamwise wind momentum. This results in an induced velocity that is assumed to

be constant through the rotor, which is itself replaced by an equivalent actuator disk.

Computational work by Martinelli and Smits15 as well as Shamsoddin and Port�e-Agel16 has

made progress toward numerical techniques well-suited for the analysis of the flow around

VAWTs. These numerical tools aid in developing a better physical understanding of the

VAWT wake dynamics, which ultimately leads to more efficient wind farm designs.

Despite the existence of a variety of aerodynamic models and increasing simulation efforts

for individual VAWTs, there is a rather limited literature on the performance of arrays of

VAWTs. Rajagopalan et al.17 examined the performance of clusters of co-rotating VAWTs by

idealizing the rotors as momentum sources in a two-dimensional incompressible flow field.

They concluded that the physical positioning of the VAWTs relative to each other had a signifi-

cant effect on their aerodynamic performance, and that downwind turbine performance within

an array could be improved by judicious selection of the turbine positions to maximize the

overall array performance. Another VAWT array study was conducted by Whittlesey et al.,18

who showed by a semi-empirical analysis based on potential flow theory that an order-of-mag-

nitude improvement in footprint power density was possible for wind farms comprised of

counter-rotating VAWT pairs. This was subsequently supported in full-scale experiments by

Dabiri,10 and additional full-scale experiments have shown that this arrangement of VAWTs

allows for a reduction in the average inter-turbine spacing relative to HAWT arrays.11 What is

still lacking, however, is a reliable means to predict the array configurations that would opti-

mize this performance.

It is worth noting that the suggestion of exploiting positive aerodynamic interference

effects to boost wind farm performance is not limited to VAWT arrays. Ammara et al.19

adopted a similar approach to that proposed by Rajagopalan et al.17 in their study of HAWTs.

Their numerical study revealed that similar positive interference effects can be present in

HAWT arrays, such that a strategically designed dense array could produce energy at levels

similar to those of a sparse arrangement.

Due to the sensitivity of the overall wind farm efficiency to its layout, identifying the opti-

mal design by experiment alone would be impractical due to the time and expense involved.

The practical alternative that most optimization studies for HAWT farms have employed is the

use of simplified models either as standalone predictive tools (e.g., Ref. 20) or embedded within

higher fidelity numerical simulations (e.g., Ref. 9). The latter work incorporates knowledge
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about the complex turbulent flow patterns within a wind farm, which has been shown to be im-

portant in the vertical transport of energy.21 A wind tunnel study by Chamorro and Port�e-

Agel22 on the effects of thermal stability and incoming boundary layer flow characteristics on

HAWT wakes demonstrated that the velocity deficit at hub height along the center of the wake

was a key to the characterization of the overall wake and that its adequate prediction was

essential in order to assess performance.

This prior experience in optimizing HAWT array performance motivates our work to de-

velop a simple model to discover and characterize optimal VAWT arrays. We present an appli-

cation of actuator disk theory for VAWTs within the framework of two-dimensional potential

flow theory. Potential flows in general, and source distribution methods in particular, have been

used extensively in both naval hydrodynamics (e.g., Refs. 23 and 24) and airplane aerodynam-

ics (see, e.g., the review by Hess25) to model inviscid flow past bluff bodies. In the latter

review, the author points out that the predictions of such methods have been found to agree

well with experiments over a large range of flow conditions. In addition, even when the results

do not agree quantitatively with experiments, they are frequently useful in predicting the incre-

mental effect of a proposed design change or in ordering various designs in terms of effective-

ness, which is arguably the level of fidelity most useful in a wind farm layout optimization

study.

The remainder of the paper is organized as follows: Sec. II describes the analytical poten-

tial flow model; Sec. III describes the full-scale field measurements used to validate the model;

Sec. IV compares the model predictions with field measurements; and finally, Sec. V summa-

rizes and discusses the contributions of this work.

II. ANALYTICAL MODEL

The flow around an isolated VAWT is approximated by using a two-dimensional potential

flow model consisting of a uniform flow, a potential source, and a potential sink. This can be

expressed mathematically by the complex velocity, W (z)

W zð Þ ¼ V1e�ia þ
mso

2pz
�

msi

2p z� zsð Þ

� �

; (1)

where V1 is the magnitude of the freestream velocity, a is the freestream angle of incidence,

and mso and msi are the source and sink strength, respectively. The source denotes the center of

the conceptual VAWT, and it is located at the origin; zs is the downstream position of the sink.

The resulting velocity vector at a point in the flow is VðzÞ ¼ <ðWÞx̂ �=ðWÞŷ, where x̂ and ŷ

are Cartesian unit vectors.

When the source and sink are of equal strength, closed streamlines are formed in the shape

of what is known as a Rankine body. In the present work, we define a “leaky Rankine body”

(LRB) that is analogous to the Rankine body, but with a sink that is stronger than the source.

The relative strengths of the source and sink are determined by the VAWT power coefficient as

described below. A representative comparison between the streamlines around a Rankine body

and an LRB with the same source strength and downstream spacing from source to sink (but

different sink strength) is shown in Figure 1. Note that the Rankine body is shaded as a black

ovoid in Figure 1(a) and that an individual VAWT is shaded as a black circle in Figure 1(b)

with a diameter equal to the rotor diameter. To model an array of VAWTs, a superposition of

individual LRBs is used. Figure 1(c) shows representative streamlines around a pair of

VAWTs. The LRB streamlines have a qualitatively similar appearance to the separated wake of

a bluff body. This is used presently to model the effect of each VAWT wake on other VAWTs

within an array.

The LRB model implicitly assumes that the flow around each VAWT is steady and irrota-

tional everywhere. The assumption of steady flow is reasonable to first order since the turbine

output power typically scales cubically with the mean wind speed at hub height.8 The assump-

tion of irrotational flow is frequently used in high Reynolds number flows with limited
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separation but is known to lead to an erroneous prediction of zero net drag for any body formed

by a closed streamline that encloses all singularities.26 Hence, if a classical Rankine body were

used for the VAWT model, the zero drag prediction would imply that the model turbine does

not exchange energy with the flow. However, a branch of potential flow theory known as free-

streamline theory has been successfully employed to estimate the drag and shape of the steady

wake in cavity flows27 and behind bluff bodies.28 More recently, another potential flow model

known as the F€oppl point vortex system has been used to study vortex dynamics and control

for solid bodies.29,30 An underlying assumption of both the F€oppl system and free-streamline

theory is that a non-zero drag on a body in potential flow requires that a wake region be mod-

eled explicitly; this is a feature of the LRB model. More precisely, it can be shown that there

exists a finite force required to hold a source or a sink in place within a uniform flow.31 Since

the LRB model produces a net sink flow within a uniform flow, the force required to hold these

singularities in place is an analogous representation of the drag on the turbine. Thus, the model

is similar in physical principle to the actuator disk concept.

The LRB model for an isolated VAWT is fully specified by three parameters: the source

strength mso, sink strength msi, and downstream spacing from source to sink ss. The source and

sink strength are determined by application of Bernoulli’s equation and the conservation of

mass and momentum (i.e., actuator disk theory) to specify the speed of the flow upstream of

each turbine (i.e., U2) and in its far wake (i.e., U4). Given the freestream speed U1, it can be

shown that U2¼U1(1 � a) and U4¼U1(1 � 2a), where the induction factor a� (U1 � U2)/U1

is determined from the turbine power coefficient Cp¼ 4a(1 � a)2. Thus, the primary input to

the model is the nominal individual VAWT efficiency. For a given freestream speed U1, and

induction factor a, the LRB model parameters are related by the following linear system of

equations:

FIG. 1. (a) Streamlines formed by a source and sink of equal strength separated by distance ss. Closed streamlines are

shaded with a solid black ovoid, which is known as a Rankine body. (b) LRB streamline pattern formed by a source and

sink separated by distance ss. The sink strength in (b) is greater than in (a) with all other parameters the same. The solid

black circle indicates the size and position of the VAWT that is modeled. (c) Streamlines formed by the superposition of

two LRB models.
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�aU1 ¼ �
mso

2pru
þ

msi

2p ru þ ssð Þ

�2aU1 ¼
mso

2prw
�

msi

2p rw � ssð Þ
;

(2)

where ru and rw are the nominal positions of the upstream and far wake flow speeds, respec-

tively. The sink spacing ss, however, remains as a free parameter in this model and is calibrated

presently by a least-squares fit to velocity data collected in the field. In the results that follow,

the VAWT efficiency is taken as nominally 10%, which is consistent with the field data. The

upstream position is set at 3 D in front of each turbine and the far wake is 10 D downstream. It

is shown later that the model is relatively insensitive to different quantitative choices for all of

the aforementioned input parameters. To be sure, the model does begin to exhibit discrepancies

with the field data if the upstream point is less than approximately 3 D away from the turbine,

due to the effect of the singularity (i.e., the source) located at the turbine axis.

In the present work, individual VAWTs are located on a Cartesian grid with 0.15 D resolu-

tion in the x-y plane. The turbine spacing mimics the configuration of VAWTs described in

Sec. III. Because the power produced by each turbine is proportional to the cube of the

upstream wind speed, the performance of each array is quantified by the average value of U3
2

over all of the turbines in the array. A more detailed development of the LRB model and its

connection to actuator disk theory is given in the Appendix.

III. EXPERIMENTAL METHODS

A. Field site and wind turbines

Field measurements of an array of full-scale VAWTs (Windspire Energy, Inc.) were con-

ducted in the Antelope valley of northern Los Angeles County in California, USA from 2011 to

2013. The layout of the facility is shown in the photograph in Figure 2. The VAWT array was

initially comprised of nine counter-rotating turbine pairs arranged on an equidistant grid spaced

8 D apart with the turbines in each pair separated center-to-center by 1.65 D. Six additional tur-

bines were added subsequently, of which one was used in a study described below. The

VAWTs have a lift-based rotor design consisting of three airfoil blades and a rated power out-

put of 1.2 kW. The total height of each turbine is 9.1m with a rotor height of 6.1m and a diam-

eter of 1.2m. The nominal cut-in and cut-out speeds of the turbines are 4m s�1 and 12m s�1,

respectively. The turbines operate at a rotation rate of approximately 350 rpm and a tip speed

ratio of 2.3 in incident winds of 8m s�1.

FIG. 2. Photograph of the experimental VAWT array.
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B. Wind velocity measurements

Wind velocity was measured using seven three-component ultrasonic anemometers

(Campbell Scientific CSAT3) mounted on a 10m meteorological tower (Aluma-Towers, Inc.)

and vertically spaced in 1m increments over the turbine rotor height. The CSAT3 sensors were

operated at a sampling frequency of 10Hz with a measurement uncertainty of 0.161m s�1.

Both the sensors and the data logger (Campbell Scientific CR3000) were powered by a solar

panel and battery system to make the apparatus fully portable. An additional reference meteoro-

logical tower was positioned southeast of the array. This 10m tower continuously recorded

both wind speed and direction at 10-min intervals using a cup anemometer (Thies First Class).

The data were subsequently uploaded to a database via satellite link.

Vertical profiles of wind velocity were measured at nine positions along the centerline of a

four-turbine array as indicated in Figure 3(a). The four turbines were aligned with a southwest-

erly wind direction and the measurement duration at each position was approximately 150 h.

Data were also collected with all 18 turbines erected. During this period, vertical profiles of

wind velocity were measured at four positions along the centerline of the array as shown in

Figure 3(b). For both measurement periods, the prevailing wind direction was from the south-

west. For each meteorological tower position, the data were first conditioned to include only

wind directions between 215� and 235�. The measured streamwise velocity was then normal-

ized by the reference tower streamwise velocity and averaged spatially over the seven sensors

and in time. This resulted in one normalized streamwise velocity measurement, U, per measure-

ment location. For comparison with the LRB model, this normalized velocity U at the array

centerline position ACL/D¼�15 in Figure 3(b) was used as the normalized freestream velocity,

i.e., U1.

C. Power measurements

Turbine output power was continuously recorded to a Campbell Scientific data logger

(CR3000) at 10-min intervals and then uploaded to a database (available at http://flowe.caltech.edu)

via satellite link. The power data was conditioned to examine the performance among individ-

ual turbines within the 4-turbine array and also the 18-turbine array. The average performance

between five 12-turbine subsets of the 18-turbine array was also examined as described below.

For each 10-min power measurement, the power coefficient, Cp ¼ P= 1
2
qAV3

1, was calculated

for each turbine. Here, P is the power produced by the turbine, q¼ 1.2 kg m�3 is the density of

FIG. 3. (a) Schematic top view of the four VAWT array and (b) schematic top view of the 18 VAWT array. VAWTs are

drawn to scale with black circles and numbered individually. Velocity measurement positions are indicated by red X’s. The

position of the reference meteorological tower is not drawn to scale. The axis dimensions are given in rotor diameters

where D¼ 1.2m.
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air, A¼ 7.3 m2 is the projected area of the rotor, and V1 is the reference meteorological tower

wind speed.

Figure 4(a) shows a box plot of the power coefficient for each of the four turbines when

all four turbines were simultaneously operational. In this case, power data was only included

for wind speeds between 6 and 10m s�1, but all wind directions were allowed in order to

examine its effect on performance. A radial histogram of wind direction for this case is shown

in Figure 4(c), which also indicates the number of hours of power data collected. The effect of

wind direction on turbine performance was obtained by comparing the mean Cp of each turbine

for wind directions between 185�–210�, 210�–235�, 235�–260�, 260�–285�, and 285�–310�. A

paired student’s t-test was used to evaluate the statistical significance of each comparison. The

result was considered statistically significant if the null hypothesis, i.e., that the difference

between the two mean values of Cp was due to random variation, could be rejected with greater

than 95% confidence. For the case of the 18-turbine array, the power coefficient for each tur-

bine when all turbines were simultaneously operational is shown in Figure 4(b). In this case,

FIG. 4. Box plot of individual turbine power coefficient (a) when four turbines are operational for all wind directions and

(b) when 18 turbines are operational and wind direction is between 215� and 235�. (c) Wind rose in degrees from due north

for the four-turbine array and (d) the 18-turbine array. Wind speeds are between 6 and 10m s�1 for both cases.
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power data was only included for wind speeds between 6 and 10m s�1 and wind direction

between 215� and 235�. The corresponding radial histogram is shown in Figure 4(d). Individual

turbine performance was examined by calculating an average Cp for each turbine and perform-

ing a paired t-test between that turbine and each of the other seventeen turbines.

Because not all 18 turbines were continuously operational during the measurement cam-

paign (e.g., due to turbine maintenance), the field measurements also characterized various con-

figurations comprised of subsets of the 18 turbines. We identified five unique array configura-

tions with 12 VAWTs producing power during similar wind conditions (i.e., wind speeds

between 6 and 10m s�1 and wind direction between 215� and 235�). These five unique array

configurations, shown schematically in Figure 5, were selected for detailed analysis of relative

array performance. It was observed that turbines 1 and 2 at the front of the array had a different

Cp for each of the different configurations. This was attributable to differences in wind condi-

tions during the measurement of each configuration, rather than to an inherent difference in effi-

ciency for each configuration. To account for this, the Cp of each turbine in each array was nor-

malized by the average Cp of the front two turbines in that array. The relative performance of

the arrays, i.e., the average of the normalized Cp for each configuration, was compared using a

paired t-test.

D. LRB model calibration

The centerline meteorological tower data for a single VAWT and a VAWT pair were both

used to determine the sink spacing, ss, for the LRB model. For the single VAWT (cf. Figure

3(a)), only the measurement locations at ACL/D¼�2, 2, and 8 were used to give velocity meas-

urements around the first turbine in the array. Velocity measurements at ACL/D¼�15 were

taken only for the VAWT pair but were also used with the single VAWT data. For the VAWT

FIG. 5. Five 12-turbine array configurations selected for analysis of relative array performance. The power data for each

configuration is a subset of the data collected from the full 18-turbine array when only 12 turbines are producing power

with wind speeds between 6 and 10m s�1 and wind direction between 215� and 235�. Only turbines that are operational are

indicated by the solid black circles. Configuration (1) includes 43 ten-minute average data points, configuration (2) includes

15 data points, configuration (3) includes 31 data points, configuration (4) includes 47 data points, and configuration (5)

includes 12 data points.
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pair (c.f. Figure 3(b)), all of the measurement locations were used in the calibration, i.e., ACL/

D¼�15, �1.5, 2, and 8. The calibration consisted of finding the sink spacing that minimized,

in the least-squares sense, the difference in the model prediction of the velocity and the field

data at the specified positions.

As shown in Figures 6(a) and 6(b), the best-fit curves to the respective data sets achieve

reasonable agreement between the LRB model and the field measurement. However, rather than

using two different values for ss (i.e., one from the single VAWT calibration and one from the

VAWT pair), an intermediate value of ss/D¼ 1.44 is used subsequently for all of the LRB

model predictions. This value was obtained by minimizing the sum of the least-squares error

between the field data and the respective LRB model predictions. The sensitivity of the LRB

model to the choice of ss is quantified in Sec. IVC. It is worth noting that the point directly

behind the single turbine, i.e., ACL/D¼ 2, sits very close to a singularity, i.e., the potential sink,

which makes an LRB prediction of velocity at this point very sensitive to small changes in the

flow field.

The calibrated LRB model was used to reconstruct the remainder of the centerline meteoro-

logical tower velocity data for the four-turbine array as shown in Figure 7. There is reasonable

agreement between the model and the field data beyond the original four calibration points.

Notably, the best agreement with the LRB model is seen directly in front of the each turbine,

which is most important for predicting turbine performance. The worst agreement is directly

behind each turbine due to the aforementioned model sensitivity near the singularities.

FIG. 6. Calibration of the sink spacing model parameter, ss. (a) Least-squares fit to the field data for the single VAWT. (b)

Least-squares fit to the field data for the VAWT pair. Best fit model parameter, ss/D¼ 1.44, to the combined field data for

the (c) single VAWT and (d) pair of VAWTs. Open black circles indicate the LRB model prediction of flow speed at the

field measurement locations. Gray rectangles indicate turbine positions.

063118-9 Araya et al. J. Renewable Sustainable Energy 6, 063118 (2014)

 This article is copyrighted as indicated in the article. Reuse of AIP content is subject to the terms at: http://scitation.aip.org/termsconditions. Downloaded to  IP:

131.215.70.231 On: Thu, 29 Jan 2015 16:13:35



IV. RESULTS

A. LRB model prediction of individual turbine performance

Figure 8 shows the effect of wind direction variation on turbine performance for the four-

turbine array. Figure 8(a) indicates the bins for wind direction that were used to sort the field

FIG. 7. Comparison of the LRB model with meteorological tower streamwise velocity measurements for the four-turbine

array. Open black circles indicate the LRB model prediction of flow speed at the field measurement locations. Gray rectan-

gles indicate turbine positions.

FIG. 8. The effect of wind direction on turbine performance for the indicated four-turbine array. (a) Schematic of the array

with the bins of wind direction. (b) Field measurements of individual turbine performance. Error bars indicate one standard

deviation. (c) LRB model prediction of turbine performance for each wind direction, taken as the average in each bin.
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data. The variation of the individual turbine Cp with wind direction is shown in Figure 8(b).

The LRB model prediction of individual turbine performance is shown in Figure 8(c).

For each data point in Figure 8(b), the mean Cp for a given turbine and wind direction has

been normalized as follows: The mean Cp of each turbine was first normalized by its mean Cp

when the wind was near perpendicular to the array (i.e., 285�–310�). An exception is for tur-

bine 18, which had erroneous velocity data when the wind velocity was between 285� and

310�. Hence, the Cp for turbine 18 was normalized by the average Cp when the wind direction

was between 260� and 285�. The normalized Cp was then divided by the Cp of the lead turbine

(i.e., turbine 2) to give the relative trend among the turbines.

The result of each t-test between pairs of data points in Figure 8(b) is shown graphically

using closed symbols to denote mean values that are statistically significantly different when

compared to any other data point, and open symbols to denote mean values that are not statisti-

cally significantly different between points that coincide within the gray region. For example,

for turbine 10, the blue data point is directly on top of the black data point, and is indicated by

an open blue symbol filled with gray. This blue point is greater than the red, pink, and green

data point; similarly, the solid green data point is lower than all of the rest. However, the dif-

ference between the red and pink data points is not statistically significant, as indicated by open

symbols connected by a gray bar.

The LRB model results shown in Figure 8(c) are normalized in an analogous manner as

the field data. There is reasonable agreement between the field measurements and the LRB

model, which is able to capture the qualitative trends in individual turbine performance and

also correctly predicts the ordering of the colored curves. The best turbine performance occurs

when the wind is nearly perpendicular to the array (black curve) and the worst turbine perform-

ance occurs when the wind is nearly parallel to the array (green curve), as would be expected

intuitively. What is less intuitive is the slope of these curves, i.e., the percent change in per-

formance of one turbine downstream of another. It can be seen that there is good agreement

again between the LRB model and the field data for the limiting case of incident wind nearly

parallel to the array. However, the LRB model tends to over predict the effect of the wake as

the wind direction moves around toward perpendicular to the array. The field data indicates that

when the wind direction is greater than approximately 270�, there is no loss in performance

due to the wake of the upstream turbines. However, for a wind direction of 271� (i.e., the mean

of the 260�–285� bin), the LRB model predicts a monotonic decrease in performance for each

turbine, ending with a loss of power of about 10% at turbine 24 relative to turbine 2. Similarly,

the LRB model amplifies the magnitude of the power lost among the downstream turbines for

the intermediate wind directions, which indicates that the modeled LRB wake is broader than

the actual VAWT wake. This overprediction of power loss suggests that the LRB model, while

effective in capturing the rank ordering of turbine performance, is a conservative estimate of

array performance.

Figure 9 shows a comparison between the field data and the LRB model for the 18-turbine

array configuration when all turbines are simultaneously operational. The average wind direc-

tion of 222� is used for the LRB model prediction. The mean Cp for a given turbine is normal-

ized by the average Cp of the front two turbines, i.e., turbines 1 and 2. Qualitatively, there is

good agreement between the plots of the field data and that of the LRB model. During the mea-

surement campaign, turbines 3 and 7 experienced a number of maintenance issues. This is

reflected in the large variance in turbine 3 and the relatively low performance of both turbines.

While it is possible that other discrepancies between the two plots in Figure 9 are due to individ-

ual variations among the turbines, we are not able to quantify these effects because the individual

performance characteristics of each turbine in isolation are unknown. However, if we assume that

each turbine in the array is identical, as they ideally should be, then the qualitative agreement with

the LRB model gives some insight into the characteristics of the flow within the array. One interest-

ing feature is that both the field data and the LRB model indicate that there are specific turbines

within the array that perform better than the front two turbines. Specifically, the LRB model predicts

that turbines 3, 4, 6, 7, 8, and 13 all perform better than the front two turbines to some degree.

Similarly, the field data shows that turbines 4, 5, 6, 8, 13, and 14 consistently perform better than the
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front two turbines. This seems to suggest that a position such as that of turbine 4, which is slightly

set back within the array, has an inherent aerodynamic advantage over, e.g., turbine 1, 2, or 3. The

physical mechanism that promotes such an advantage is addressed in Sec. IVB. Also of interest is

that the LRB model seems to under predict the performance of turbines 5 and 14, which are on the

outer corners of the array. This discrepancy is attributed to the overly broad nature of the LRB wake

as previously observed.

B. LRB model prediction of turbine array performance

While it is desirable to accurately predict the percent change in power loss for individual

turbines within an array, a primary goal of the proposed low-order model is to be able to pre-

dict differences in average performance between unique array configurations. As discussed in

Sec. III, a subset of five unique turbine configurations from the 18-turbine array was examined

for this purpose. Figure 10 shows a comparison between the field measurements and the LRB

model prediction of array performance for the five unique turbine configurations.

The most significant result is that the LRB model correctly predicts the ranking of all of

the array configurations to within statistical certainty. Specifically, the performance of both

FIG. 9. (a) Schematic of the 18-turbine array with the bin of wind direction. (b) Comparison of field measurements and

LRB model prediction for the performance of individual turbines within the array. Error bars indicate one standard

deviation.
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configurations 1 and 2 are found to be greater than 3, 4, and 5 with greater than 95% confi-

dence that the null hypothesis can be rejected. There is a seemingly large discrepancy between

the LRB model prediction and the field data for array configuration 2. One possible explanation

for this is the aforementioned tendency for the model to overpredict the wake effect.

Configuration 1 has nine turbines on the front edges of the array facing into the freestream

whereas configuration 2 only has eight (cf. Figure 5). Therefore, it is reasonable to expect that

configuration 1 performs better than configuration 2, as the LRB model suggests. However, the

limited sample size of each of the subset turbine configurations is such that the difference in

performance between configurations 1 and 2 was not found to be statistically significant (as

indicated by the vertical gray bars). While the difference in performance between configurations

3 and 5 and also 4 and 5 is not statistically significant, the difference in performance between

configurations 3 and 4 is significant. In each case where the measured difference in array per-

formance is statistically significant, the LRB model prediction of array performance is in agree-

ment with this result. It is noteworthy that the magnitude of the difference in performance

FIG. 10. Comparison of field measurements and LRB model prediction of average array performance for the five unique

configurations of twelve VAWTs. Error bars indicate one standard deviation.

FIG. 11. Streamlines generated by the LRB model for the (a) best and (b) worst performing arrays as predicted by the

model, i.e., configurations 1 and 5, respectively.
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among the arrays in this case is modest, not exceeding about 10%, and even less than 1%

between the LRB model predictions. Yet the model is nonetheless effective in correctly identi-

fying the relative array performances.

Using the LRB model, we can now identify the physical mechanisms that lead to enhanced

array performance. A qualitative comparison between the streamlines of the best and worst

array configuration is shown in Figures 11(a) and 11(b), respectively. An immediate observation

is that the best array configuration has the greatest number of turbines exposed to the free-

stream. However, this metric is insufficient to distinguish between all five configurations. For

example, configurations 3 and 4 have the same number of turbines exposed to the freestream,

yet configuration 3 exhibits better performance than configuration 4. For further investigation,

smaller two- and three-turbine array configurations can be examined.

Figure 12(a) shows a schematic of a two-turbine array configuration in which turbine A is

moved diagonally in front of turbine B. The total array performance, i.e., the average of U3
2 of

the two turbines, as a function of the position of turbine A is shown in Figure 12(c). The aver-

age value of U3
2 has been normalized by the value for an isolated turbine. As expected, the

curve is symmetric about the point where the two turbines are aligned with the freestream.

There is also a region that is approximately 4 D wide where the wake of the upstream turbine

negatively impacts array performance. Interestingly, the best orientation for the two turbines

occurs when turbine B is just slightly outside of the wake region of turbine A, where there is

FIG. 12. (a) Schematic for a two-turbine array and (b) three-turbine array, and the LRB model prediction of array perform-

ance for each, (c) and (d), respectively. Turbines are drawn to scale with the initial position of turbine A indicated in the

figures.
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an increase in performance of about 7% relative to the turbines in isolation. A similar result

has been observed in previous field experiments.10 Beyond this point, the normalized array per-

formance asymptotically decreases toward 1 as the turbines are spread further apart.

Figure 12(b) shows a similar schematic as in Figure 12(a), but with an additional turbine

that is fixed in place adjacent to turbine A. Again, turbine A is moved diagonally across the

line indicated in the plot. The total array performance as a function of the position of turbine A

is shown in Figure 12(d). There is now an asymmetry to the array performance curve about the

point where turbines A and B are aligned with the freestream due to the presence of the third

turbine. The best array performance occurs when turbine A is in between turbines C and B.

Furthermore, the entire curve has shifted upward relative to the two-turbine configuration due

to the addition of turbine C. There is also a noticeable reduction in the difference between the

best and worst configurations, as indicated by the shallower drop in array performance when

turbine A is directly in front of turbine B. The LRB model suggests a competition within the

array between turbine blockage that can locally accelerate the flow and wake losses that slow

the flow down. Optimal array configurations will position turbines to exploit local flow acceler-

ation and avoid regions of wake loss.

C. Robustness of LRB model prediction of array performance

The robustness of the LRB model depends on its sensitivity to the choices of Cp, ru, rw,

and ss. In the present evaluation, the LRB model is considered to remain effective if it accu-

rately predicts the ranking of the array configurations in Figure 10. To test the model, the nomi-

nal turbine efficiency is varied from 5% to 59% (i.e., the Betz limit); ru/D is varied from 1 to

6; and rw/D is varied from 5 to 10. The results for these test cases are shown in Figures

13(a)–13(f). In these figures, the black circles indicate that the LRB model correctly predicts

the array ranking and an “X” indicates that the model fails. The red circle indicates the nominal

values of the LRB model. This test shows that the model prediction is robust to increases in the

value used for Cp but that it fails when Cp is too low (5%) and for very large Cp (59%).

Two cases were considered to evaluate the effect of varying the sink spacing, one with ss/

D¼ 1.0 and another for ss/D¼ 2.0. Figures 14(a) and 14(b) show that the LRB model is rela-

tively insensitive to these choices of the sink spacing parameter, which are considered extreme

cases given the small difference in least-squares estimates of ss during the model calibration.

V. CONCLUSIONS

The low-order LRB model has been developed to rapidly distinguish the performance of ar-

bitrary configurations of VAWT arrays. Comparison with field measurements validated that the

LRB model is able to not only asses differences among individual turbines within an array but

also to predict the ranking of the average performance of unique VAWT arrays with better than

95% statistical certainty. The LRB model is conservative in that it overpredicts the losses

caused by the turbine wakes. In conjunction with the field data, the LRB model also provides

insight into the physical mechanisms that determine individual turbine dynamics and array per-

formance. A key conclusion that can be drawn from the present results is that there are two pri-

mary competing fluid dynamic mechanisms within the array that contribute to the overall per-

formance. The first is turbine blockage, which can locally accelerate the flow adjacent to a

turbine and, perhaps surprisingly, can thereby increase the performance of neighboring turbines

above their performance in isolation. The other effect is that of the turbine wake, which locally

decelerates the flow and leads to a decrease in performance for downstream turbines. The com-

bined effect is captured by the LRB model, and therefore it achieves a reasonable estimate of

performance based on the average wind speed directly ahead of each turbine.

It is prudent to note that this simplified model is not intended to capture the complex struc-

ture and dynamics of the three-dimensional turbulent flow that occurs in wind farms, e.g., the

vertical shear of the incoming atmospheric boundary layer, or the dynamics of the energy

exchange between the atmospheric boundary layer and the array. Rather, the model is intended

to serve as a tool that can rapidly assess, to a first approximation, the viability of one wind
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FIG. 13. Parameter study of the LRB model prediction of array performance with varying Cp as (a) 5%, (b) 10%, (c) 15%,

(d) 20%, (e) 30%, and (f) 59%. Black circles indicate the model correctly predicts the ordering of array performance and

black Xs indicate where the model fails. The red circle indicates the nominal model parameters of ru/D¼ 3 and rw/D¼ 10.
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farm configuration relative to another. This approach is akin to the work of Betz, which despite

assumptions of inviscid flow among other simplifications, can be quite useful for performing

engineering calculations of wind turbines. Additionally, the benefit of the current approach is

that optimal array configurations can be found with significantly less computational expense

than higher fidelity numerical simulations such as LES and much more rapidly than in experi-

ments. Future work will explore the applicability of the present method for design of HAWT

farms.
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APPENDIX: DETAILED DEVELOPMENT OF THE LRB MODEL

The purpose of this section is to provide additional background information and details on the

development of the LRB model. As introduced in Sec. II, the LRB model is an application of the

simplified model of wind turbine aerodynamics known as actuator disk theory.3,8 In what follows,

actuator disk theory is briefly reviewed and then related to the LRB model via potential flow

theory.

In actuator disk theory, the turbine rotor is idealized as a permeable, non-rotating disk and the

flow is assumed to be one-dimensional, frictionless, and incompressible. Mass is conserved and

thus the velocity is continuous along a streamtube that encompasses the disk. A key assumption of

the theory is the presence of a discontinuous pressure drop across the disk, which is an idealization

of the mechanical extraction of energy by the turbine. An example schematic of this flow with the

corresponding velocity and pressure distribution is shown in Figure 15. The lines drawn in this fig-

ure are only for illustrative purposes as the theory only stipulates the conditions at stations 1–4.

Determination of the full distribution of velocity and pressure requires solution of the equations of

fluid motion, e.g., by direct numerical simulation. Conservation of mass requires that

FIG. 14. Parameter study of the LRB model prediction of array performance with varying the sink spacing, ss, model pa-

rameter. (a) ss/D¼ 1.0 and (b) ss/D¼ 2.0. Black circles indicate the model correctly predicts the ordering of array perform-

ance and black X’s indicate where the model fails. The red circle indicates the nominal model parameters of ru/D¼ 3 and

rw/D¼ 10.
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_m ¼ qU1A1 ¼ qU2A2 ¼ qU4A4; (A1)

where U1, U2, and U4, are the flow velocities upstream of the rotor, at the rotor, and in the far

wake of the rotor, respectively. Note from Figure 15 that U3¼U2 and A3¼A2, but that p3< p2.

Another key assumption of the theory is that the static pressure in the far wake (i.e., station 4) fully

recovers to the value upstream (i.e., station 1), or p4¼ p1. Applying Bernoulli’s equation from sta-

tion 1 to 2 and again from station 3 to 4 gives the following two equations for the static pressure

directly in front of and behind the disk:

p2 ¼
1

2
qU2

1 þ p1 �
1

2
qU2

2; (A2)

p3 ¼
1

2
qU2

4 þ p4 �
1

2
qU2

3: (A3)

The magnitude of the force, F, acting on the disk is then F¼ (p2 � p3)A2. By linear momentum

conservation it can be shown that

_mðU4 � U1Þ ¼ ðp2 � p3ÞA2: (A4)

Combining Eqs. (A1)–(A4) give the following result for the velocity directly in front of the rotor:

U2 ¼
1

2
U1 þ U4ð Þ: (A5)

The axial induction factor, a, is defined as the following:

a �
U1 � U2

U1

: (A6)

By algebraic manipulation of Eqs. (A5) and (A6), it can be shown that

U2 ¼ U1ð1� aÞ; (A7)

U4 ¼ U1ð1� 2aÞ: (A8)

Finally, the power, P, extracted from the flow by the turbine is given by P¼FU2, which upon sub-

stitution of Eqs. (A4) and (A5) gives

P ¼
1

2
qA2U2 U2

1 � U2
4

� �

: (A9)

The turbine power coefficient, Cp, is defined as

FIG. 15. Schematic of the flow through a turbine modeled as an actuator disk. The variable streamtube cross-sectional area,

velocity, and static pressure fore and aft of the turbine are indicated.
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Cp �
P

1

2
qA2U

3
1

¼ 4a 1� að Þ2: (A10)

It was shown in Sec. II that the LRB model assumes that the mean flow around an individual

VAWT can be represented by a potential flow consisting of a uniform flow of magnitude V1, a

potential source of strength mso, and a potential sink of strength msi, with the source and sink sepa-

rated by a distance ss. Without loss of generality, it is illustrative to examine the case of a uniform

flow of magnitude U1 in the x-direction and with a source and sink placed along the x-axis. This

results in a streamwise velocity along the x-axis, U(x), which is dependent on the strength of the

source and sink as well as their spacing. Assuming that the source is located at the origin, this

streamwise velocity is given as follows:

U xð Þ ¼ U1 þ
mso

2px
�

msi

2p x� ssð Þ

� �

: (A11)

The connection between this potential flow velocity profile and the aforementioned actuator disk

theory is in the specification of mso and msi in Eq. (A11). Given the Cp of a particular turbine, the

induction factor, a, is immediately known from Eq. (A10). By further specifying the freestream

velocity, U1, the velocities U2 and U4 are given by Eqs. (A7) and (A8), respectively. An important

distinction of the LRB model is that the velocity is indeterminate in the region very close to the

turbine rotor due to the presence of the singularities. Therefore, it is not possible to sample the ve-

locity directly at the turbine rotor. Instead, the velocity as seen by the rotor, i.e., U2, is taken as the

potential flow velocity just upstream of the turbine center at the position x¼�ru in the LRB

model. Similarly, the far wake velocity, i.e., U4, is positioned downstream of the turbine center at

x¼ rw. This results in the following system of equations:

U �ruð Þ ¼ U2 ¼ U1 �
mso

2pru
þ

msi

2p ru þ ssð Þ
; (A12)

U rwð Þ ¼ U4 ¼ U1 þ
mso

2prw
�

msi

2p rw � ssð Þ
: (A13)

Given the sink spacing, ss, which is calibrated as described in Sec. III, the above system of equa-

tions can be solved for mso and msi for a single turbine. Taking ss/D¼ 1.44, ru/D¼ 3, and rw/D

¼ 10, the corresponding velocity magnitude (i.e., wind speed) along the x-axis given by the LRB

model for a single VAWT is shown in Figure 16. In this plot, it can be observed that the velocity

as seen by the rotor (U2) is in accordance with Eq. (A5) derived from actuator disk theory, i.e.,

0:96 � 1
2
1þ 0:94Þð .

The primary utility of the LRB model is in assessing the performance of arrays of turbines.

To do this, individual turbines within an array are modeled by a superposition of LRBs. By this

approach, the resulting flow around each turbine in the array is different from the isolated LRB,

FIG. 16. Axial velocity distribution for a single VAWT by the LRB model. Gray rectangle indicates turbine position.
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which implies that the resultant turbine efficiency, i.e., Cp, is variable. The benefit of superposition

is the speed of calculation (e.g., a few seconds for dozens of VAWTs). The tradeoff, however, is

that the actual efficiency of each VAWT in the array is ill-defined because there does not exist an

objective freestream (i.e., U1), only the incident speed U2. For a single turbine with a given Cp,

the turbine power scales as U3
1 , i.e., P � U3

1 . Since U1¼U2/(1 � a), and a is nominally a constant,

then it can be similarly stated that the turbine power scales as the cube of the incident speed, i.e.,

P � U3
2 . Hence, this metric is a suitable choice for making relative, as opposed to absolute, predic-

tions of performance among turbine arrays and it is used in the LRB model for just this purpose.
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