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Abstract An energy recovery or resonant clocking scheme is very attractive
for saving the clock power in nanoscale ASICs and systems-on-chips, which
have increased functionality and larger die sizes. The technology scaling fol-
lowed Moore’s law, that lowers node capacitance and supply voltage, making
nanoscale integrated circuits more vulnerable to radiation-induced single event
upsets (SEUs) or soft errors. In this work, we propose soft-error robust flip-
flops (FFs) capable of working with a sinusoidal resonant clock to save the
overall chip power. The proposed conditional-pass Quatro (CPQ) FF and true
single phase clock energy recovery (TSPCER) FF are based on a unique soft
error robust latch, which we refer to as a Quatro latch. The proposed C2-DICE
FF is based on a dual interlocked cell (DICE) latch. In addition to the storage
cell, each FF consists of a unique input-stage and a two-transistor, two-input
output buffer. In each FF with a sinusoidal clock, the transfer unit passes the
data to the Quatro and DICE latches. The latches store the data values at two
storage nodes and two redundant nodes, the latter enabling recovery from a
particle-induced transient with or without multiple-node charge sharing. Post-
layout simulations in 65nm CMOS technology show that the FF exhibits as
much as 82% lower power-delay product compared to recently reported soft
error robust FFs. We implemented 1024 proposed FFs distributed in an H-tree
clock network driven by a resonant clock-generator that generates a 1–5 GHz
sinusoidal clock signal. The simulation results show a power reduction of 93%
on the clock tree and total power saving of up to 74% as compared to the same
implementation using the conventional square-wave clocking scheme and FFs.
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Fig. 1: (a) Traditional clocking scheme uses buffers in the clock tree to dis-
tribute a square wave clock for the final flip-flops, and (b) resonant energy re-
covery clocking scheme uses an RLC resonance network to the bufferless clock
network to distribute a sinusoidal signal for the energy recovery flip-flops.

1 introduction

We have observed an increasing trend in the use of electronic devices; at the
same time, due to the wide applications of mobile devices, power consumption
and timing issues have become a critical concern in the modern semiconductor
industry. In a semiconductor device, the clock is an indispensable part that
gives the timing references to control the data flow. However, the clock dis-
tribution network (CDN) in synchronous ASICs and systems-on-chips (SOCs)
consumes a significant amount of power compared to the whole system. In
addition, the skew and the jitter of the clock network increase the timing
margins, which consequently degrade the performance and prevent the chip
from working at lower voltage to save power [5]. The energy recovery clocking
scheme is very attractive as a way to address this concern. Unlike the tradi-
tional square-wave clocking scheme (see Figure 1(a)) [8], the resonant clocking
scheme uses an on-chip inductor, an input decoupling capacitor with the ca-
pacitance of the clock distribution network, to generate a sinusoidal clock (see
Figure 1(b)) [27, 9, 26, 3]. The energy recovery scheme achieves low energy
dissipation by restricting current from flowing across devices with low voltage
drop, enabling significant power saving.

In addition to the CDN power and timing constraints, the very large-scale
integrated circuits in the submicron regime are highly susceptible to particle-
induced single event transients (SETs). First and foremost, these SETs are
caused by alpha particles and cosmic neutrons, which originate from packaging
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materials and intergalactic rays, respectively. Cosmic radiation, which mainly
comprises neutrons at the ground level, has a higher flux density at aircraft
altitudes. However, the ground level neutron flux (∼ 13 neutrons/cm2/s in
New York City) is sufficient to interact with the silicon atoms in the substrate
and generate unwanted charges [17]. When these unwanted charges collect by
reverse bias p-n junctions, they result in a voltage transient or SET at the as-
sociated nodes [1, 25, 23]. When an SET changes the stored value of a memory
element or flip-flop (FF), it is referred to as single event upset (SEU) [6]. While
an SEU can cause system malfunctions by data corruption, the error does not
permanently damage the device as we can restore the original/new data by
refresh or rewrite and hence referred to as a soft error. However, with technol-
ogy scaling, the soft error rate (SER) in logic circuits is increasing significantly
compared to the overall SER rate of the sequential circuits [18]. In fact, the
per-bit logic SER has become comparable to that of the embedded memory at
the 65nm node [1]. Therefore, limiting the SER and the clock network power is
very crucial to ensure the reliability and power efficiency of ASICs and SOCs.

The importance of designing low-power and high-performance timing ele-
ments has led to the design of different kinds of low-power latches and FFs in
the literature [8, 21, 30, 19, 15, 32, 7, 22, 29, 28, 11, 20]. A number of papers
have proposed new styles of latches and FFs that improve power, speed, and
energy or demonstrate special characteristics of timing and soft error robust-
ness. Soft error robust flip-flops consume extra power due to their additional
redundant circuitry. In addition, this circuitry increases the flip-flops’ input
clock pin capacitance. As a result, the conventional clocking and the soft error
robust flip-flops increase the overall chip power. In this paper, we present three
high-speed soft error tolerant FFs with an energy recovery clock in order to
improve the robustness and reduce the CDN power of a SOC or a micropro-
cessor. By working with the energy recovery clock, the FF enables recovery
of energy from the clock input gate capacitances and eliminates the need for
clock tree buffers, which are often used for a square-wave clock. Hence, we
refer our flip-flops as energy recovery flip-flops. The FFs are based on an eight-
transistor (8T) SEU-tolerant Quatro latch [16] and an 8T dual interlocked cell
(DICE) [4]. The key contributions of this work are:

• The first work to apply resonant clocking on SEU hardened FFs.
• A comprehensive analysis of proposed FFs with existing soft error robust

and energy recovery FFs.
• The proposed FF remove glitches from traditional true single phase clock

register output.
• A detailed analysis of SET sensitivity based on dual-node charge sharing,

which is considered as a major threat to the reliability of an integrated
circuit.

• A multi-frequency power comparison of the proposed SEU-hardened FF
system with traditional clocking schemes.

The remainder of the paper is organized as follows. Section 2 presents an
overview of existing energy recovery and soft error robust FFs. Section 3 intro-
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duces the proposed soft error robust energy recovery FFs. Section 4 presents
a performance analysis of the proposed FFs. Section 5 presents the soft error
tolerance of the proposed FFs, and Section 6 presents the energy recovery
clocking scheme while Section 7 draws the conclusions.

2 Background

2.1 Overview of Existing Energy Recovery Flip-Flops

A number of energy recovery FFs are proposed in the literature [8, 21]. The
sense amplifier energy recovery (SAER) FF is based on traditional sense ampli-
fier [21]. The SAER FF consumes extra short-circuit power due to the overlap
between evaluation and precharge phases. In addition, its internal nodes are
charging and discharging at every clock cycle regardless of any data switching
activity. Static differential energy recovery (SDER) is a implicit pulsed FF
that has a very low clock-to-Q (tC−Q) delay and also eliminates the internal
charging-discharging issue of SAER FF but consumes extra power at high data
switching activity [21]. However, the SDER input data buffer consumes more
power than the SAER FF. The single-ended conditional capturing energy re-
covery (SCCER) FF exhibits very low tC−Q delay [21]. The power-efficiency
of a SCCER FF reduces significantly at high dara rate, this is primarily due to
the large four-NMOS transistors stacked at the input stage. However, SCCER
FFs are more power-efficient at low data switching activity. Another prior art,
the dual-edge-triggered pulsed energy recovery FF [8] requires more transis-
tors compared to a single edge-triggered FF. Similar to a SAER FF, this FF
consumes more power due to its internal node charging-discharging, particu-
larly at low data activity. Moreover, all of these [8, 21] energy recovery FFs
are highly vulnerable to particle-induced single event transients.

2.2 Overview of Existing SEU-Hardened Flip-Flops

The SEU mitigation in FFs involves either hardware-redundancy or circuit-
hardening by design (HBD) methodologies. Redundancy can be spatial or
temporal. Triple modular redundancy (TMR), in which a module is replicated
three times and the output is extracted from a majority vote, is widely used
to mitigate SETs/SEUs. The temporal redundancy technique, on the other
hand, samples the data at lower-frequency than the pulse width of the SET.
The sampled data then store in different FFs and uses the majority-voter
circuit to restore the original data. This technique is very attractive, as it can
detect and correct an SEU resulting from an SET on the data line as well as on
the storage-cell inside the FF. However, both of these redundancy techniques
offer improved SER rate but consume a large area, power, and performance
penalties. On the other hand, HBD techniques employ SEU-immune storage-
cell instead of replicating the hardware [4, 15, 19, 7, 22, 32, 10, 13, 24, 11, 31].
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HBD techniques are more attractive than redundancy techniques because of
the significantly lower area, power, and delay penalties, but HBD techniques
cannot correct SEUs caused by data-line SETs.

The traditional SEU-immune FFs are based on static DICE cell which
has four storage nodes. Unlike a cross-coupled inverter, DICE copies data and
complement of data in two additional nodes. All the four nodes of a DICE cell
is connected to one NMOS and one PMOS, and when the logic of any node
is corrupt by an SET, the MOSFET connected to the corresponding node
helps to restore the correct value. Traditionally, DICE-based FFs use a single
DICE [19, 16] or two DICE in a master-slave configuration [32]. An interesting
DICE-based FF uses explicit pulse-generator to generate voltage pulse (less
than 50% duty cycle) to write data at the storage cell [19]. we identify to
this FF as pulsed-DICE (PDICE) [19] . The true single phase clock (TSPC)
architecture is very attractive for designing a power efficient and less-area-
consuming clock tree. The TSPC-DICE FF [15]offers single phase clocking
and also limits the negative bias temperature instability (NBTI) effects. How-
ever, traditional TSPC architecture produces glitches at the output, generally
at low data activity. Unlike TSPC-DICE FFs [15], PDICE FFs do not have
any transistor sizing constraints inside the DICE cell, even though both of
these FFs consume higher power, particularly at low data rate. Most of the
existing DICE-based FFs cannot mask an SET of an internal node propagat-
ing to the output (Q) or next level-logic. A C-element based SEU hardened
dual data rate FF [7], a TSPC-DICE FF, and a delay filtered DICE FF [22]
can efficiently serve this purpose; however, they suffer from significant tC−Q

delay and area overhead. Another previously developed pulsed-gated DICE
(PGDICE) uses extra transistors to improve the double node upset; however,
it consumes significant extra area and power [28]. Similar to a master-slave D
FF, a Quatro-based SEU-hardened FF (MSQuatro) has low delay; however, it
suffers from large area overhead [20]. Therefore, SEU-hardened FFs with op-
timal power, area, and high performance are of tremendous interest in order
to meet the overall power budget and reliability needs of microprocessors and
SOCs.

3 Proposed Soft Error Robust FFs

3.1 Proposed Conditional-Pass Quatro Flip-Flop

Figure 2a shows schematic of the proposed conditional-pass Quatro (CPQ)
FF [12]. The CPQ has an input transfer unit, an SEU-immune Quatro latch,
and an output stage. The input stage delay element opens a small transparency
window during the Clk and Clkb signal overlap that allows the data and its
complement to pass and be written to the storage cell. Similar to a TSPC-
DICE FF [15], an equalizer transistor M7 helps the input stage to enable
writing into the storage cell at the 0 → 1 transition of the input Clk signal. If
the FF is storing a “1”, the voltages at Quatro cell internal nodes A, B, C, and
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(b) Simulation waveforms confirm a successful write at the Quatro cell on
the rising edge of a sinusoidal Clk signal.

Fig. 2: The Proposed CPQ FF and simulation results.

D are “0”, “1”, “0”, and “1”. For a stored value of “0”, the node voltages are
“1”, “0”, “1”, and “0”. The output stage consists of a two-transistor two-input
inverter that can mask the SET to propagate to the output [14].
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Figure 2b shows the simulation waveforms of the proposed CPQ FF. The
input stage delay element (three inverters) generates a narrow time window
using Clk and Clkb signals at the rising edge of the Clk signal to pass logic
“1” or “0” data to the output. Irrespective of value, the data signal is required
to be stable before the falling edge of the Clkb signal. As a result, the FF
trigger at the positive or rising edge of the sinusoidal Clk signal and exhibit a
negative setup time.

In order to write “1” into the Quatro cell (B, D) nodes, the current drive
capability of M5 requires being large enough to overpower M11 and M15.
In order to write “0” into the Quatro cell (B, D) nodes, the current drive
capability of (M6, M3, M4) requires being large enough to overpower M10
and M14. Special attention requires to properly size M1 and M5 transistors to
reduce charge-sharing and ensure proper functionality of the FF. We identified
a special problem in CPQ FF, the internal node “a” charges-discharges at every
clock cycle, when the input data is low for several cycles. We tackle the issue
by minimize the width of M1, which increases the resistance between node “a”
and node “VDD”. An alternate way to deal with this problem can be using a
ground connection in the input of M1 instead of using Clk signal. In the latter
case, the FF power consumption will increase at high data switching activity
due to the short-circuit current. On the other hand, using a small width (or
large length) MOSFET at M1 will increase FF tC−Q delay and incur high
constraint in FF setup and hold time. In order to write to a Quatro latch, the
input transfer unit needs to access at least two nodes of the storage cell. We
cannot write data into the latch by driving only one node to logic “0” or “1”.
The small equalizing NMOS (M7) helps the input register transfer stage to
access two nodes simultaneously. Therefore, the primary assumption behind
the SEU-immunity of the Quatro latch is that an SET can affect only one node
in a given strike. In order to reduce the charge sharing, two similar potential
nodes (“A” and “C” or “B” and “D”) are placed as far apart as possible
in the layout. However, due to the aggressive scaling of the transistors in
nanoscale technologies, an SET can affect multiple nodes by causing charge
sharing among the adjacent nodes. Accordingly, in Section 5 of this work, we
analyze the robustness of the proposed FF to dual node SETs.

The output stage of the CPQ FF is driven by the storage node A and the
redundant node C, which holds the same logic value. As a result, one SET
strike at one of these nodes cannot propagate to output (Q). If an inverter is
used as an output stage, an SET striking a node can easily latch to the output;
the C-element serves this purpose efficiently [15]. However, a four-transistor
C-element at output increases power and area and degrades the performance
of the FF. The proposed output stage can efficiently mask the SET without
any performance and power penalty. For example, if an SET changes the logic
value at node C, 0 → 1, it will only turn off MOSFET M16, which will recover
soon due to the soft error robust characteristics of the Quatro latch. The only
problem arises when node C changes 1 → 0 (or A changes 0 → 1); in that
case, the M16 and M17 both are on for an SET period. Our simulation suggests
that with general CMOS sizing, for injecting sufficient charge (by mimicking
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an SET), the Q node charges only up to 175 mV (or drops to 800 mV), which
is not enough to turn “ON” (“OFF”) an NMOS (PMOS) driving the next
stage.

3.2 Proposed C2-DICE Energy Recovery Flip-Flop

The proposed CPQ FF requires 3 extra transistors compared to an MSD FF.
In addition, the internal node “a” charges-discharges at every clock cycle, when
the input data is low for several cycles. As a result, the CPQ flip-flop consumes
high power at low data activity and will be discussed with the results in Sec-
tion 4. In order to reduce the number of transistors and the latter issue in the
CPQ flip-flop, we proposed the C2-DICE flip-flop, as shown in Figure 3a [12].
The FF has a traditional CMOS (C2MOS-logic) input transfer unit and uses
DICE latch as the storage cell. When the Clk = “0”, the first stage of the
register stage is active. This unit acts as a C-element-type inverter by passing
the inverted version of data to node X, leaving the second stage in hold mode.
When the Clk = “1”, the first stage is “OFF” (M2-M3 are “OFF”) and the
second stage of the register unit is “ON”. The inverted-version of the data
value stored in node X propagates to the output node through the second
stage, which acts as a C-element. The overall circuit operation resembles a
master-slave D FF. The simulation waveforms of the proposed SEU-immune
C2-DICE FF confirm a successful write at the DICE cell on the rising edge of
a sinusoidal Clk signal as shown in Figure 3b.

Similar to a master-slave D FF, the C2-DICE FF has a positive setup
time. Unlike CPQ FF, it triggers exactly at the positive or rising edge of the
sinusoidal Clk signal. The writing strategy of the proposed C2-DICE FF is
similar to our previous CPQ architecture presented in Section 3.1. An pass-
gate NMOS transistor M9 works in conjunction with the input register stage
to access the two internal nodes of the DICE latch. In order to reduce the
tC−Q delay of the FF, the sizing of the M5, M6 and M9 to be large enough
to quickly overpower NMOS M15; or the sizing of the M7, M8 and M9 to be
large enough to quickly overpower PMOS M14. In addition, we improve the
tC−Q delay of the C2-DICE FF by making M13 and M17 slightly larger than
M11 and M15.

3.3 Proposed TSPC Energy Recovery Flip-Flop

Figure 4a shows the proposed true single phase clock energy recovery (TSPCER)
soft error robust FF [12]. The FF has a improved TSPC register transfer unit,
a single node SEU hardened Quatro cell, and a two input output stage inverter.
When the Clk = “0”, the register stage is at precharge-phase. At precharge-
phase, node “X” precharged/discharged to complement of data and node “Y”
precharged to “1”. At the rising edge of Clk, the transfer unit at evaluation-
phase. At the beginning of the evaluation-phase, if data = “1”, node “X” =
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Fig. 3: The Proposed C2-DICE FF and simulation results.

“0”, node “Y” = “1”, at the rising edge of the Clk signal, node “B” pulled
down to low. At the same time M11 helps the transfer unit to write “0” at
node “D” as shown in Figure 4b. As a consequence nodes “A” and “C” stores
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“1”. The output inverter driven by nodes (B, D) = “0”, resulting high output.
On the other hand, at the beginning of the evaluation-phase, if data = “0”,
node “X” = “1”, node “Y” = “1”, at the rising edge of the Clk signal, node
“Y” pulled down to low and node “B” pulled up to “1”. At the same time
M11 helps the transfer unit to write “1” at node “D” as shown in Figure 4b.
As a consequence nodes “A” and “C” stores “0”. The output inverter driven
by nodes (B, D) = “1”, resulting low output.

The problem associated with the conventional TSPC register is that when
the data =“0” and at low data rate, glitches may appear at the register output
node on every clock cycle. In order to tackle this issue, we introduce an extra
NMOS (M9) that isolates the register output stage and completely eliminates
glitches from the output (Q) as shown in Figure 4b. In order to reliably write
“1” into the Quatro cell, the sizing of M7 and M11 must be large enough to
overpower M19. In order to reliably write “0” into the Quatro cell, the sizing
of M9, M10, and M11 must be large enough to overpower M18.

4 Power-Performance and Area Analysis of the Proposed

Flip-Flops

4.1 Simulation Setup

We have designed and laid out the proposed CPQ, C2-DICE, TSPCER FFs
along with a traditional master-slave D (MSD) FF, a master-slave DICE (MS-
DICE) FF without preset and clear [32], a PDICE FF [19], a TSPC-DICE
FF [15], a PGDICE [28], a MSQuatro [20], and a SCCER FF [21] in a com-
mercial 65nm CMOS technology. The performance of the FFs is extracted
using post-layout simulation considering a wide frequency band from 1 GHz
to 5 GHz and a supply voltage of 1 V.

4.2 Flip-Flops Area

Table 1 shows the layout areas of these FFs. Clearly, the proposed FFs require
less area than the DICE-based FFs. Moreover, the proposed C2-DICE FF
consume less area than the other proposed FFs. In particular, the C2-DICE
FF consumes 42% less area compared to the PGDICE FF. Hence, the proposed
C2-DICE FF is more suitable than the other proposed FF for a design where
we have stringent area budget.

4.3 Flip-Flops Performance

The tC−Q delays of the FFs are measured under relaxed timing conditions,
which implies that data settles sufficiently before the arrival of the clock edge.
Figure 5(a), Figure 5(b), and Figure 5(c) show the distribution of the tC−Q
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Fig. 4: The Proposed TSPC energy recovery FF and simulation results.

delays of the CPQ, C2-DICE, and TSPCER FF, respectively, in 2000 Monte-
Carlo simulation considering process-variation and mismatch conditions at 27◦

C, with four minimum sized inverters as load at 5 GHz. We measure the setup
time (tsu) and the hold time (th) of the FFs using conventional methodology.
We consider tsu as the point where tC−Q is 1.2× than the nominal tC−Q. In
the simulation, we move the clock rising edge closer to the data transition edge
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until the C-Q delay reaches 1.2tC−Q. Similarly, we extract the th of the FF
by moving the data edge closer to the clock edge from the opposite direction.
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Table 1: The proposed TSPCER consumes 23% less area and is 55% faster
compared to the MSDICE FF.

Types of FF # of transistors Layout area (µm2) D-Q delay (ps)

MSD 22 12.75 48.7

MSDICE [32] 36 23.09 85.7

PDICE [19] 32 18.83 79.0

TSPC-DICE [15] 22 18.62 81.9

SCCER [21] 17 19.32 50.6

PGDICE [28] 42 26.94 47.0

MSQuatro [20] 46 31.88 81.1

CPQ 25 18.51 34.1

C2-DICE 21 15.72 88.8

TSPCER 21 16.49 38.6

The tsu for the CPQ, C2-DICE, and TSPCER FF are -1 ps, 25 ps, and -3.3
ps, respectively. The th for the CPQ, C2-DICE, and TSPCER FF are 3 ps, 34
ps, and 38 ps, respectively. We compute the data-to-output delay (tD−Q) by
using the tC−Q and tsu, which is simply the summation of nominal tC−Q and
tsu. The maximum tD−Q delay of the FFs is measured by taking the average
for both 0-to-1 and 1-to-0 data transitions (see Table 1). The proposed CPQ
FF has less tD−Q than the other proposed FFs. As a result, the CPQ FF is
more suitable than the other proposed FF for a design where we have stringent
timing budget.

The slew-rate of a sinusoidal clock signal can vary with frequency. As a
result, the tC−Q delays of the sinusoidal clock FFs are different at different
frequencies. The variations of tC−Q delay of the proposed FFs along with a
high-performance SCCER FF are shown in Figure 6. Clearly, the tC−Q delays
of the proposed FFs decrease with the increase of input sinusoidal clock signal
frequencies.

4.4 Flip-Flops Power Consumption

In order to measure the total power consumption of the FFs, we determine
the input clock capacitive loading (PClk), input data loading (PData), and
the FFs internal power (PInt) at different levels of data activity. Figure 7
shows the test bench for this experiments. The total power (PT ) consumption
of each FF ((listed in Table 2) is then calculated by adding the individual
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components (PT = PClk + PData + PInt). In this experiment, we considered
a clock frequency of 5 GHz. It is clear from the Table 2 that the proposed FFs
consume less power than the competing DICE-based FFs. In addition, the
proposed FFs consume less power than the low-power SCCER FF. Moreover,
at low data rate, the proposed the C2-DICE FF consumes comparable power
to the traditional MSD FF, while the proposed TSPCER consumes less power
than the MSD FF. At high data switching activity, the proposed CPQ FF
and C2-DICE FF consume similar power. However, the rate of reduction of
power consumption proportional to data activity of the C2-DICE FF is much
higher than the CPQ FF as shown in Figure 8. At 12.5% data switching
activity, the proposed C2-DICE FF consumes 56% lower power compared to
the recently reported MSQuatro FF. At low data switching activity (12.5%-
25%), the proposed TSPCER FF consumes less power than the rest of the
competing FFs. Moreover, at 100% data switching activity, the TSPCER FF
consumes 31% and 24% lower power than the TSPC DICE and SCCER FF,
respectively. The proposed TSPCER FF consumes 71% to 88% lower power
than the recently reported PGDICE [28] FF at 100% to 12.5% data activity.
At all data activity, the proposed TSPCER FF consumes less power than the
other proposed FFs, makes it more suitable for low-power operation. Due to
the large area and power overhead, we eliminate the PGDICE and MSQuatro
FF from rest of the analysis.
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Fig. 6: The tC−Q delays of the proposed SEU-immune energy-recovery FFs
decrease with the increase of input sinusoidal clock signal frequencies.
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Fig. 7: We considered FF internal power, input Clk driver power, and input
Data driver power to compute the total power consumption of an FF.

Table 2: The proposed SEU-hardened energy recovery FFs consume 71% to
88% lower power than the existing SEU-hardened and energy recovery FFs at
100% to 12.5% data activity (All the power in µW ).

Data MSD MS- PDICE [19] TSPC- SCCER [21] PG- MS- CPQ C2- TSPCER
activity DICE [32] DICE [15] DICE [28] Quatro [20] DICE

100% 50.15 153.0 86.1 94.0 116.8 222.5 147.7 84.2 77.9 65.0

50% 34.30 84.3 67.6 66.8 71.4 189.8 99.2 56.3 47.0 38.1

25% 26.35 51.3 57.8 53.1 50.5 167.3 71.9 42.0 31.0 24.5

12.5% 22.40 38.6 45.2 41.1 37.0 142.1 52.1 36.5 22.9 17.7

4.5 Flip-Flops Power-Delay Product

The power and tD−Q delay product (PDP) of the FFs at 25% data activity
is shown in Figure 9. Clearly, the PDP of the proposed CPQ FF is much
lower than that of existing energy recovery and DICE-based FFs. In addition,
the PDP of the proposed CPQ FF is even comparable to the MSD FF at 25%
data activity. At 100% data activity, the proposed CPQ FF exhibits 63% lower
PDP than the TSPC-DICE and 34% lower PDP than the SCCER FF. At 25%
data activity, the energy recovery C2-DICE FF exhibits 47% lower PDP than
the TSPC-DICE FF and 44% lower PDP than the PDICE FF. The proposed
TSPCER FF exhibits lower PDP compared to all of the competing FFs, from
50% to lower data switching activity. At low 12.5% data rate, the TSPCER
exhibits 82% lower PDP than the competing TSPC-DICE FF and 57% lower
PDP than the SCCER FF.
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5 Soft Error Tolerance of Proposed Flip-Flops

We utilized HSPICE simulation to verify the SEU-robustness of the proposed
FFs. For this experiments, we inject an exponential current pulse with peak
current varied from 35 µA to 95 µA, depending on the node capacitance, at a
test node to mimic a radiation-induced SET. The current pulse has damping
factor 1 and damping factor 2 as 5 ps and 50 ps, respectively. According to our
analysis, all nodes (A, B, C, and D of Figure 2a and Figure 4a or X0, X1, X3,
and X4 of Figure 3a) are capable of recovering from (1-to-0) or (0-to-1) SETs.
Figure 10(a) illustrates such recoveries of the TSPCER FF when a particle
strike at node “C” and node “D” for SETs at two different time instants. In
addition, the proposed two-input inverter output stage filters the single-node
SETs, keeping the output (Q) unaltered. Due to the structure of the Quatro
latch, it is able to recover from 0 → 1 SETs at nodes “A” and “D”. However,
the pair of nodes (“B” or “C”) has the potential to corrupt the Quatro latch for
a sufficiently large 0-to-1 SET. On the other hand a 1-to-0 SET at node ‘A” or
“D” has the potential to alter the data. However, the critical charge (Qcri), i.e.,
the amount of charge required to cause a data corruption for such an instance,
is very large, implying a very strong particle-strike is required to cause the
upset [16]. For example, the Quatro cell-based 10T SRAM cell exhibits 98%
lower SER than the conventional 6T cell in accelerated neutron radiation tests
on a 32-kb SRAM [16]. Similarly, we investigate the soft error immunity of the
TSPCER FF for single node SETs at two different time instants.

Fig. 8: The proposed SEU hardened energy recovery FFs save proportionally
more power with the decrease of data activity.
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Fig. 9: At 25% data rate, the SEU-immune C2-DICE FF exhibits 47% lower
PDP than the TSPC-DICE FF and 44% lower PDP than the PDICE FF.

After having convincing results of the proposed FFs against single-node
SETs, we test their robustness for multiple node soft errors by simultaneously
injecting exponential current at the two storage nodes of the FFs. Figure 10(b)
is evidence that the proposed FF is robust against dual-node SETs. In general,
at ground-level, the radius of charge-sharing due to a particle strike in silicon is
about a few microns [2]. As a consequence, two neighboring nodes of an SEU-
hardened (DICE or Quatro) latch can conceivably share the induced charge
and corrupt the stored data. However, it is possible to identify the critical
nodes of DICE cell as a function of its driving transistors and the circuit
architecture [29]. The fundamental idea behind that is that it is possible to
corrupt DICE data by charge sharing of similar potential nodes. We compute
the Qcri of different nodes of DICE and Quatro cell by injecting exponential
current at multiple nodes that resembles a charge sharing scenario. Figure 11
shows a single node SEU-hardened DICE and Quatro cell.

We list the Qcri considering a variety of node combinations in Table 3. It
is apparent from the Table 3, for charge sharing between two similar potential
storing nodes (e.g., “A” and “C” or “B” and “D” in a Quatro latch and X0

and X2 or X1 and X3 in a DICE), the Quatro latch and the DICE latch has
similar sensitivity to an SET. In the case of two opposite logic storing nodes
(e.g., “C” and “D” or “B” and “C” in a Quatro latch and X2 and X3 or X1

and X2 in a DICE), the Quatro cell has better critical charge compared to the
DICE, which indicates a lower SER. However, when we consider two opposite
potential nodes (“B”, “C” in Quatro) or (“X1”, “X2” in DICE), Quatro cell has
Qcri, also implies that we can differentially write into a Quatro cell while this
characteristic is absent in DICE. As a result, when we consider two opposite
node’s charge sharing, the DICE cell is more attractive and robust compared
to a Quatro cell. Due to the technology scaling, both the node capacitance and
the supply voltage are reduced, resulting in lower Qcri. However, in addition
to lower leakage current, the Quatro cell exhibits a higher read static noise
margin when used as a static random access memory (SRAM) storage cell
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Fig. 10: The proposed TSPCER exhibits excellent soft error resiliency against
both (a) when single-node affected in a single strike, and (b) multiple-node
affected in a single strike.

compared to a DICE cell at below 0.45V supply voltage, making the Quatro
cell more attractive in future technology nodes [16].

The proposed FFs use an equalizing transistor to write data at the two-
storage node of the Quatro/DICE cell. When the Clk is high in Figure 2a(a),
it can reduce the Qcri of nodes (“B”, “D”). According to our analysis, the
Qcri can drop from 5.71 fC to 5.42 fC.

A
B C

D
X0 X1 X2 X3

(a) (b)

Fig. 11: The Traditional SEU hardened flip-flops are based on (a) a DICE cell,
or (b) a Quatro cell.
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Table 3: The Quatro and DICE latches have similar critical charges for dual-
node SET.

Stored data
SET injected nodes Qcri (fC)

DICE [4] Quatro [16] DICE [4] Quatro [16]

(0, 0) (X0, X2) (A,C) (5.73, 5.73) (5.71, 5.71)

(1, 1) (X0, X2) (A,C) (3.14, 3.14) (3.15, 3.15)

(0, 0) (X1, X3) (B,D) (5.73, 5.73) (5.71, 5.71)

(1, 1) (X1, X3) (B,D) (3.14, 3.14) (3.15, 3.15)

(1, 0) (X2, X3) (C,D) No flip No flip

(0, 1) (X2, X3) (C,D) (2.22, 2.22) (3.96, 3.96)

(1, 0) (X1, X2) (B,C) No flip (2.64, 2.64)

(0, 1) (X1, X2) (B,C) (2.22, 2.22) (2.64, 2.64)

6 Energy Recovery Clocking Scheme

In order to validate the power-efficiency of the proposed energy recovery FFs,
we implemented a six-level H-tree CDN in a 1mm×1mm chip area. We evenly
distributed the FFs grouped into registers of 16 FFs and clocking them by a
single-phase sinusoidal clock from the clock root. We constructed the CDN
using metal-5 layer, which has the lowest parasitic capacitance to substrate
for the corresponding technology. For this experiments, we consider a common
data input for all the energy recovery FFs. The H-tree CDN’s number of wires
at each level, wire width, and wire length is shown in Table 4.

We modeled the wire resistance and capacitance using the technology pa-
rameters. We utilized the traditional 3-segment π-type resistance-capacitance
(RC) model for each wire of the H-tree and then joined together to build a
distributed RC model of the CDN [33]. Figure 1(b) shows the resonant energy
recovery clocking scheme that drives the root of clock tree (node “Clk”) and
each final node of the H-tree is connected to the 16-bit registers. The energy
recovery clock generator is a single-tone resonant clock generator [5, 21], the
frequency of oscillation of which is given by:

fc =
1

2π

√

1

LC×C d
C+C d

(1)

where C is the total CDN capacitance, including all FFs input gate capaci-
tances; C d is the input decoupling capacitance [8]; and L is the lumped on-chip
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Table 4: We used 6-level tapered wire sizing to reduce overall CDN power [26].

Wire name # of wires Width (µm) Length (µm)

L1 1 12.8 560

L2 2 6.4 560

L3 4 3.2 280

L4 8 1.6 280

L5 16 0.8 140

L6 32 0.4 140

inductor. In order to sustain the oscillation, the clock generator needs to com-
pensate for the resistive loss in the CDN. The resistive loss is compensated
by pulling up the Clk node to VDD when the Clk signal reaches to maximum
using equal PMOS (M9−M16) transistors or pulling down the clock signal to
the ground by the equal-sized NMOS transistors (M1 −M8) when the clock
signal reaches its minimum as shown in Figure 1(b). In each case, the eight
parallel transistors enable the system to oscillate at high frequency. We drive
the resonant clock driver using 180◦ out-of-phase gate-control signals using a
simple NAND-NOR driver, generated from a single clock (Clk In) to eliminate
the short-circuit power. If the 2 reference signals overlap due to variation, it
may experience short-circuit current. However, the short-circuit power is con-
sidered as much smaller than the total dynamic power of the clock network.
We can control the magnitude of the generated resonant Clk signal by chang-
ing the pulse width of the reference signals (ref1 and ref2 of Figure 1(b)) and
the sizing of the driver transistors (M1-M16). The simulation waveforms of
the generated sinusoidal signals (Clk) and final output clock signals for the
registers (Clk1-to-Clk64) is shown in Figure 12. In order to achieve different
frequencies ranging from 1 GHz - 5 GHz, we varied inductor values using
Equation 1.

The resonant energy recovery clock can be employed at the global level with
local traditional square-wave clock buffers [5] or at both global and local levels
without clock tree buffers [21]. In order to improve the power-efficiency, we de-
signed our FFs for the latter scheme. In order to have a fair comparison with
the square wave clocking, we distributed three square-wave FFs in the same
clock network. Figure 1(a) shows the buffered square-wave clocking scheme.
Since our proposed FFs are SEU-immune, we choose two existing DICE-based
FFs (PDICE and TSPC-DICE) with conventional MSD FF as reference. We
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Fig. 12: Simulation waveform confirms the required phase and amplitude of
the generated sinusoidal signals (Clk) and final output clock signals for the
registers (Clk1-to-Clk64).

utilized a synthesized buffered square-wave clocking with a worst case slew rate
of 10% of the clock period. We used 84 inverters for the square-wave clocking.
We performed HSPICE simulation on the whole system that includes clock-
tree parasitics, buffers, and FFs considering clock frequencies ranging from 1
GHz to 5GHz at different data switching activities. The results of this exper-
iment is shown in Figure 13 which plots the total system power against data
switching activity and clock frequency for the systems with different FFs.
According to this analysis, the proposed FF systems consume lower power
compared to all the competing FFs system at all data switching activity and
frequency. At 5 GHz and 2.5 GHz clock frequencies, the TSPC-DICE system
has the highest power consumption at high data switching activity; however,
at low data switching activity, the PDICE system has highest power consump-
tion. At 1GHz clock frequency, the TSPC-DICE system has the highest power
consumption at high data switching activity and at very low data switching
activity its power consumption is comparable to PDICE system. Among all
frequencies and data switching activities, the proposed TSPCER FF system
exhibits the lowest power consumption compared to all of the competing FF
systems.

The total power consumption breakdown of the systems with different FFs
at different data rate and at 5 GHz, 2.5 GHz, and 1 GHz clock frequency
is shown in Table 5. The total power is split down into two components:
CDN power, including clock generator power, and FFs power. As compared to
the TSPC-DICE system, the proposed C2-DICE system consumes 47% lower
power at 50% data switching activity, and the proposed TSPCER system
consumes 56% lower power at the same data switching activity, both at a clock
frequency of 5 GHz. In addition, at 25% and 12.5% data switching activity, the
proposed C2-DICE system exhibits, respectively, 57% and 60% lower power
compared to the PDICE system. The TSPCER system exhibits 67% power
saving compared to the PDICE system at 5 GHz frequency (see Figure 14). At
2.5 GHz clock frequency and 50% data switching activity, the C2-DICE system
and the TSPCER system show 42% and 59% power saving, as compared to
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the TSPC-DICE system. As compared to the PDICE system, the C2-DICE
system consumes 53% and 61% lower power, respectively, at 25% and 12.5%
data switching activity. When compared to the TSPC-DICE system, at 1 GHz
clock rate, the proposed C2-DICE consumes as much as 42% lower power at
12.5% data switching activity, and the TSPCER system consumes 67% lower
power at this particular data rate. In addition, proposed resonant CDN saves
up to 93% power compared to the traditional buffered square-wave CDN.

7 Conclusion

We have introduced three-ultra-low power soft error robust flip-flops based on
Quatro and DICE latches capable of working with an energy recovery sinu-
soidal clock. However, the FFs are also capable of working with a traditional
square-wave clock. We have introduced a two-input inverter output stage to
mask the single node SET propagations to the output. The proposed CPQ
FF exhibits up to 63% lower PDP than the existing soft error robust PDICE
and 34% lower PDP than the existing energy recovery SCCER FF. At 25%
data rate, the proposed C2-DICE FF exhibits 47% lower PDP than the TSPC-
DICE and 44% lower PDP than the PDICE. The proposed TSPCER FF has
exhibited tremendous results in terms of power, delay, and area. The TSPCER
FF shows as much as 82% lower PDP compared to the TSPC-DICE FF and
57% lower PDP than the energy recovery SCCER FF. In addition, at 5 GHz
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Table 5: The proposed TSPCER systems save up to 67%, 74%, and 68%
power compared to the PDICE systems at 5 GHz, 2.5 GHz, and 1 GHz clock
frequency, respectively.

Fre. Types of CDN power
mW at 50% data activity mW at 25% data activity mW at 12.5% data activity

(GHz) FFs (mW) FFs power Total power FFs power Total power FFs power Total power

5

MSD 42.1 35.10 77.2 27.0 69.1 22.9 65.0

PDICE 42.1 69.2 111.3 59.2 101.3 46.3 88.4

TSPC-DICE 45.4 68.4 113.8 54.4 99.8 42.1 87.5

CPQ 11.95 57.7 69.6 43.0 55.0 37.4 49.4

C2-DICE 12.2 48.1 60.3 31.7 43.9 23.4 35.6

TSPCER 11.0 39.0 50.0 25.1 36.1 18.1 29.1

2.5

MSD 22.75 17.7 40.5 13.9 36.7 11.8 34.6

PDICE 22.75 34.8 57.6 29.7 52.5 27.1 49.9

TSPC-DICE 24.6 34.7 59.3 27.6 52.2 22.6 47.2

CPQ 3.1 38.8 41.9 28.7 31.8 24.2 27.3

C2-DICE 3.0 31.0 34.0 21.7 24.7 16.7 19.7

TSPCER 2.80 21.8 24.6 14.0 16.8 10.1 12.9

1

MSD 9.2 7.1 16.3 5.6 14.8 4.8 14.0

PDICE 9.2 14.1 23.3 12.1 21.3 11.1 20.3

TSPC-DICE 9.9 14.3 24.2 12.7 22.6 10.4 20.3

CPQ 1.0 20.2 21.2 15.3 16.3 12.8 13.8

C2-DICE 0.7 17.7 18.4 12.9 13.6 11.1 11.8

TSPCER 0.7 12.1 12.8 7.9 8.6 5.8 6.5

clock frequency, when integrated with an energy recovery CDN, the proposed
TSPCER system consumes 67% and 55% lower power than the PDICE and
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MSD FF-based systems, respectively. The results demonstrate the feasibility
and effectiveness of the high-frequency resonant clocking scheme.
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