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Abstract. This paper is concerned with application of the theory of Fredholm integral
equations to Sturm-Liouville problems with discontinuous coefficients. Such problems
occur naturally in many areas of application involving mechanics of heterogeneous media.
Due to the nonsmoothness of the coefficients, the eigenvalue spectrum may exhibit severe
irregularities. Lower bounds for eigenvalues are obtained which reflect this behavior. Nu-
merical results are presented for example problems previously treated using other methods.

1. Introduction. Eigenvalue problems with discontinuous coefficients have been the
subject of much recent attention. The widespread interest in such problems stems from their
natural appearance in diverse fields of application. For example, the propagation of har-
monic waves in elastic composites with periodic structure gives rise to Sturm-Liouville
problems with discontinuous coefficients subject to quasi-periodic boundary conditions
(see e.g. [1-3] and the references cited therein). Also, vibration problems arising in geo-
physics lead to consideration of Sturm-Liouville problems with discontinuous coefficients
[4, 5]. Other examples include heat conduction in layered media [6-8] and vibration
problems in structural mechanics [9].

Considerable emphasis has been placed on the development of computational schemes
for estimating eigenvalues and eigenfunctions for such problems. These efforts have met
with serious difficulties due to nonsmoothness of the coefficients and the resulting spectral
irregularities. Early attempts [1, 2] were focused mainly on variational techniques (e.g.,
Rayleigh-Ritz approximation and mixed variational schemes) with emphasis on obtaining
upper bounds for eigenvalues. Alternative methods, such as finite difference and finite
element methods, leading to matrix eigenvalue problems have been investigated [ 10, 11], as
well as direct variational schemes [12]. More recently, results from classical Sturm-
Liouville theory and eigenvalue optimization techniques have been adapted for these pro-
blems [3, 7, §] to obtain upper and lower bounds for eigenvalues. Lower bounds using
Weinstein’s method of intermediate problems have also been established [13].

It is the purpose of this paper to present an integral equation approach for investigation
of eigenvalue problems with discontinuous coefficients, with emphasis on obtaining lower
bounds' for eigenvalues. We confine our attention to the simplest prototype Sturm-
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! The methods used in [6-8], [12] are satisfactory in obtaining accurate upper bounds.
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Liouville problem (Egs. (1), (2), Sec. 2) arising in heat conduction in a layered composite.
This problem is first converted to Liouville normal form (Egs. (5), (6)). In Sec. 3, using a
standard technique involving a Green’s function, we transform this problem to a Fredholm
integral equation of the second kind. The kernel, though discontinuous, is symmetric and
square-integrable. Standard results from integral equation theory are then adapted in Sec. 4
to provide lower bounds for eigenvalues. A direct lower bound is found for the smallest
eigenvalue (Eq. (20)), while lower bounds are obtained for higher eigenvalues (Eq. (21)) by
employing a set of upper bounds from other methods. Alternative lower bounds [8] based
on eigenvalue optimization techniques are briefly discussed. Illustrative examples are de-
scribed in Sec. 5, with numerical results presented in Sec. 6. The results suggest that integral
operator techniques, with inherent “smoothing ” properties, may be particularly appropri-
ate for investigation of the problems of concern here.?

2. Sturm-Liouville problems with discontinuous coefficients. We consider the eigenvalue
problem

(k) + Acu =0, 0O<xx<l (1)
u(0) =0, u(l) =0, 2

where k(x), c(x) are positive functions, bounded on [0, 1]. We assume that the coefficients
k(x), ¢(x) have step discontinuities at a finite set of points x,, ..., x, on (0, 1), are continuous
elsewhere and are such that the eigenvalue problem (1), (2) admits an infinite set of distinct
eigenvalues 0 < 4; < 4, ... . In the context of heat conduction in layered composites, for
example, k(x) is the heat conductivity and c(x) the heat capacity, both subject to possibly
large discontinuities at material interfaces.

A complete spectral theory for Sturm-Liouville problems with discontinuous coef-
ficients has not yet been established. Several phenomena not found in the classical case have
been observed, however. The asymptotic behavior of the eigenvalues has been shown to
have a “ solotone ” effect [ 5], a result of major significance for geophysical inverse problems.
The eigenvalue spectrum may exhibit severe irregularities, depending on the coefficients
(see the numerical results in Sec. 6 here). Many results from the continuous case do carry
over formally to the discontinuous case, but these may be difficult (or inefficient) in im-
plementation. An example of this concerns the classical Rayleigh-Ritz procedure for obtain-
ing upper bounds on eigenvalues. It has been shown that a direct application of this ap-
proach to the problem (1), (2) in general yields poor results, particularly when the coef-
ficients have large discontinuities. An alternative scheme, based on mixed variational prin-
ciples and leading to a modified Rayleigh quotient (“new quotient ”), has been developed
(see e.g. [2] and the references cited therein). The underlying numerical analysis, with
rigorous convergence estimates, has been discussed in [15].

It has been demonstrated recently [ 7] that conversion of the problem (1), (2) to Liouville
normal form leads to computational advantages. Thus, we let

1 X
T = J kK s)ds, t=T7" f k~s)ds,  u(t) = u(x(t)), 3)

0

f(0) = T*r(x(t))e(x(1)). 4)

2 We remark that integral equation techniques have proved to be particularly successful in analysis of
eigenvalue problems with random coefficients [14].
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Then the eigenvalues 4; (i = 1, 2,...) are the eigenvalues of
i+ Afv =0, O0<t<l, v(0) =0, v(l) =0, 5, 6)

where the superposed dot represents differentiation with respect to t. The coefficient f(¢) is
positive and bounded on [0, 1] and has discontinuities at the pointst; = T~* (5 x~!(s) ds.
The effect of the foregoing transformation has been to remove the discontinuous coefficient
x from its position subject to differentiation in (1). It is shown in [7] that application of the
Rayleigh-Ritz technique to the transformed problem (5), (6) leads to accurate upper bounds
for A, with minimal computational effort. Explicit lower bounds for A, in terms of the
coefficients have also been obtained in [7], [8]. Our primary purpose in this paper is to
provide an integral equation formulation for the basic problem (1), (2) (or equivalently (5),
(6)) and thereby develop alternative lower-bound estimates, particularly for higher eigen-
values for which few results are known.

3. Integral equation formulation. The eigenvalue problem (5), (6) is readily trans-
formed to the integral equation

vt)=4 J; 1 G(t, s)f(s)v(s) ds, )
where
G(t, s) = (1 — s, 0<t<s; (1 — s, s<t<l (8)
is the Green’s function for the problem
-6=0, GO)=0, G1)=0. 9)
Note that if we view the kernel of the integral equation as
K, s) = G(t, 5)f(s) (10)

then the kernel is not symmetric. However, we may obtain an integral equation with a
symmetric kernel by multiplying (7) by ./ f(t) and so obtaining

1
Vv f@Qu() = 4 J; V ()G, 5)§/ S(3)/ f(5)vls) ds. (11)

We may write (11) in the form
1

Y(t) =4 f K(t, s)y(s) ds, (12)
o

where

YO = @), Kt )=/ f)GE )/ (). (13, 14)

Eq. (12) is a Fredholm integral equation of the second kind. It may be readily verified that
the kernel K(t, s), even though discontinuous, is real, symmetric, square-integrable and
continuous in the mean ([16], p. 502).
For the integral Eq. (12) the iterated kernels K, are defined by:
1

Ki=K; K, )= J K(t, 2)K (2, 5) dz. (15)
0
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The trace and I norm of K are

1
tr(K) = J K(t, t) dt, (16)
0

11 1/2
IKl = (f f |K(t, 5)| dt dﬁ) . (17)
0 JO

For symmetric K, (15(17) give

IK|1? = te(K ). (18)
If0 < A, < 4,,...,1s the complete sequence of eigenvalues of (12), then [17]
o0 1 n
(K, = ¥ (7> . nz2. (19)
m=1 m
4. Lower bounds for eigenvalues. A lower bound for 4, follows directly from (18), (19):
Ay = (KD (20)
If {1;}I_ | is any set of upper bounds to the least N eigenvalues, (18), (19) give
N _ -1/2
1M2<||K||2— Z(/li)‘2> , M=12 ..., N+1 21
i=1
i*M

In the next two sections, we consider some particular example problems and provide
numerical results to assess the accuracy of the bounds (20), (21).

Alternative lower bounds have been obtained in [7], [8] based on the Liouville normal
form (5), (6) and using results of Krein [18] on eigenvalue extremization. In [ 18], Krein is
concerned with the problem of maximizing and minimizing the eigenfrequencies 4,(f) of a
string of variable density f'(i.e., problem (5), (6)) subject to the constraints on f of a fixed total
mass

1
J f@dt=M (22)
(4]

and various bounds on the density, such as
O0<f<HH=M) or 0<h<f(h<M). (23)
Under conditions (22), (23), the minimum 4, is attained by the singular function
fO) =h+ M —h) &t~ 3, (24)
which may be viewed as a uniform string with a bead at the center. Under conditions (22),

(23), the minimum 4, is attained by

M
n=H t—% -,
f() s | 2|< H

B} —

=0 otherwise. (25)

The minimizing functions for the higher eigenvalues 4, have n equally spaced beads or
dense intervals placed at the antinodal points of the nth eigenfunction of a uniform string
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[18]. Thus we see that Krein’s work [18] is directly related to investigation of eigenvalue
problems with discontinuous coefficients and this relationship was exploited in [7], [8].
Under the conditions (22), (23),, Krein [ 18] has shown that

4n*H M
1) 2= <}7> (26)
and under (22), (23),, -
4n? h
Nz <ﬁ> @

where y(d) is the least positive root of the transcendental equation

Jrtan /x =d/1 —d. (28)

The lower bounds (26), (27) may be made explicit on obtaining bounds for the lowest root of
(28). Thus Krein shows that

4d 11 4 -2
X(d)>d[l —;-F(a-}-;;)dz] . (29)

This result, in conjunction with (26), was utilized in {8] for n = 1, and will be further
considered in Secs. 5, 6 here.

5. Illustrative examples. To assess the accuracy of the lower bounds discussed in
Sec. 4 we now consider some specific examples. The case of heat conduction through a
composite composed of two identical homogeneous outer layers enclosing an inner hom-
ogeneous layer has been treated in [6-8]. Thus the coefficients k(x), ¢(x) in (1) are piecewise
constant and are given by

¢,k in 0<x<(1-0b)2 1+b2<x<1, (30)
c2, Ky in (1 —b)/2<x<(1+b)2. (31)

The eigenvalue problem (1), (2) with coefficients given by (30), (31) has been solved exactly in
[6]. Solutions to Eq. (1) were obtained in each region, satisfying the boundary conditions
(2) and then matched by ensuring continuity of u and xu’ at the interfaces. In this way,
transcendental equations governing the exact eigenvalues were found and solved numeri-
cally for various combinations of the constants ¢z, kg, f = 1, 2.

It is convenient to introduce the following notation:

Y = Ky/Ky, 0 = cy/cy, ng=1-—5, n, =b,
K=nK; +nyx,, c=n¢; +nyc,, (32)
and so, using the normalization k = 1,¢ = 1, we obtain
cy=(n +ny0)7", ¢y =0(n +ny0)7Y Ky =(ny +n9)7)
Ka =y(ny +nyy)~h (33)
The corresponding dimensionless eigenvalue is then denoted by v and given by
v = (Ag/k)/? = A2, (34)
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For given values of the geometric parameters n;, n,, the effect of the material dis-
continuities on v is conveniently analyzed through consideration of the dependence of v on
the dimensionless material parameters y and 6. For continuous conductivities y = 1 while
for continuous capacities & = 1. Henceforth, we will setb = 4(n, = n, = 4) and so the jumps
in k, c occur at x; = % and x, = 2. The transcendental equations for the exact eigenvalues v
referred to above are then given by

\/)E sin Bv sin av — cos Bv cos av = 0,

/Y8 cos Bv sin av + sin v cos av = 0, (35)
where
_1 1+,y 1/2 1 1+y—1 1/2
o"—4<1+6> ’ ﬂ—4 1+6°1 (36)
The coefficient f(¢) in Eq. (5) is given by
1 1
ro=h ‘t_5‘>2(v+1)
1 1
=H , t—§’<2(y+1) 37
where
_0+ D _
P S B (38)
The kernel norm (18) for the integral Eq. (12) then becomes
1 (Hh-1 (H/h? — 1 2, g }
2 _p2l _n3 2 — 101 3192,
K| h {90 ™ a-nEe+r+ 770 (s + 3%, (39
where
I=1/1+1y). (40)

Substitution of (39), (40) in (20) yields an explicit lower bound for the dimensionless eigen-
value v((y, 6) as

ve 2 (1K), @1

where || K| is given by (39).
Whenfis given by (37), we find that M as defined in (22) is

M =(y + 1)*/4y. (42)
Thus, from (26), (27) (on using (29)) we obtain, for y0 > 1,
amy'? [ 4<1+9—1> (11 4\(1+07 1\ ]
>—— |1 —-- — 4+ — 4
e e A Ty A Ui ey B B 43

and

dny'? [ 414y (11 4><1+y—1>2"”‘
Mmool Z2 42 43
w2 T T3 T ) T\t T e ) ] “3)
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TABLE 1. Comparison of lower bounds v, for the least eigenvalue v; (%R.E. = 100(v, — v,)/v,).

4 0.1 1 10 100
Y
Exact v, 5.05808 242132 1.80629 1.73177
0.1 (43)(%R.E.) | 1.19009 (76.4) | 1.43035 (40.9) | 1.80135 (.273) | 1.72653 (.303)
(41)(%R.E) | 444725 (12.1) | 2.36393 (2.38) | 1.77092 (1.96) | 1.69822 (1.94)
421128 3.14159 2.52922 244333
1 2.48774 (40.9) | 3.13301 (.273) | 2.48774 (1.64) | 2.43646 (.281)
3.94741 (6.27) | 3.08007 (1.96) | 2.50428 (.986) | 2.42059 (.931)
1.80629 1.45420 1.22511 1.19037
10 1.80135 (.273) | 1.43035 (1.64) | 1.19009 (2.86) | 1.18666 (.312)
1.77092 (1.96) | 1.44876 (.374) | 1.22457 (.044) | 1.18994 (.036)
0.596433 0.483827 0.409971 0.398675
100 0.594627 (.303) | 0.482468 (.281) | 0.408694 (.312) | 0.397366 (.328)
0.587457 (1.51) | 0.482532 (.268) | 0.409948 (.006) | 0.398673 ( < .001)

respectively. When 8 > v, (43), provides a sharper lower bound than (43), and conversely.
For the case n =1, the bounds (43), , have been previously obtained in [8] (see Egs.
(6.12), , in [8]). When y0 < 1, from (38) it can be seen that the roles of H and h should be
interchanged in (26), (27). Thus we obtain

4ny?/? 4 1+86 (11 4)<1+0>2'-1/4
V"Zv+1 1-3 — gt e ey Bl (43),
and
4ny'? 4<1+y> <11 4><1+y o
1 ——= —_— —
=TT s\t+6 ) "\ 7N \150 ) “@3)s

6. Numerical results and discussion. To assess the accuracy and nature of the error
involved in the lower bounds (20) and (21), a number of bounds were computed for various
combinations of material properties. The lower bound (41) for the least eigenvalue from the
integral equation is compared to the lower bound (43) (when n = 1) and the actual® least
eigenvalue in Table 1. The lower bounds (21) for higher eigenvalues are obtained using
upper bounds from Galerkin’s method with trigonometric test functions applied to the
differential equation (5). The results for five-term eigenfunction approximations are shown
in Table 2. The best possible lower bounds for higher eigenvalues obtainable from (21) for a
given number of upper bounds are presented in Table 3. It should be noted that the bounds
(43) for higher eigenvalues do not reflect irregularities in the spectrum and so will not be
considered further in this paper.

3 All the exact eigenvalues presented in this paper are computed from the transcendental equations (35).
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Table 1 provides a comparison between the lower bound (41) for the least eigenvalue
obtained from the integral equation and the bounds (43) using constrained eigenvalue
minimization methods [8]. In all cases where the Liouville normal form (5) has a center-
weighted density f(t), that is, when the product of the discontinuity ratios, y0, exceeds or
equals one, the bounds based on (43) are quite accurate. When both ratios y and 8 exceed
one,* the bounds based on (41) compare favorably with those from (43). In mixed cases
where either y or 8, but not both, and the product y0 are greater than or equal to one, the
bounds (43) are somewhat better than (41). However, in the edge-weighted cases where the
product y6 is less than one, the coefficient f(¢) in (37) is no longer similar to the extremizing
density (25) of Krein, and the bounds (43) are quite poor. In these cases, the accuracy of (41)
is also less than when y@ exceeds one but for quite a different reason.

The error in the bound (20) (and thus (41)) depends on the appropriateness of truncation
of the series (19) which adds to | K ||, and thus depends on the distribution of the spectrum.
The closer the least eigenvalue is to the rest of the spectrum, the less accurate the bound (41)
can be. Table 1 shows that the accuracy of (41) is exceptional for highly center-weighted
cases (yf > 1) and falls off for the edge-weighted cases (y8 < 1). The string analogy allows
an interpretation of this phenomenon. In the center-weighted cases, the concentration of
the mass in the center near the antinodal point of the first mode significantly lowers the
fundamental frequency compared to that of a uniform string of the lower density near the
ends. However, the mass at the nodal point of the second mode affects the second frequency
of the light uniform string much less. Thus the first two frequencies are well separated (see
e.g., Table 2, Case 3). In contrast, in the edge-weighted cases where y0 is less than 1, the
motion of the concentrated mass at the ends is comparable in the first and second mode,
and the frequencies are correspondingly closer than those of the uniform string (see e.g.,
Table 2, Case 4). Such clustering of the lower eigenvalues decreases the accuracy of the
bound (20) (i.e. (41)).

The use of upper bounds for the eigenvalues in (21) can remedy this defect in (20) to
some extent and also supply lower bounds for higher eigenvalues. In Table 2, upper bounds
are obtained by applying Galerkin’s method, with eigenfunction approximations of the
form

5
v = Y. ¢y sin jut,
j=1
to the differential equation (5). (Alternatively, upper bounds may be found using the me-
thods of [6-8], [12]. Of course, integral equation methods may also prove particularly
effective in obtaining upper bounds, but we do not pursue this in the present paper.) These
five upper bounds are then used in (21) to obtain lower bounds for the first six eigenvalues,
as shown in Table 2.

The error in the lower bound (21) comes from two sources: truncation of the series and
approximation of the second (correction) term in (21). The error due to series truncation
depends on the number of terms used in the correction term as well as the distribution of
the spectrum. The error due to approximation of the correction term depends primarily on
the accuracy of the upper bound for the least eigenvalue used in the correction term. In
Table 2, Case 1, the eigenvalues are nearly equally spaced and the upper bounds are quite
accurate. In this case, the error in (21) is primarily due to truncation after the fifth term of

4 We remark that these are the only cases considered in [8].
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TaBLE 2. Lower bounds (21) for higher eigenvalues based on upper bounds from Galerkin’s
method.

Case 1:y=0.1, 8 =100
i 1 2 3 4 5 6

Upper bound v; 1.7318 3.4692 | 5.2174 | 69821 | 8.7667

Exact v; 1.7318 34691 | 52164 | 69767 | 8.7514 | 10.540
Lower bound (21) y; 1.7310 34436 | 5.0343 | 63168 | 7.1786 | 8.3342
% R.E. 0.05 0.73 3.5 9.5 18 21
Case 2: y = 100, 0 =0.1

Upper bound v, 059697 | 1.2984 | 1.8096 | 2.5966 | 3.0676

Exact v; 0.59643 | 1.2984 | 1.7966 | 2.5966 | 3.0140 | 3.8493
Lower bound (21) v; 0.59614 | 1.2605 | 1.6420 | 1.9705| 20592 | 2.1794
% R.E. 0.05 29 8.6 24 32 43
Case 3:y = 10, =10

Upper bound v; 1.2388 8.7532 | 12.520 | 16.377 | 24.634

Exact v; 12251 6.2832 | 11.341 | 12,566 | 13.791 | 18.850
Lower bound (21) v; 1.2247 2.6561 | 2.6604 | 2.6612| 26616 | 2.6617
% R.E. 0.03 58 77 79 81 86
Case 4:y = 0.1, 8=0.1

5.3157 8.7533 | 10.827 | 16.377 | 21.840
Exact i 5.0581 6.2832 | 7.5083 | 12.566 | 17.624 | 18.850
Lower bound (21) v; 4.5688 5.3585 | 54720 | 5.5467 | 55592 | 5.5651
% R.E. 9.7 15 27 56 68 70

Upper bound

< < =

the series, and the accuracy of the lower bounds is quite good. In Case 2, the spectral
distribution is similar to Case 1, but the upper bound to the least eigenvalue is less accurate.
The errors in the lower bounds are correspondingly greater, excepting the lower bound for
the least eigenvalue, since it is independent of the less accurate upper bound tov,. In Cases
3 and 4, there is significant irregularity in eigenvalue spacing and the upper bounds are
much less accurate than in Cases 1 and 2. The accuracies of lower bounds to corresponding
eigenvalues are quite different in Cases 3 and 4, however. Within each case, the accuracies of
lower bounds within a cluster of closely spaced eigenvalues are comparable. In Case 3, the
lower bound to the isolated least eigenvalue is accurate, and the lower bounds to the cluster
v3 — vg are of 77-81% relative error. In Case 4, one cluster isv, — v, and the corresponding
lower bounds are of 9.7-27% relative error, v, is isolated with 56% relative error in the
lower bound, and vs — v, (v, is not tabulated) is another cluster with 68-72% relative error
in the lower bounds.

Table 3 presents another examination of Case 4 designed to isolate the effects of the
number of bounds used and of the spectral distribution from that of the accuracy of the
upper bounds used. Thus in Table 3, the actual eigenvalues are used as upper bounds in (21)
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TABLE 3. Best possible lower bounds (21) for N upper bounds. Case 4:y = 0.1, = 0.1.

i 1 2 3 4 5 6
Exact v, | 5.0580758 | 6.2831853 | 7.5082948 | 12.566371 | 17.624447 | 18.849556
[ v; (20) 4.4472526
% R.E. (12)
v; 21; N = 1) | 4.4472526 | 5.5838400
% R.E. (12) (11)
N=2 4.7804542 | 5.5838400 | 7.1295907
(5.5) (11) )
N=3 4.9998870 | 6.1175290 | 7.1295907 | 10.841940
(1.1) (2.6) ) (14)
N=4 5.0317128 | 6.2065749 | 7.3272473 | 10.841940 | 13.267766
(0.52) (1.3) (2.4) (14) 5)
N=5 5.0401048 | 6.2306707 | 7.3830171 | 11.269071 | 13.267766 | 14.616953
(0.36) (0.84) (1.7 (10) (25) (22)

to obtain sequences of lower bounds. Again, within a cluster of closely spaced eigenvalues,
the error is seen to be comparable, for a given number of upper bounds. One obvious effect
of the number of upper bounds used is the increase in accuracy of the lower bounds. A more
subtle effect is the interaction with the effects of clustering. When upper bounds for all
members of a cluster are used, there is a significant improvement in the accuracy of the
lower bounds in that cluster which is greater than the improvement obtained when adding
a bound to an isolated eigenvalue. For example, examine the relative error changes down
the columns in Table 3. When the third upper bound is added, the relative error in columns
1 and 2 drops sharply; the addition of the fourth bound cuts the error by a more typical
rate.

One other source of error in these series approximations which must be mentioned is
that of the numerical truncation errors inherent in summing numbers of disparate mag-
nitudes and in taking smaller differences of larger numbers. Both problems occur in using
(21) to bound the higher eigenvalues. Any use of this method must take account of these
sources of error by summing from small to large and using as many digits as possible.
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