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For profit maximization, the model-based stock price prediction can give valuable guidance to the investors. However, due to the
existence of the high noise in financial data, it is inevitable that the deep neural networks trained by the original data fail to accurately
predict the stock price. To address the problem, the wavelet threshold-denoising method, which has been widely applied in signal
denoising, is adopted to preprocess the training data. The data preprocessing with the soft/hard threshold method can obviously
restrain noise, and a new multioptimal combination wavelet transform (MOCWT) method is proposed. In this method, a novel
threshold-denoising function is presented to reduce the degree of distortion in signal reconstruction. The experimental results
clearly showed that the proposed MOCWT outperforms the traditional methods in the term of prediction accuracy.

1. Introduction

Stock price prediction is a typical problem based on time
series forecasting, and various stock forecasting methods
emerge in an endless stream. Stock price prediction means
to predict the stock price after a certain time, so as to
help investors realize the maximum benefit. The methods
proposed in the literatures can be roughly divided into
two categories containing traditional mathematical methods
and economic methods. Many previous works are based on
traditional statistical methods [1]. Typically, Kalman filter
and autoregressive model are very classic statistical methods,
which are often used for financial sequence prediction. With
the development of artificial intelligence, the deep learning
methods are increasingly applied to the field of stock price
prediction [2].

The deep learning method has a very superior perfor-
mance compared with the traditional statistical method. One
of the main reasons is that with the direct analysis, deep
learning can map the original data to a nonlinear model
thereby giving a better fitting effect through the multilayer
neural network. In addition, deep learning has the advantage
of self-selection in the application of the financial field. Most
financial data is highly noisy and unstable. With deep learn-
ing, various events that have a significant impact on finance

can be expressed by knowledge maps. And then features
are selected automatically through deep networks to adjust
parameters and weights.The results obtained in this waymay
be more accurate and objective. Recurrent neural networks
[3] (RNN) have been widely used in the field of natural
language processing [4] and have achieved great success.
With the Advantages of neural networks, it is possible to
grasp the public sentiment more accurately. In this paper, the
more powerful Long Short-TermMemory (LSTM) [5] neural
networkmodel based on the concept of RNN is used for stock
prediction applications. It can save long-term memory more
effectively.The “forget gate” and “input gate” are the core of its
structure. With the “gate recurrent” structure [6], the model
can remember the effective information while forgetting the
useless information. In addition, due to the huge depth of
the neural network in RNN, the gradient is calculated from
the higher power of the matrix, sometimes accompanied by
the problem of gradient explosion or gradient disappearance.
However, the LSTM model with a special “gate recurrent”
structure is very powerful to avoid this phenomenon.

In this paper, the wavelet denoisingmethod is introduced
into data preprocessing. The data with wavelet preprocessed
were used as the training data. Our main contributions are
as follows. First, we have improved the traditional wavelet
denoising method and its performance is better than the
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traditional wavelet denoising method. Secondly, we pro-
pose a new multioptimal combination wavelet transform
(MOCWT) method. Compared with the traditional wavelet
method and the improved wavelet method, MOCWT has the
best performance.

The remainder of this paper is organized as follows. Some
related works are reviewed in Section 2. In Section 3, the
LSTM model is utilized to handle the stock price forecasting
task and a new method named multioptimal combination
wavelet transform (MOCWT) is proposed for the aim of data
denoising. Section 4 demonstrates the performance of the
proposed MOCWT with other canonical methods. Finally,
the conclusion is given in Section 5.

2. Related Works

The issue of stock forecasting has been widely concerned by
researchers. Various stock forecasting methods emerge in an
endless stream. For example, some researchers use a news-
oriented approach to predict stock trends.

ZiniuHu et al. [7] proposed aHybrid AttentionNetworks
(HAN), which takes into account the use of analytical news
factors to predict a stock trend in learning framework. Xi
Zhang et al. [8] proposed that the investor social networks is
also an emotion-oriented forecasting method, which utilizes
emotional factors and stock correlation characteristics to
model. In their further article [9], they considered the
relationship between the single source and the multisource
data and then employed the coupling matrix and tensor
decomposition framework to study the impact of online news
and user sentiment on stock price changes. In the research
method of Huicheng Liu et al. [10], an Attention-Based RNN
was used to accomplish this task and a Bidirectional-LSTM
is used to capture the characteristics of the information in
the news text. Based on factors such as online news and
investor sentiment to prediction, Jieyun Huang et al. [11]
designed tensors to capture the intrinsic connections of
different sources of information and then used this method
to solve the problem of data sparsity and finally proposed an
improved submode coordinate algorithm (SMC) tomatch the
use of tensors for improving the prediction accuracy.Marcelo
Sardelich et al. [12] also studied the relationship betweennews
and stock prices and then predicted the volatility of the day.
Some researchers adopted mathematical methods to make
stock market forecasts. In the literature of Mahsa Ghorbani
et al. [13], the covariance information based on principal
component analysis of dimensionality reductionmethod was
designed for stock forecasting, and company stocks from
different industries were used to illustrate this method.

Currently, the deep learning methods to predict stock
prices have become the most widely used method. Yue-Gang
Song et al. [14] compared the predictive performance of five
neural network models for stock price forecasting. Hyeong
Kyu Choi [15] proposed the ARIMA-LSTM hybrid model to
predict the stock price correlation coefficient. This method
first employed the ARIMA model to filter out the linear
trend in the data and then passed the residual value to the
LSTM. FULI FENG et al. [16] proposed a deep learning
program for Relational Stock Ranking (RSR). The Temporal

Graph Convolution method was brought in to simulate the
temporal evolution of the stock and the relational network,
and the solution was implemented using the LSTM network.
In their other paper [17], a confrontational training method
was proposed to simulate the randomness of stock price
by increasing the perturbation. Its advantage is to prevent
overfitting of data. Linyi Yang et al. [18] proposed a dual-layer
attention-based neural network with GRU, which adopted
an input attention mechanism to reduce the noisy news and
an output attention mechanism to allocate different weights
to different days. Experiments showed that their method is
effective.

In the case of stock forecasting, unlike the deep learn-
ing methods that have been widely used, there are a few
researchers using convolutional neural network (CNN).
CNN is originally used in image processing and has excellent
performance. Ehsan Hoseinzade et al. [19] used CNN to
extract the correlation of multisource data to achieve stock
market forecasting. Jinho Lee et al. [20] used stock chart
images as input to the model and used the Deep Q-Network
and convolutional neural networks for global stock market
forecasting. There are also some researchers who use other
methods to study the stock market. Arjun R et al. [21]
proposed a triangulation qualitative reasoning to explore the
strength of causal relationship between stock price search
interest and real stock market outcomes on worldwide equity
market indices.

3. Model and Data

Stock price data is a typical time series data; in this section, the
LSTM model is utilized to handle the stock price forecasting
task. First, different structures of LSTM are utilized. Then,
a new method named multioptimal combination wavelet
transform (MOCWT) is proposed for the aim of data denois-
ing.

3.1. Model Introduction. LSTM network is a special RNN.
Due to its unique structure, LSTM is suitable for handling
and predicting problems with long intervals and delays in
time series. LSTM is commonly used in autonomous speech
recognition [22, 23] and natural language processing. As a
nonlinearmodel, LSTMregarded as a complex nonlinear unit
is to construct larger deep neural networks.

The concept of gates is brought in LSTM. Through
“gates,” the transmission of information can be controlled in
LSTM, which results in enabling the activation of long-term
information.The simplestway of controlling the transmission
of information is to multiply the corresponding points of
two matrices with exactly the same size. All the points
of multiplied matrix is in the range of [0, 1]. 0 means
suppressing the information release, and 1 means activating
the information release.

Figure 1 shows the hidden layer cell structure in LSTM.
Cell information transmission is controlled by forgetting

gate. The passed information can be determined by both
of the output of the hidden layer ht−1 and the input 𝑥𝑡
of the current layer, which can also determine whether
the information is remembered or forgotten. The activation
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Figure 1: LSTM Neural Unit.

function is used to limit the output value in the range of [0, 1],
as follows:

𝑓𝑡 = 𝜎 (𝑊𝑓 ⋅ [ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑓) (1)

The function of the input gate is to control which
information among input information (ht-1, xt) should be
added to the cell. The activation function used by the input
information is to set the forgetting gate. Finally, multiplying
both of functions is to achieve the purpose of retaining the
corresponding information, and the formula is expressed as

𝑖𝑡 = 𝜎 (𝑊𝑖 [ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑖) (2)

𝐶𝑡 = tanh (𝑊𝑐 ⋅ [ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑐) (3)

𝐶𝑡 = 𝑓𝑡 × 𝐶t−1 + 𝑖𝑡 × 𝐶𝑡 (4)

The output gate determines which information in the cell
can be output. Similarly, the activation function used by the
input information is to set the forgetting gate. And then the
cell is activated by the tanh activation function. Finally, the
dot multiplication determines which information should be
output. The formula is expressed as

𝑜𝑡 = 𝜎 (𝑊𝑜 [ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑜) (5)

ℎ𝑡 = 𝑂𝑡 ⋅ tanh (𝐶𝑡) (6)

In the RNN, the hidden layer unit usually only includes
a single activation function. During the training process,
the network is usually optimized by a backpropagation algo-
rithm. Due to the multiplication mechanism of the reverse
parameter optimization process, when the number of layers
of the neural network is large, the gradient disappearance
problems or the gradient explosion problems easily emerge.
These problems can be well avoided by the structural mech-
anism of LSTM. In LSTMmodel, the structure of the hidden
layer unit is more complicated, usually including multiple
active layers, add operations, and multiplication operations.

In the experiment of this paper, LSTM with different
number of layers were used to find the best training model.
During the training process, data truncation length is set to
30, and the data distribution for training is shown in Figure 2.

3.2. Data Preprocessing. Wavelet transform is a time-
frequency local analysis. The multiscale refinement of
wavelet transform can be carried out by the stretching and
translation of wavelet. When the frequency is high, the time
is subdivided. When the frequency is low, the frequency is
subdivided. Thereby the details of signal can be analyzed
explicitly.

3.2.1. Introduction ofWavelet Transform. Let the signal length
be n; the noised signal be X is expressed:

𝑋𝑛 = 𝑓𝑛 + 𝑒𝑛 (7)

where 𝑓 is the real signal, and 𝑒 is the noise signal.
Wavelet transform of a signal is its time domain and

frequency domain transform.Useful information is extracted
from the signal or noise information is removed; the basic
wavelet is regarded as the simulation unit. To better preserve
the original information, signals can be decomposed into a
set of high frequency and low frequency by wavelet trans-
form. The traditional high-pass or low-pass filter directly
processes the original signal without decomposition, which
may miss some usefulness of the signal information. Wavelet
decomposes the original signal by operations such as stretch-
ing and translation of the basic wavelet. Then, a series of
wavelet coefficients are obtained. Finally, through the low-
pass or high-pass operation, the low-frequency information
CA or the high-frequency information CD of the signal are
obtained, respectively. Figure 3 shows the multilayer wavelet
decomposition. The single layer decomposition was used in
the subsequent experiments in this paper.

Since the effective signal generally is continuous in the
time domain, the corresponding wavelet coefficients are gen-
erally large after the wavelet transform.While the noise signal
generally is random and discontinuous in the time domain,
accordingly, after the wavelet transform, the corresponding
wavelet coefficients are relatively small. With a presetting
threshold, the low-frequency wavelet coefficient and high-
frequencywavelet coefficient are filtered.Then, the remaining
part is inversely transformed by wavelet. Finally, the original
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Figure 3: Multilayer wavelet decomposition.

signal is reconstructed. The wavelet noise reduction process
is shown in Figure 4.

In the subsequent experiments, discrete wavelet trans-
form DWT is used to discretize the power series of scale
parameters, and then the time is discretized for analyzing
signal.

3.2.2. Selection of Basic Wavelet. The basic wavelet in the
subsequent experiments is Haar wavelet, which is a common
basic wavelet. It has basic properties and meets the require-
ments of discrete wavelet transform. Its characteristics are as
follows: Haar wavelet has the property of tight support; and
discrete transformation can also be implemented; in addition,
its support length is 1 and it is symmetric.

(1) One characteristics of the Haar wavelet is compacted
support, with which the function has an outstanding sharp
drop-off performance.

(2) Haar wavelet has a small support length, which
conveniently shortens the computation time and obviously
reduces the data processing time and the training time.

(3) The Haar wavelets are symmetric, which beneficially
reduces the distortion rate during signal analysis and sig-
nal reconstruction. Therefore, the real price can be greatly
restored after noise reduction.

3.2.3. Selection of Threshold. In order to reduce the fluctua-
tions in stock prices, the threshold 𝜆 is indicated as follows:

𝜆 = 𝜀 ⋅ 𝜎 (8)

where 𝜎 is the mean square error and 𝜀 is the control
coefficient. 𝜎 is used as the threshold substrate for wavelet
coefficient processing. The coefficients 𝜀 are introduced as
the control coefficients for the threshold substrate 𝜎. Control
coefficient 𝜀 is controlled by loss generated after training;
consequently, the threshold value 𝜆 is controlled globally.
Finally, 𝜆 is used to improve the original wavelet transform
method.

3.2.4. Selection of Threshold Functions. The threshold func-
tion mainly contains a soft threshold-denoising method
and a hard threshold-denoising method. The soft threshold-
denoising method is defined as follows: wavelet coefficient
with its absolute less than the threshold is reset to zero; when
the absolute value of the wavelet coefficient is greater than
the threshold, the absolute value of the wavelet coefficient
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is subtracted from the threshold value. Expressions are as
follows:

𝜔𝜆 = {{{
sign (𝜔) (|𝜔| − 𝜆) |𝜔| ≥ 𝜆
0 |𝜔| < 𝜆 (9)

The hard threshold-denoising method is defined as
follows: wavelet coefficient with its absolute less than the
threshold is reset to zero; inversely, wavelet coefficient retains.
Expressions are as follows:

𝜔𝜆 = {{{
𝜔 |𝜔| ≥ 𝜆
0 |𝜔| < 𝜆 (10)

The soft threshold-denoising method is continuous.
Although without additional oscillation, it fatally brings in
a constant deviation. The hard threshold-denoising method
with smaller mean square error inevitably introduces jump-
ing points and additional oscillation into the signal.

Both of the common methods above have their own
drawbacks, respectively. In this paper, a new multioptimal
combination wavelet transform (MOCWT) method is pro-
posed. Compared with the two traditional threshold func-
tions,MOCWThas the advantage of continuitywithout jump
phenomenon of hard threshold function, which can smooth
the signal perfectly after noise reduction. Constant deviation
will not be generated by MOCWT.

When the value of the signal is changing, especially,
a produced difference can obviously reduce the degree of
distortion in signal reconstruction. The expression is

𝜔𝜆 = {{{
sign (𝜔) (|𝜔| − 𝜆𝑒|𝜔|/𝜆−1) |𝜔| ≥ 𝜆
0 |𝜔| < 𝜆

(11)

4. Results and Analysis

In this section, the experimental results comparing the pro-
posed MOCWTwith original wavelet method and improved
wavelet method are given to demonstrate its outstanding
performance.

The source data used in this experiment is the opening
price of the S&P 500 index for nearly eighteen years. S&P
500 index is a comprehensive stock index that records 500
listed companies in the United States. Because it contains
a lot of companies, the changes of the broader market can
be greatly reflected. It also has the characteristics of wide
sampling, strong representativeness, high precision, and good
continuity.

In addition, the total error of training is employed as the
evaluation criterion of experiment.

Table 1: Loss of different iterations.

Iterations 1 301 3301

Loss 0.010164 0.004343 0.000170

In Figure 5, the distribution of real and predicted values
during training process is depicted. The smaller the error is,
the closer the predicted curve is to the true curve. With the
training process, the error gradually decreases. In Table 1,
the static analysis of their loss is given. Final loss of the 3301
iteration less than 0.001 reveals the model is highly precision.

In the experiment, different modes of wavelet were used
for data preprocessing. The preprocessed data was tested on
LSTM models with 1, 2, 3, and 4 layers. With the increase of
the number of layers in the model, its performance gradually
deteriorated. The following five sets of experiment result
show that the LSTM with two-layer structure has the best
performance.

The experimental results of the original data without
wavelet preprocessing, the data with original wavelet soft
threshold preprocessing, and the data with original wavelet
hard threshold preprocessing were compared. The experi-
mental results are shown in Figure 6.

Figure 6 demonstrates the comparison results of the
original data without wavelet preprocessing, the data with
original wavelet soft threshold preprocessing, and the data
with original wavelet hard threshold preprocessing.

The experimental results as shown in Figure 6 demon-
strate that the data without wavelet processing is unsatis-
factory. The performance of using the original wavelet hard
threshold displays slightly better, and using the wavelet soft
threshold occupies the most suitable performance.

The original wavelet threshold mode is improved, in
which the threshold control function is introduced. The
experimental result of the method without wavelet, original
wavelet method, and improved wavelet method were com-
pared and shown in Figures 7(a) and 7(b).

Experimental results reveal that the improved method is
effective. The performance of the improved hard threshold
processing method is improved obviously. The minimum
loss reaches 2.453. And the improved soft threshold method
performance is relatively weak. Its loss decreases by 5.163%.

The original wavelet soft threshold, the improved wavelet
soft threshold, and the performance of MOCTW are com-
pared. Figure 8(a) shows the experimental results.

Theoriginalwavelet hard threshold, the improvedwavelet
hard threshold, and the performance of MOCTW are also
compared.The experimental results are shown in Figure 8(b).

The experimental results clearly show that the perfor-
mance of MOCWT is the best. Compared with the original
and improved wavelet method, MOCWT has an obviously
improved performance. Although the processing loss of
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(c) The result of the 3301 iteration

Figure 5: Distribution of real and predicted values.
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Figure 8

MOCWT is nearly the same as that of the improved soft
threshold when the number of LSTM layers is 2. Generally,
the performance of MOCWT is outstanding compared with
the traditional methods and the improved methods.

From above experimental results, we have successfully
demonstrated that theMOCWTmodels are able to effectively
improve the prediction accuracy.

5. Conclusion and Future Work

In this paper, we improved the original wavelet denoising
method.The performance of improvedmethod is better than
traditional methods.

In addition, we propose a newmultioptimal combination
wavelet transform (MOCWT) method, the experimental



8 Mathematical Problems in Engineering

results of which show that its performance is the best
compared with the traditional wavelet method.The proposed
MOCWT is obviously superior to the traditional method and
the improved method. For the original data method without
wavelet processing, the prediction results will always have
a large oscillation, and the fitting effect of the real data is
poor. The overall performance of the model is affected. The
experimental results illustrate that the data characteristics are
of great significance to the performance of the whole model.

In this work, there still are some key experimental points
worth exploring in the future. For example, the optimization
method and structure of the neural network and the loss
function, as well as the parameter variables in the experiment,
are all worth further optimizing.
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