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## Introduction

In this paper we shall continue studying the bounded linear transformations $T$ of a complex Hilbert space $\mathcal{H}$ that satisfy an identity of the form

$$
T^{* m} T^{m}-\binom{m}{1} T^{*^{m-1}} T^{m-1}+\binom{m}{2} T^{*^{m-2}} T^{m-2}-\cdots+(-1)^{m}=0
$$

for a positive integer $m$ by specializing to the case of $m=2$. Operators $T$ satisfying the above equation are said to be $m$-isometries.
Some notation and results from the first part of this series [AgSt]: We now recall a few results and restate a few definitions from the first part of this series. When expedient, we shall specialize the results and definitions to the case of 2 -isometries.

If $T$ is a 2 -isometry, then $\Delta_{T}$ is defined to be the quantity $T^{*} T-1$. It was shown that if $T$ is a 2-isometry, then $\Delta_{T}$ is a positive operator and in the case that $T$ is finitely cyclic, $\Delta_{T}$ is compact.

A 2-isometry $T$ is said to be pure if it has no isometric direct summand.
DDO's of order $m$ are the objects which were used in Section 3 [ $\mathbf{A g S t}]$ to give a distributional model for bicyclic invertible ( $\mathrm{m}+1$ )-isometries. We now restate the definition of DDO.

Let $\mathcal{D}=C^{\infty}(\partial \mathbb{D})$, the Frechet space of infinitely differentiable functions on the unit circle. Let $\mathcal{D}^{\prime}$ denote the dual of $\mathcal{D}$, the space of distributions on the circle.

We define a linear operator $D: \mathcal{D} \rightarrow \mathcal{D}$ via the formula

$$
D \varphi=\frac{1}{i} \frac{d}{d \theta} \varphi .
$$

Now recall that if $\beta \in \mathcal{D}^{\prime}$ and $\varphi \in \mathcal{D}$ then $\varphi \beta \in \mathcal{D}^{\prime}$ can be defined by

$$
\varphi \beta(\psi)=\beta(\varphi \psi), \quad \psi \in \mathcal{D} .
$$

Thus, if $\beta \in \mathcal{D}^{\prime}, \beta$ can be regarded naturally as a map $\beta: \mathcal{D} \rightarrow \mathcal{D}^{\prime}$ by defining

$$
\beta(\varphi)=\varphi \beta .
$$

Definition A distribution differential operator DDO of order 0 is a map $L: \mathcal{D} \rightarrow \mathcal{D}^{\prime}$ that has the form $L=\beta_{0}$ for some $\beta_{0} \in \mathcal{D}^{\prime}, \beta_{0} \neq 0$. A distribution differential operator DDO of order 1 is a map $L: \mathcal{D} \rightarrow \mathcal{D}^{\prime}$ that has the form $L=\beta_{1} D+\beta_{0}$ where $\beta_{0}, \beta_{1} \in \mathcal{D}^{\prime}$ and $\beta_{1} \neq 0$.

If $L$ is a DDO and $\varphi, \psi \in \mathcal{D}$, let us agree to define $\psi L \varphi: \mathcal{D} \rightarrow \mathcal{D}^{\prime}$ by

$$
(\psi L \varphi)(\chi)=\psi L(\varphi \chi), \quad \chi \in \mathcal{D} .
$$

With this definition observe that if $L$ is a DDO of order $m$ and $\varphi, \psi \in \mathcal{D}$, then $\psi L \varphi$ is a DDO of order $\leq m$. The formal derivative of a DDO or order 1 is defined as follows.

Definition If $L=\beta_{1} D+\beta_{0}$ is a DDO of order 1 , then we define the DDO $\frac{d}{d D} L$ by setting

$$
\frac{d}{d D} L=\beta_{1}
$$

DTO's of order $m$ are the objects which were used in Section 3 to give a distributional model for cyclic $(\mathrm{m}+1)$-isometries. We now restate the definition of DTO.

Define $\mathcal{D}_{a} \subset \mathcal{D}$ by

$$
\mathcal{D}_{a}=\{\varphi \in \mathcal{D}: \hat{\varphi}(n)=0 \quad \text { if } \quad n<0\} .
$$

We let $P$ denote the canonical projection of $\mathcal{D}$ onto $\mathcal{D}_{a}$ defined by

$$
(P \varphi)^{\wedge}(n)=\left\{\begin{array}{cc}
\hat{\varphi}(n) & n \geq 0 \\
0 & n<0
\end{array} .\right.
$$

In like fashion, let $\mathcal{D}_{a}^{\prime}$ denote the space of analytic distributions defined by

$$
\mathcal{D}_{a}^{\prime}=\left\{u \in \mathcal{D}^{\prime}: u^{\prime}(n)=0 \quad \text { if } \quad n<0\right\}
$$

$\mathcal{D}_{a}^{\prime}$ can be regarded as the space of boundary values of analytic functions on $\mathbb{D}$ whose power series coefficients form a temperate sequence. We let $P$ denote the canonical projection of $\mathcal{D}^{\prime}$ onto $\mathcal{D}_{a}^{\prime}$ defined by

$$
(P u)^{\hat{\prime}}(n)=\left\{\begin{array}{cc}
\hat{u}(n) & n \geq 0 \\
0 & n<0
\end{array} .\right.
$$

Definition A distribution Toeplitz operator (DTO) is a linear mapping $A: \mathcal{D}_{a} \rightarrow \mathcal{D}_{a}^{\prime}$ that has the form

$$
A=P L \mid \mathcal{D}_{a}
$$

for some DDO $L$. If $A$ is a DTO, we define the order of $A$ to be the order of $L$ where $L$ is as above.

If $T \in \mathcal{L}(\mathcal{H})$ is a 2-isometry and $\gamma \in \mathcal{H}$, then since the unilateral array $\left\langle T^{k_{1}} \gamma, T^{k_{2}} \gamma\right\rangle$ is linear on diagonals it is natural to define the slope $\mu$ and intercept $\beta$ of $(T, \gamma)$ to be the elements of $\mathcal{D}^{\prime}$ defined by the formulas

$$
\hat{\mu}(k)=\left\{\begin{array}{cc}
\left\langle T^{k+1} \gamma, T \gamma\right\rangle-\left\langle T^{k} \gamma, \gamma\right\rangle & k \geq 0 \\
\left\langle T \gamma, T^{-k+1} \gamma\right\rangle-\left\langle\gamma, T^{-k} \gamma\right\rangle & k<0
\end{array}\right.
$$

and

$$
\hat{\beta(k)}=\left\{\begin{array}{cc}
\left\langle T^{k} \gamma, \gamma\right\rangle & k \geq 0 \\
\left\langle\gamma, T^{-k} \gamma\right\rangle & k<0
\end{array} .\right.
$$

On the other hand there exist a pair of distributions $\beta_{0}$ and $\beta_{1}$ such that

$$
A=P\left(\beta_{1} D+\beta_{0}\right) \mid \mathcal{D}_{a}
$$

Furthermore, the formulas that relate the above distributions are given by $\beta_{1}=\mu$ and $\beta_{0}=\beta+(1-P)(D \mu)$.

The modelling of multicyclic (resp., multi bicylic invertible) $m$-isometries requires the use of matrices whose elements are DTO (resp.,DDO).

If $n_{1}$ and $n_{2}$ are positive integers, $\mathcal{D}^{n_{1}, n_{2}}$ denotes the space of $n_{1} \times n_{2}$ matrices with entries in $\mathcal{D}$. Likewise, let $\mathrm{DDO}_{m}^{n_{1}, n_{2}}$ denote the space of $n_{1} \times n_{2}$ matrices with DDO entries $L_{r s}$ with the order of $L_{r s} \leq m$ and let $\mathrm{DTO}_{m}^{n_{1}, n_{2}}$ denote the space of $n_{1} \times n_{2}$ matrices with DTO entries $A_{r s}$ with the order of $A_{r s} \leq m$

The proof of the lifting theorem which is proven is Section 7 requires the use of 2 classes of DDO (smooth and regular) which were introduced $n$ Section 4. We now restate these definitions.

Definition If $L=\sum \beta_{\ell} D^{(\ell)} \in \mathrm{DDO}^{n, n}$, then $L$ is smooth if each $\beta_{\ell}$ is a matrix of smooth functions. $L$ is reqular if $L$ is smooth and $\beta_{m}>0$ on $\partial \mathbb{D}$ (i.e., the $n \times n$ matrix $\beta_{m}\left(e^{i \theta}\right)$ is strictly positive definite for all $e^{i \theta} \in \partial \mathbb{D}$ where $\left.m=\operatorname{ord}(L)\right)$.

We remarked above that a distributional model for invertible $n$-bicyclic 2 -isometries was developed in Section 3 using DDO and DTO. The rest of this introduction will restate the notation which was used to obtain
(1) an element of $D D O^{n, n}$ from an invertible $n$-bicyclic $m$-isometry,
(2) an invertible $n$-bicyclic $m$-isometry from certain elements of $D D O^{n, n}$,
(3) an element of $D T O^{n, n}$ from an $n$-cyclic $m$-isometry and
(4) an $n$-cyclic $m$-isometry from certain elements of $D T O^{n, n}$.

If $\mathcal{H}$ is a Hilbert space, $T \in \mathcal{L}(\mathcal{H})$ is an invertible $m$-isometry and $\gamma \in \mathcal{H}$ is a nonzero vector, then $\gamma$ is bicyclic for $T \mid \bigvee\left\{T^{k} \gamma: k \in \mathbb{Z}\right\}$ and so there exists a uniquely associated Dirichlet operator given by Theorem 3.14 (of Section 3). We will denote this associated Dirichlet operator by $(T, \gamma)^{*}$.

If $T \in \mathcal{L}(\mathcal{H})$ is an $m$-isometry and $\gamma \in \mathcal{H}$ one can set

$$
\mathcal{H}_{\gamma}=\bigvee\left\{T^{k}{ }_{\gamma}: k \geq 0\right\}
$$

and

$$
T_{\gamma}=T \mid \mathcal{H}_{\gamma}
$$

With this setup, $T_{\gamma}$ is a cyclic $m$-isometry and $\gamma$ is a cyclic vector for $T_{\gamma}$. Accordingly by Theorem 3.23, there exists a unique analytic Dirichlet operator $A$ with the property that ( $T_{\gamma}, \gamma$ ) is unitarily equivalent to $\left(M_{A}, 1\right)$. We shall let $(T, \gamma)^{*}$ denote the unique DDO such that $A=P(T, \gamma)^{\wedge} \mid \mathcal{D}_{a}$.

There is a certain amount of ambiguity in the $(T, \gamma)^{\wedge}$ notation. Observe that if $T \in$ $\mathcal{L}(\mathcal{H})$ is an invertible $m$-isometry and $\gamma \in \mathcal{H}$ then according to the remark following the proof of Theorem $3.14(T, \gamma)^{\wedge}$ is the unique Dirichlet operator such that

$$
\langle\varphi(T) \gamma, \psi(T) \gamma\rangle=(T, \gamma)^{\wedge}(\varphi)(\bar{\psi})
$$

for all $\varphi, \psi \in \mathcal{D}$. On the other hand, $(T, \gamma)^{\wedge}$ as just defined in previous paragraph has the defining property

$$
\begin{aligned}
\langle\varphi(T) \gamma, \psi(T) \gamma\rangle & =A(\varphi)(\bar{\psi}) \\
& =(T, \gamma)^{\sim}(\varphi)(\bar{\psi})
\end{aligned}
$$

for all $\varphi, \psi \in \mathcal{D}_{a}$. Recalling the remark following the proof of Lemma 3.3, we find that these two definitions of $(T, \gamma)^{\wedge}$ agree.

If $L \geq 0$ is a DDO, we define the form space of $L, H_{L}^{2}$, to be the completion of $\mathcal{D}$ with respect to the sesquilinear form $[\cdot, \cdot]_{L}$ on $\mathcal{D} \times \mathcal{D}$ given by

$$
[\varphi, \psi]=L(\varphi)(\bar{\psi})
$$

Specifically, one sets $\mathcal{M}_{L}=\left\{\varphi \in \mathcal{D}:[\varphi, \varphi]_{L}=0\right\}$, observes by the Cauchy-Schwarz inequality that $[\cdot, \cdot]_{L}$ induces a inner product on $\mathcal{D} / \mathcal{M}_{L}$, and lets $H_{L}^{2}$ denote the completion of $\mathcal{D} / \mathcal{M}_{L}$.

Likewise, if $A \geq 0$ is a DTO, we define the form space of $A, H_{A}^{2}$, to be the completion of $\mathcal{D}_{a}$ with respect to the sesquilinear form $[\cdot, \cdot]_{A}$ on $\mathcal{D}_{a} \times \mathcal{D}_{a}$ given by

$$
[\varphi, \psi]_{A}=A(\varphi)(\bar{\psi})
$$

If $L \geq 0$ is a DDO, then one can attempt to define a linear operator $M_{L}$ on $H_{L}^{2}$ via the formula

$$
\left(M_{L} \varphi\right)\left(e^{i \theta}\right)=e^{i \theta} \varphi\left(e^{i \theta}\right)
$$

In general, this operator need not be well-defined on $\mathcal{D} / \mathcal{M}_{L}$ and, even if it is, may not extend to a bounded operator on $H_{L}^{2}$. The following definition precisely identifies those DDO $L$ with the property that $L \geq 0$ and $M_{L}$ is a well-defined bounded operator.

Definition A Dirichlet operator is a DDO $L$ with the property that either there exists a constant $c>1$ such that

$$
0 \leq L-c^{-2} e^{-i \theta} L e^{i \theta}
$$

or $\operatorname{ord}(L)=0$ and $L \geq 0$.
Corresponding definitions of positivity for DTO $A$, a form space of $A$ and $M_{A}$ on $H_{A}^{2}$ are given in Section 3.

The following definition precisely identifies those DTO $A$ with the property that $A \geq 0$ and $M_{A}$ is a well-defined bounded operator.

Definition An analytic Dirichlet operator is a DTO $A$ with the property that either there exists a constant $c>1$ such that

$$
0 \leq A-c^{-2} e^{-i \theta} A e^{i \theta},
$$

or $\operatorname{ord}(A)=0$ and $A \geq 0$.

$$
\begin{gathered}
\text { Finally, If } \psi=\left(\begin{array}{c}
\bar{\psi}_{1} \\
\vdots \\
\psi_{n}
\end{array}\right) \in \mathcal{D}^{n, 1} \text {, we define } \psi^{*} \in \mathcal{D}^{1, n} \text { by setting } \\
\psi^{*}=\left(\bar{\psi}_{1}, \ldots, \bar{\psi}_{n}\right) .
\end{gathered}
$$

Brief Description of Sections 5 through 7: In Section 5 a certain class of 2-isometries motivated by statistical considerations is introduced, the Brownian unitaries. The irreducible Brownian unitaries correspond to the time shift operator on a scaled Brownian motion process and are referred to as Brownian shifts (Definition 5.5). Each Brownian shift is determined by a nonrandom rotation angle $\theta$ and a positive covariance scalar $\sigma$. It turns out that there is a direct integral theory for Brownian unitaries (Theorem 5.20), each is a direct integral with multiplicity over angles of Brownian shifts of a fixed covariance $\sigma$. The scalar $\sigma$ is referred to as the covariance of the Brownian unitary. Furthermore, the Brownian shifts in addition to their appearance as the time shift for perhaps the most ubiquitous of nonstationary Gaussian stochastic processes have elegent characterizations on the level of operator theory (Proposition 5.6) as well as within the field of DDO (Proposition 5.2). The principal result of Section 5, the Lifting Theorem for 2-Isometries (Theorem 5.80 ), asserts that the general 2-isometry $T$ with $\left\|\Delta_{T}\right\| \leq \sigma^{2}$ can be represented as the restriction to an invariant subspace of a Brownian unitary of covariance $\sigma$.

The proof of the Lifting Theorem in Section 5 consists of a synthesis of a proof of the Sz.-Nagy Dilation Theorem and a proof of the familiar fact that isometries possess extensions to unitaries, and in particular, is purely algebraic in character. The original proof of the Lifting Theorem was analytic in character and derives from first principles the class of objects the 2 -isometries are to be lifted to (i.e., the Brownian unitaries). The main analytic content here is a discongugacy theory for regular first order DDO with $L^{\infty}$ coefficients discussed in Section 6 (Lemmas 6.7 and 6.16 and Proposition 6.17).

A second class of operators discussed at length in Section 5 is the collection of direct integrals with multiplicity in $\theta$ of Brownian shifts with varying covariance which we refer to as Brownian isometries. This class not only arises naturally in Theorem 6.20 which studies the extensions of 2 -isometries defined as multiplication by $e^{i \theta}$ on the form domain of Toeplitz operators (i.e., (0.5) with $m=1, \beta_{1}=\frac{d \theta}{2 \pi}$, and $\beta_{0}=w \frac{d \theta}{2 \pi}$ with $w \in L^{\infty}$ ) but also arises naturally in the general theory of Brownian unitary extensions which is studied in Section 9. Both the classes of Brownian unitaries and Brownian isometries possess elegant $C^{*}$-algebraic characterizations (Theorems 5.20 and 5.48).

## §5. Brownian shifts, Brownian unitaries and Brownian isometries

In this section, we introduce three special classes of 2 -isometries - Brownian shifts, Brownian unitaries and Brownian isometries. The introduction of the first and second classes is motivated by statistical considerations as described below.

Let $S_{\sigma}=\left\{X_{0}, X_{1}, \ldots\right\}$ be a discretely observed mean 0 Brownian motion in $\mathbb{R}$ scaled so as to have covariance,

$$
E\left(X_{k_{1}} X_{k_{2}}\right)=1+\sigma^{2} \min \left\{k_{1}, k_{2}\right\} .
$$

If we modify the process by rotating the real axis non-randomly in the complex plane by $\theta$ radians per unit time, then a new process $S_{\sigma, \theta}$ is obtained with covariance given by

$$
\begin{equation*}
E\left(X_{k_{1}} \overline{X_{k_{2}}}\right)=e^{i\left(k_{1}-k_{2}\right) \theta}\left(1+\sigma^{2} \min \left\{k_{1}, k_{2}\right\}\right) \tag{5.1}
\end{equation*}
$$

Stationary processes are characterized by the fact that the time shift operator $T$ defined on the Hilbert space associated with the process by requiring

$$
T X_{k}=X_{k+1}, \quad k \geq 0
$$

to be an isometry. What is the time shift operator on our modified Brownian motion process?

Proposition 5.2. If $T_{\sigma, \theta}$ denotes the time shift operator of the process $S_{\sigma, \theta}$, then $T_{\sigma, \theta}$ is unitarily equivalent to the block operator

$$
B_{\sigma, e^{i \theta}}=\left[\begin{array}{cc}
S & \sigma(1 \otimes 1) \\
0 & e^{i \theta}
\end{array}\right]
$$

acting on $H^{2} \oplus \mathbb{C}$ where $S$ is multiplication by $z$ on $H^{2}$ and $1 \otimes 1: \mathbb{C} \rightarrow H^{2}$ is defined by $(1 \otimes 1)(c)(z)=c, c \in \mathbb{C}, z \in \mathbb{D}$.

Proof. Let $\mathcal{H}$ denote the Hilbert space of the process $S_{\sigma, \theta}$. Thus, $\mathcal{H}$ is the completion of the formal linear combinations of the variables $X_{0}, X_{1}, \ldots$ with respect to the inner product ( $\cdot, \cdot$ ) given by

$$
\begin{equation*}
\left(X_{k_{1}}, X_{k_{2}}\right)=E\left(X_{k_{1}} \overline{X_{k_{2}}}\right) \tag{5.3}
\end{equation*}
$$

We densely define a linear map $U_{0}: \mathcal{H} \rightarrow H^{2} \oplus \mathbb{C}$ by requiring that

$$
U_{0}\left(X_{k}\right)=\left[\begin{array}{c}
\sigma \frac{z^{k}-e^{i k \theta}}{z-e^{i \theta}}  \tag{5.4}\\
e^{i k \theta}
\end{array}\right]
$$

for each $k \geq 0$. First observe using (5.1), (5.3) and (5.4) that

$$
\left\langle U_{0}\left(X_{k_{1}}\right), U_{0}\left(X_{k_{2}}\right)\right\rangle=\left(X_{k_{1}}, X_{k_{2}}\right)
$$

a formula which implies that $U_{0}$ is isometric. Hence $U_{0}$ extends by continuity to an isometry $U$ defined on $\mathcal{H}$. Also, observe that

$$
\bigvee\left\{U_{0}\left(X_{k}\right): k \leq n\right\}=\left(\bigvee\left\{z^{k}: k<n\right\}\right) \varsigma \mathbb{C}
$$

for each $n \geq 0$. Thus, $U$ is a Hilbert space isomorphism.
Finally, note using (5.4) and the block form of $B_{\sigma, e^{2 \theta}}$, that

$$
U\left(X_{k}\right)=\left(B_{\sigma, e^{i \theta}}\right)^{k} U\left(X_{0}\right) \quad, \quad k \geq 0
$$

Thus, if $k \geq 0$, then

$$
\begin{aligned}
U T_{\sigma, \theta}\left(X_{k}\right)=U\left(X_{k+1}\right) & =\left(B_{\sigma, e^{i \theta}}\right)^{k+1} U\left(X_{0}\right) \\
& =B_{\sigma, e^{i \theta}}\left(B_{\sigma, e^{i \theta}}\right)^{k} U\left(X_{0}\right) \\
& =B_{\sigma, e^{e^{i \theta}}} U\left(X_{k}\right)
\end{aligned}
$$

and it is seen that

$$
U T_{\sigma, \theta}=B_{\sigma, e^{i \theta}} U
$$

This shows that $U$ implements a unitary equivalence between $T_{\sigma, \theta}$ and $B_{\sigma, \varepsilon^{2 \theta}}$ and concludes the proof of Proposition 5.2.

Proposition 5.2 motivates the following definition.
Definition 5.5. The Brownian shift of covariance $\sigma(\sigma>0)$ and angle $\theta$ is the block operator $B_{\sigma, e^{i \theta}}$ acting on $H^{2} \oplus \mathbb{C}$ defined by

$$
B_{\sigma, e^{i \theta}}=\left[\begin{array}{cc}
S & \sigma(1 \propto 1) \\
0 & e^{i \theta}
\end{array}\right]
$$

The Brownian shift of covariance 0 and angle $\theta$ is the operator multiplication by $e^{i \theta}$ acting on $\mathbb{C}$.

It should be clear that Brownian shifts arise naturally in the theory of non-stationary random processes. The following proposition makes it clear that Brownian shifts also arise naturally in the theory of 2-isometries. Recall that if $T$ is a finitely cyclic 2-isometry, then $\triangle_{T} \geq 0$ and $\triangle_{T}$ is compact. What are the 2-isometries with rank $\triangle_{T}=1 ?$

Proposition 5.6. Let $T \in \mathcal{L}(\mathcal{H})$ be a 2-isometry. rank $\triangle_{T}=1$ if and only if $T$ is unitarily equivalent to an operator of the form $V \oplus B_{\sigma, e^{i \theta}}$ (the $V$ summand may be absent) where $V$ is an isometry, $\sigma>0$ and $\theta \in \mathbb{R}$.

Proof. By Theorem 1.26, $T$ has the form $V \oplus T_{0}$ where $T_{0}$ is a pure 2 -isometry. Note that since rank $\triangle_{T}=1$, rank $\triangle_{T_{0}}=1$. By Theorem 1.26, $T_{0}$ has the form

$$
T_{0}=\left[\begin{array}{cc}
W & f \otimes 1  \tag{5.7}\\
0 & c
\end{array}\right]
$$

acting on ker $\triangle_{T_{0}} \oplus \mathbb{C}$ where $W$ is an isometry. Also note that (1.31) in Theorem 1.26 implies that

$$
\begin{equation*}
W^{*} f=0 \tag{5.8}
\end{equation*}
$$

Using (5.7), we thus find

$$
\Delta_{T_{0}}=\left[\begin{array}{cc}
0 & 0 \\
0 & \|f\|^{2}+|c|^{2}-1
\end{array}\right] .
$$

Since $T_{0}^{*} \triangle_{T_{0}} T_{0}=\triangle_{T_{0}}$, we deduce that

$$
\begin{equation*}
\left(\|f\|^{2}+|c|^{2}-1\right)|c|^{2}=\|f\|^{2}+|c|^{2}-1 \tag{5.9}
\end{equation*}
$$

Since rank $\triangle_{T_{0}}=1, \triangle_{T_{0}} \neq 0$ and we conclude from (5.9) that $|c|^{2}=1$. Let $c=e^{i \theta}$.
Now, note that since $f \in$ ker $W^{*}$, in fact $W$ is a pure isometry of multiplicity 1 . This is because $\bigvee\left\{W^{k} f: k \geq 0\right\}$ is reducing for $W$ and $T_{0}$ is pure.

The proof of Proposition 5.6 is now completed by observing that if $U: H^{2} \rightarrow \operatorname{ker} \triangle_{T_{0}}$ is the Hilbert space isomorphism such that $U^{*} W U$ is the unilateral shift acting on $H^{2}$ and $U 1=f /\|f\|$, then

$$
(U \oplus I)^{*} T_{0}(U \oplus I)=B_{\|f\|, e^{i \theta}}
$$

Before proceeding, let us note that there exists a pure 2-isometry $T$ such that rank $\triangle_{T}=2$ and $T$ is not a direct sum of two Brownian shifts. Indeed, if $T \in \mathcal{L}\left(H^{2} \oplus H^{2} \oplus \mathbb{C} \oplus \mathbb{C}\right)$ is given by

$$
T=\left[\begin{array}{cccc}
S & 0 & \sqrt{2} \otimes 1 & 0 \\
0 & S & 0 & \sigma \otimes 1 \\
0 & 0 & 1 & b \\
0 & 0 & 0 & -1
\end{array}\right],
$$

then $T$ is a 2 -isometry and rank $\triangle_{T}=2$ if $b \neq 0$ or $\sigma \neq 0$. If $b \neq 0$, then $\operatorname{ker}\left(T^{*}-1\right)$ is not orthogonal to $\operatorname{ker}\left(T^{*}+1\right)$ and so $T$ is not a direct sum of Brownian shifts. Proposition 1.25 guarantees that $T$ is a pure 2-isometry.

As a final characterization of Brownian shifts we now turn to their identification in terms of analytic Dirichlet operators.

Observe that if $B_{\sigma, e^{i \theta}}$ is a Brownian shift and $\gamma=\binom{f}{c} \in H^{2} \oplus \mathbb{C}$, then by Theorem 3.23 there exist an analytic Dirichlet operator $A=P L \mid \mathcal{D}_{a}$ such that

$$
L(\varphi)(\bar{\psi})=\left\langle\varphi\left(B_{\sigma, e^{i \theta}}\right) \gamma, \psi\left(B_{\sigma, e^{i \theta}}\right) \gamma\right\rangle, \psi \in \mathcal{D}_{a}
$$

To compute the slope of $L$ for this special case, simply note that

$$
\begin{align*}
\int e^{i\left(k_{1}-k_{2}\right) \theta} d \mu & =\left(\frac{d}{d D} L\right)\left(e^{i k_{1} \theta}\right)\left(e^{-i k_{2} \theta}\right) & & \text { (Definition of slope) } \\
& =\left[\triangle_{M_{A}}\left(e^{i k_{1} \theta}\right), e^{i k_{2} \theta}\right]_{A} & & \text { (Proposition 3.13) }  \tag{Proposition3.13}\\
& =\left\langle\triangle_{B_{\sigma, \theta}} B_{\sigma, e^{i \theta}}^{k_{1}} \gamma, B_{\sigma, e^{i \theta} \theta}^{k_{2}} \gamma\right\rangle & & \text { (Definition 5.5) } \\
& =\sigma^{2}|c|^{2} e^{i\left(k_{1}-k_{2}\right) \theta}, & &
\end{align*}
$$

so that $\mu=\sigma^{2}|c|^{2} \delta_{e^{i \theta}}$.
The previous calculation turns out to be the whole story.
Proposition 5.10. Let $T \in \mathcal{L}(\mathcal{H})$ be a nonisometric cyclic 2 -isometry. $T$ is a Brownian shift if and only if for every $\gamma \in \mathcal{H}$ either
(i) the slope of $(T, \gamma)^{\wedge}$ is a nonzero point mass or
(ii) the slope of $(T, \gamma)^{\wedge}$ is zero and $T \mid \bigvee\left\{T^{k} \gamma: k \geq 0\right\}$ is a pure cyclic isometry.

Proof. If $T$ is a Brownian shift then by the remarks preceding the proposition either (i) or (ii) holds for each $\gamma \in \mathcal{H}$ ((i) holds if $c \neq 0$ and (ii) holds if $c=0$ ). Conversely, assume that $T$ is a nonisometric cyclic 2 -isometry such that either (i) or (ii) holds for each $\gamma \in \mathcal{H}$. Fix a cyclic vector $\gamma$ for $T$. Since $T$ is nonisometric (ii) is false so (i) must hold. Let $w \delta_{e^{i \theta}}$ be the slope of $A=(T, \gamma)^{\wedge}(w>0)$. Thus, by Proposition 3.13,

$$
\begin{aligned}
\left\langle\triangle_{T} \varphi(T) \gamma, \varphi(T) \gamma\right\rangle & =\frac{d}{d D} A(\varphi)(\bar{\varphi}) \\
& =\int \varphi \bar{\varphi}\left(w d \delta_{e^{\imath \theta}}\right) \\
& =w\left|\varphi\left(e^{i \theta}\right)\right|^{2}
\end{aligned}
$$

and it follows that

$$
\operatorname{ker} \triangle_{T} \supseteq\left\{\varphi(T) \gamma: \varphi\left(e^{i \theta}\right)=0\right\}
$$

But, since $\gamma$ is cyclic for $T$,

$$
\operatorname{codim}\left\{\varphi(T) \gamma: \varphi\left(e^{i t}\right)=0\right\} \leq 1
$$

Hence, rank $\triangle_{T} \leq 1$ and since $T$ is assumed non-isometric, in fact, rank $\triangle_{T}=1$. Applying Proposition 5.6 we deduce that either $T$ is a Brownian shift or $T$ has the form $V \oplus B_{\sigma, e^{i \theta}}$ for somo isometry $V$. The proof of Proposition 5.10 will be complete once we have ruled out the possibility of $T$ having an isometric direct summand. We argue by contradiction. Accordingly, assume that $T \cong V \oplus B_{\sigma, \theta}$ for some isometry $V$.

We first claim that $V$ is unitary. Since $T$ is cyclic, ind $(T) \geq-1$. But

$$
\operatorname{ind}(T)=\operatorname{ind}(V)+\operatorname{ind}\left(B_{\sigma, \theta}\right)=\operatorname{ind}(V)-1
$$

Hence ind $(V) \geq 0$ and $V$ is unitary. Now, since $T$ is cyclic, so also is $V$ cyclic. Choosing $f$ cyclic for $V$ and applying (ii) with $\gamma=f \oplus 0$ gives that $V$ is a pure isometry. This contradiction concludes the proof of Proposition 5.10.

In the theory of stationary stochastic processes, the one dimensional process $S_{\theta}$ with covariance function

$$
E_{0}\left(X_{k_{1}} \overline{X_{k_{2}}}\right)=e^{i\left(k_{1}-k_{2}\right) \theta}
$$

plays a preeminent role. The time shift operator is just the rank one unitary $\left[e^{i \theta}\right]$, and the central theorem in the subject is that every stationary process $E$ is an average of these one dimensional processes. Specifically, there exists a positive measure $\mu$ such that

$$
E\left(X_{k_{1}} \overline{X_{k_{2}}}\right)=\int e^{i\left(k_{1}-k_{2}\right) \theta} d \mu(\theta)
$$

The underlying operator theory consists of two observations. Firstly, in the bilateral case, the spectral theorem, which asserts that every unitary is a direct integral of rank 1 unitaries (i.e. rank one operators $\left[e^{i \theta}\right]$ ). Secondly, in the unilateral case, the well known fact that every isometry has an extension to a unitary operator.

In the theory of 2-stationary processes, it turns out that processes with time shift operator $B_{\pi, e^{2 \theta}}$ play the role that rank one unitaries play in the theory of stationary processes. Thus, a basic question in the theory of 2 -stationary processes would be to identify the class of direct integrals of Brownian shifts. This class of operators would play the role for 2-stationary processes that unitary operators play in the theory of stationary processes.

Definition 5.11 A Brownian unitary of covariance 0 is a unitary operator. A Brownian unitary of covariance $\sigma>0$ is an operator which is unitarily equivalent to

$$
U \oplus \int_{\oplus} B_{\sigma, c^{e \theta}}^{(n(\theta))} d \mu(\theta)
$$

(the $U$ summand may be absent) acting on $\mathcal{H} \oplus \int_{\oplus \hat{\vartheta}}\left(H^{2} \oplus \mathbb{C}\right)^{(n(\theta))} d \mu(\theta)$ where $U \in \mathcal{L}(\mathcal{H})$ is unitary, $\mu$ is a nonzero finite positive measure on $[0,2 \pi)$ and $n:[0,2 \pi) \rightarrow \mathbb{N} \cup\{\infty\}$ is a /-measurable multiplicity function.

A characterization of Brownian unitaries can be given in terms of block operators.

Proposition 5.12. $B$ is a Brownian unitary of covariance 0 , if and only if $B$ is unitary. $B \in \mathcal{L}(\mathcal{K})$ is a Brownian unitary of covariance $\sigma>0$ if and only if $B$ has the block matrix form

$$
B=\left[\begin{array}{cc}
V & \sigma E  \tag{5.13}\\
0 & U
\end{array}\right]
$$

with respect to a decomposition $\mathcal{K}=\mathcal{K}_{1} \oplus \mathcal{K}_{2}$ where
(i) $V \in \mathcal{L}\left(\mathcal{K}_{1}\right)$ is an isometry,
(ii) $U \in \mathcal{L}\left(\mathcal{K}_{2}\right)$ is unitary, and
(iii) $E: \mathcal{K}_{2} \rightarrow \mathcal{K}_{1}$ is an isometry which maps $\mathcal{K}_{2}$ onto ker $V^{*}$.

Proof. The first assertion of the proposition comes directly from Definition 5.11.
To sce the second assertion, first assume that $B \in \mathcal{L}(\mathcal{K})$ is a Brownian unitary of covariance $\sigma>0$ so that $B$ has the form

$$
B=U_{0} \oplus \int_{\oplus} B_{\sigma, e^{i \theta}}^{(n(\theta))} d \mu(\theta)
$$

acting on $\mathcal{K}=\mathcal{K}_{0} \oplus \int_{\oplus}\left(H^{2} \oplus \mathbb{C}\right)^{(n(\theta))} d \mu(\theta)$ where $U_{0} \in \mathcal{L}\left(\mathcal{K}_{0}\right)$ is unitary, $\mu$ is a positive measure on $[0,2 \pi)$ and $n(\theta)$ is a $\mu$-measurable multiplicity function. If we define

$$
W: \mathcal{K}_{0} \oplus \int_{\oplus}\left(H^{2} \oplus \mathbb{C}\right)^{(n(\theta))} d \mu(\theta) \rightarrow\left(\mathcal{K}_{0} \oplus \int_{\oplus}\left(H^{2}\right)^{n(\theta)} d \mu(\theta)\right) \oplus \int_{\oplus} \mathbb{C}^{(n(\theta))} d \mu(\theta)
$$

by

$$
W\left(k \oplus \int_{\oplus}\left\{k_{j, \theta} \oplus c_{j, \theta}\right\}_{j=1}^{n(\theta)} d \mu(\theta)\right)=\left(k \oplus \int_{\oplus}\left\{k_{j, \theta}\right\}_{j=1}^{n(\theta)} d \mu(\theta)\right) \oplus \int_{\oplus}\left\{c_{j, \theta}\right\}_{j=1}^{n(\theta)} d \mu(\theta)
$$

then $W$ is a Hilbert space isomorphism and

$$
W B=\left[\begin{array}{ccc}
U_{0} & 0 & 0 \\
0 & V & \sigma E \\
0 & 0 & U
\end{array}\right] W
$$

where

$$
\begin{equation*}
V\left(\int_{\Theta}\left\{k_{j, \theta}\right\}_{j=1}^{n(\theta)} d \mu(\theta)\right)=\int_{\oplus}\left\{S k_{j, \theta}\right\}_{j=1}^{n(\theta)} d \mu(\theta) \tag{5.14}
\end{equation*}
$$

(here, $S \in \mathcal{L}\left(H^{2}\right)$ is the unilateral shift),

$$
\begin{equation*}
U\left(\int_{\oplus \ni}\left\{c_{j, \theta}\right\}_{j=1}^{n(\theta)} d \mu(\theta)\right)=\int_{\oplus}\left\{e^{i \theta} c_{j, \theta}\right\}_{j=1}^{n(\theta)} d \mu(\theta) \tag{5.15}
\end{equation*}
$$

and

$$
\begin{equation*}
E\left(\int_{\oplus}\left\{c_{j, \theta}\right\}_{j=1}^{n(\theta)} d \mu(\theta)\right)=\int_{\oplus}\left\{c_{j, \theta}\right\}_{j=1}^{n(\theta)} d \mu(\theta) \tag{5.16}
\end{equation*}
$$

Since $\left[\begin{array}{c}0 \\ E\end{array}\right]$ maps $\int_{\oplus} \mathbb{C}^{(n(\theta))} d \mu(\theta)$ onto ker $\left[\begin{array}{cc}U^{*} & 0 \\ 0 & V^{*}\end{array}\right]=0 \oplus$ ker $V^{*}, B$ has the desired block form.

Now suppose that $B$ is given by (5.13) and that (i), (ii), and (iii) hold. Since $E$ maps $\mathcal{K}_{2}$ onto ker $V^{*}$, the subspace $\mathcal{M}_{1} \subseteq \mathcal{K}_{1}$ defined by

$$
\mathcal{M}_{1}=\bigvee\left\{V^{k} E \mathcal{K}_{2}: k \geq 0\right\}
$$

reduces $V$ and $V \mid \mathcal{M}_{1}^{\perp}$ is unitary. If we set $E_{0}: \mathcal{K}_{2} \rightarrow \operatorname{ker} V^{*}$ by $E_{0} k=E k$ for all $k \in \mathcal{K}_{2}$ and define the linear map

$$
W:\left(\mathcal{K}_{1} \ominus \mathcal{M}_{1}\right) \oplus H_{\mathcal{K}_{2}}^{2} \oplus \mathcal{K}_{2} \rightarrow\left(\mathcal{K}_{1} \ominus \mathcal{M}_{1}\right) \oplus \mathcal{M}_{1} \oplus \mathcal{K}_{2}
$$

densely by

$$
W(x \oplus p(\lambda) y \oplus k)=x \oplus p(V) E_{0} y \oplus k
$$

for $x \in \mathcal{K}_{1} \ominus \mathcal{M}_{1}, p$ a polynomial and $y, k \in \mathcal{K}_{2}$, then $W$ is a Hilbert space isomorphism and

$$
\left[\begin{array}{ccc}
V \mid \mathcal{K}_{1} \ominus \mathcal{M}_{1} & 0 & 0 \\
0 & V \mid \mathcal{M}_{1} & \sigma E \\
0 & 0 & U
\end{array}\right] W=W\left[\begin{array}{ccc}
V \mid \mathcal{K}_{1} \ominus \mathcal{M}_{1} & 0 & 0 \\
0 & \mathcal{M}_{\lambda} & \sigma E_{1} \\
0 & 0 & U
\end{array}\right]
$$

where $E_{1}: \mathcal{K}_{2} \rightarrow H_{\mathcal{K}_{2}}^{2}$ is the inclusion map. By the spectral theorem, there exists a positive measure $\mu$ on $\partial \mathbb{D}$ and a $\mu$-measurable multiplicity function $n(\theta)$ such that

$$
U=\int_{\oplus} e^{i \theta} d \mu(\theta)
$$

acting on $\int_{\oplus} \mathbb{C}^{(n(\theta))} d \mu(\theta)$. If $L: H_{\mathcal{K}_{2}}^{2} \oplus \mathcal{K}_{2} \rightarrow \int_{\oplus}\left(H^{2} \oplus \mathbb{C}\right)^{(n(\theta))} d \mu(\theta)$ is a densely defined linear map given by

$$
\begin{gathered}
L\left(p(\lambda) \int_{\oplus}\left\{c_{j, \theta}\right\}_{j=1}^{n(\theta)} d \mu(\theta) \oplus \int\left\{d_{j, \theta}\right\}_{j=1}^{n(\theta)} d \mu(\theta)\right) \\
=\int_{\oplus}\left\{p(\lambda) c_{j, \theta} \oplus d_{j, \theta}\right\}_{j=1}^{n(\theta)} d \mu(\theta)
\end{gathered}
$$

then $L$ is a Hilbert space isomorphism and

$$
L\left[\begin{array}{cc}
\mathcal{M}_{\lambda} & \sigma E_{1} \\
0 & U
\end{array}\right]=\left(\int_{\oplus} B_{\sigma, e^{i \theta}}^{(n(\theta))} d \mu(\theta)\right) L
$$

Since $E$ maps onto $\operatorname{ker} V^{*}, V \mid \mathcal{K}_{1} \ominus \mathcal{M}_{1}$ is unitary. Thus $B$ is unitarily equivalent to

$$
B \cong\left(V \mid\left(\mathcal{K}_{\mathbf{1}} \ominus \mathcal{M}_{1}\right)\right) \oplus \int_{\oplus} B_{\sigma, e^{i \theta}}^{(n(\theta))} d \mu(\theta)
$$

and so is a Brownian unitary of covariance $\sigma$. This establishes Proposition 5.12.
Before continuing we remark that if $B$ is a Brownian unitary of covariance $\sigma$ and if $\mathcal{M}_{1}$ is defined as in the proof of Proposition 5.12, then $B$ decomposes as

$$
\begin{equation*}
B=U_{\mathbf{0}} \oplus B_{0} \tag{5.17}
\end{equation*}
$$

with respect to $\mathcal{M}_{1} \oplus \mathcal{M}_{1}^{\perp}$ where $U_{0}$ is unitary and $B_{0}$ is a Brownian unitary of covariance $\sigma$ of the special form

$$
B_{0}=\left[\begin{array}{cc}
V & \sigma E  \tag{5.18}\\
0 & U
\end{array}\right]
$$

where $V$ is a pure isometry, $U$ is unitary, and $E$ is a Hilbert space isomorphism onto ker $V^{*}$. Observe that in the decomposition (5.17) $B_{0}$ is exactly the pure part of $B$ as defined in Definition 1.8. In particular, a Brownian unitary of covariance $\sigma$ is pure if and only if. it, has the block form of (5.18).

We introduce the following notation for pure Brownian unitaries. If $B_{0}$ has the form given in (5.18), then it is well known that $V$ is unitarily equivalent to the operator $M_{\lambda}$ acting on $H_{\text {ker } V^{*}}^{2}$. This fact together with the notation we have already introduced for Brownian shifts suggests that we define

$$
B_{\sigma E, U}=\left[\begin{array}{cc}
M_{\lambda} & \sigma E  \tag{5.19}\\
0 & U
\end{array}\right]
$$

whenever $U \in \mathcal{L}(\mathcal{K})$ is a unitary operator and $E: \mathcal{K} \rightarrow \mathcal{H}$ is a Hilbert space isomorphism. In (5.19), $M_{\lambda}$ acts on $H_{\mathcal{H}}^{2}$ and $\mathcal{H}$ is regarded as a subspace of $H_{\mathcal{H}}^{2}$ in the usual way. We note that since $\operatorname{dim} \mathcal{K}=\operatorname{dim} \mathcal{H}$ one can always assume $E$ is the identity in (5.19). It turns out however to be more convenient to carry $E$ around as a marker. In any event, two pure Brownian unitaries $B_{\sigma E_{1}, U_{1}}$ and $B_{\sigma E_{2}, U_{2}}$ are unitarily equivalent if and only if $U_{1}$ and $U_{2}$ are unitarily equivalent.

Now, recall that the spectral theorem asserts that a unitary operator $U$ (defined by requiring $U U^{*}=U^{*} U=1$ ) is a direct integral of the rank one operators $\left[e^{i \theta}\right]$. Thus, the spectral theorem for unitary operators may be thought of as giving an algebraic characterization of the operators that are unitarily equivalent to direct integrals of $\left[e^{i \theta}\right]$. We now derive an analogous theorem for Brownian unitarics.

Theorem 5.20. (Spectral Theorem for Brownian unitaries) Let $T \in \mathcal{L}(\mathcal{H}), \triangle=$ $T^{*} T-I$, and $\sigma=\|\Delta\|^{\frac{1}{2}}$. Suppose that $\sigma>0 . T \in \mathcal{L}(\mathcal{H})$ is a Brownian unitary if and only if
(i) $T^{* 2} T^{2}-2 T^{*} T+I=0$,
(ii) $\triangle\left(T T^{*}-I\right) \triangle=0$,
(iii) $\sigma^{-2} \triangle$ is a projection, and
(iv) there exists a projection $Q \in \mathcal{L}(\mathcal{H})$ such that $\left(\sigma^{2}-\triangle\right)\left(T T^{*}-I\right)\left(\sigma^{2}-\triangle\right)=$ $\sigma^{4}\left(\sigma^{2}-1\right) Q$.

Proof. To see that (i)-(iv) hold if $T$ is a Brownian unitary, first observe that if $T_{\theta}$ satisfy (i)-(iv), then $\int_{\oplus} T_{\theta} d \mu(\theta)$ satisfies (i)-(iv). Therefore, it suffices to show every unitary and every Brownian shift of covariance $\sigma$ satisfies (i)-(iv). This follows directly from computation.

Suppose now that (i)-(iv) hold. Since $\sigma>0, \triangle \neq 0$ and so $\operatorname{ran} \triangle \neq\{0\}$. We claim that $\operatorname{ran} \triangle \neq \mathcal{H}$. For if $\operatorname{ran} \triangle=\mathcal{H}$, then $T^{*} T=1+\sigma^{2}$. Consequently, $T=\sqrt{1+\sigma^{2}} V$ for some isometry $V$, which would violate (i) since $\sigma>0$. Summarizing, we have shown that if $\mathcal{H}_{1}=\operatorname{ker} \triangle$ and $\mathcal{H}_{2}=(\operatorname{ran} \Delta)^{-}$, then $\mathcal{H}=\mathcal{H}_{1} \oplus \mathcal{H}_{2}$ is a nontrivial decomposition of $\mathcal{H}$.

Now, by Theorem 1.26, $T$ has the block matrix form

$$
T=\left[\begin{array}{cc}
V & \sigma E  \tag{5.21}\\
0 & X
\end{array}\right]
$$

with respect to the decomposition $\mathcal{H}=\mathcal{H}_{1} \oplus \mathcal{H}_{2}$ where

$$
\begin{gather*}
V \in \mathcal{L}\left(\mathcal{H}_{1}\right) \text { is an isometry },  \tag{5.22}\\
\sigma^{2} E^{*} E+X^{*} X-I \text { is injective }  \tag{5.23}\\
X^{*}\left(\sigma^{2} E^{*} E+X^{*} X-I\right) X=\sigma^{2} E^{*} E+X^{*} X-I, \tag{5.24}
\end{gather*}
$$

and

$$
\begin{equation*}
E \text { maps } \mathcal{H}_{2} \text { densely into } \operatorname{ker} V^{*} \tag{5.25}
\end{equation*}
$$

Using (5.21) one obtains the formula

$$
\Delta=\left[\begin{array}{cc}
0 & 0  \tag{5.26}\\
0 & \sigma^{2} E^{*} E+X^{*} X-1
\end{array}\right]
$$

Thus, (iii) and (5.23) imply that

$$
\begin{equation*}
\sigma^{2} E^{*} E+X^{*} X-I=\sigma^{2} \tag{5.27}
\end{equation*}
$$

Now, (5.24) and (5.27) imply that $X$ is an isometry and so by another application of (5.27), $E$ is an isometry. In particular, note that (5.26) becomes

$$
\Delta=\left[\begin{array}{cc}
0 & 0  \tag{5.28}\\
0 & \sigma^{2}
\end{array}\right] .
$$

We claim that in fact $X$ is unitary. Substituting (5.21) and (5.28) into (ii) gives the equation

$$
\sigma^{4}\left(X X^{*}-1\right)=0
$$

Accordingly, $X X^{*}=1$, and $X$ is unitary. Also, observe that

$$
T T^{*}-1=\left[\begin{array}{cc}
V V^{*}+\sigma^{2} E E^{*}-1 & \sigma E X^{*}  \tag{5.29}\\
\sigma X E^{*} & 0
\end{array}\right] .
$$

Now, substituting (5.28) and (5.29) into (iv) yields the equation

$$
\sigma^{4}\left[\begin{array}{cc}
V V^{*}+\sigma^{2} E E^{*}-1 & 0  \tag{5.30}\\
0 & 0
\end{array}\right]=\sigma^{4}\left(\sigma^{2}-1\right) Q
$$

We claim that (5.30) implies that

$$
\begin{equation*}
V V^{*}+\sigma^{2} E E^{*} \quad \text { is invertible. } \tag{5.31}
\end{equation*}
$$

If $\sigma=1$, then (5.30) implics that

$$
V V^{*}+\sigma E E^{*}=1,
$$

so that (5.31) holds. If $\sigma \neq 1$, then (5.30) implies that $Q$ has the form

$$
Q=\left[\begin{array}{cc}
Q_{0} & 0 \\
0 & 0
\end{array}\right]
$$

where necessarily $Q_{0}$ is a projection. In particular, we obtain the equation,

$$
V V^{*}+\sigma^{2} E E^{*}=\left(1-Q_{0}\right)+\sigma^{2} Q_{0}
$$

and again we see that (5.31) holds.
Summarizing we have shown that $T$ has the form given in (5.21) where $V$ is an isometry, $X$ is unitary, $E$ is an isometry whose range is dense in ker $V^{*}$ (and hence equals ker $V^{*}$ ), and $V^{*} E=0$. Hence $T$ is a Brownian unitary and the proof of Theorem 5.20 is complete.

Theorem 5.20 has the following immediate corollary.

Lemma 5.32. If $B \in \mathcal{L}(\mathcal{H})$ is a Brownian unitary of covariance $\sigma$ and $\mathcal{M} \subseteq \mathcal{H}$ is a reducing subspace for $B$, then either $B \mid \mathcal{M}$ is unitary or $B \mid \mathcal{M}$ is a Brownian unitary of covariance $\sigma$.

Before giving the algebraic proof of the lifting theorem (Theorem 5.80 below), we present another class of 2 -isometries which we shall call Brownian isometries. This class of 2 -isometries arises naturally not only in the analytic proof of the lifting theorem given in Section 6 (Theorem 6.20) but also in the theory of minimal lifts considered in Section 9.

Note that in the definition of Brownian unitaries the direct integrals were taken over Brownian shifts of a constant covariance $\sigma$. We now consider direct integrals where we vary both the covariance and angle of the Brownian shifts.

Definition 5.33. A Brownian isometry of covariance 0 is an isometry. A Brownian isometry of covariance $\sigma>0$ is an operator $B$ such that $\sigma^{2}=\left\|B^{*} B-I\right\|$ and which is unitarily equivalent to

$$
\begin{equation*}
V_{0} \oplus \int_{\oplus} B_{t E_{t}, U_{t}} d \mu(t) \tag{5.34}
\end{equation*}
$$

(the $V_{0}$ summand may be absent) acting on $\mathcal{H} \oplus \int_{\oplus} H_{\mathcal{K}_{t}}^{2} \oplus \mathcal{K}_{t} d \mu(t)$ where $V_{0} \in \mathcal{L}(\mathcal{H})$ is an isometry, $\mu$ is a nonzero positive measure on $(0, \sigma], U_{t} \in \mathcal{L}\left(\mathcal{K}_{t}\right)$ is unitary for $\mu$-a.e. $t$, $E_{t} \in \mathcal{L}\left(\mathcal{K}_{t}\right)$ is a Hilbert space isomorphism, $B_{t E_{t}, U_{t}} \in \mathcal{L}\left(H_{\mathcal{K}_{t}}^{2} \oplus \mathcal{K}_{t}\right)$ is given by (5.19) and the following two measurability conditions are satisfied:

$$
\begin{equation*}
t \mapsto \operatorname{dim} \mathcal{K}_{t} \quad \text { is a } \mu \text {-measurable function } \tag{5.35}
\end{equation*}
$$

$$
\begin{align*}
& \text { If } \quad X_{n}=\left\{t \in(0, \sigma]: \operatorname{dim} \mathcal{K}_{t}=n\right\}, \mu_{n}(E)=\mu\left(E \cap X_{n}\right)  \tag{5.36}\\
& \text { for all measurable } E \text { and for all } n \in \mathbb{N} \cup\{\infty\}, \text { and } \mathcal{K}_{t_{1}} \text { and } \mathcal{K}_{t_{2}} \\
& \text { are identified for } t_{1}, t_{2} \in X_{n} \text {, then the maps on } X_{n} \text { given by } \\
& t \mapsto E_{t} \text { and } t \mapsto U_{t} \text { are } \mu_{n} \text { measurable. (Recall that } t \mapsto E_{t} \\
& \text { is measurable if and only if } t \mapsto\left\langle E_{t} x, y\right\rangle \text { is measurable for all } \\
& x \text { and } y \text {.) }
\end{align*}
$$

As in the case of Brownian unitaries, Brownian isometries can both be expressed in the form of block operators (Proposition 5.12) as well as characterized algebraically (Theorem 5.20 ).

Proposition 5.37. $B$ is a Brownian isometry of covariance 0 if and only if $B$ is an isometry. $B \in \mathcal{L}(\mathcal{K})$ is a Brownian isometry of covariance $\sigma>0$ if and only if $\sigma^{2}=$ $\left\|B^{*} B-I\right\|$ and $B$ has the block matrix form

$$
B=\left[\begin{array}{cc}
V & \sigma E  \tag{5.38}\\
0 & U
\end{array}\right]
$$

with respect to a decomposition $\mathcal{K}=\mathcal{K}_{1} \oplus \mathcal{K}_{2}$ where
(i) $V \in \mathcal{L}\left(\mathcal{K}_{1}\right)$ is an isometry,
(ii) $U \in \mathcal{L}\left(\mathcal{K}_{2}\right)$ is unitary ,
(iii) $E: \mathcal{K}_{2} \rightarrow \mathcal{K}_{1}$ is an injective contraction which maps $\mathcal{K}_{2}$ into $k e r V^{*}$, and
(iv) $E^{*} E$ commutes with $U$.

Proof. The first assertion of the proposition follows directly from Definition 5.33.
To see the second assertion, first assume that $B$ is the Brownian isometry of (5.34). If the operators $V, E$, and $U$ are defined by the formulas,

$$
\begin{aligned}
& U=\int_{\oplus} U_{t} d \mu(t) \\
& E=\frac{1}{\sigma} \int_{\oplus} t E_{t} d \mu(t), \quad \text { and } \\
& V=V_{0} \oplus \int_{\oplus} M_{\lambda} d \mu(t),
\end{aligned}
$$

then (i)-(iv) are obtained and $B$ has the desired block form.
Now suppose that $B$ has the form given in (5.38) and that (i)-(iv) hold. If we set

$$
\mathcal{M}_{1}=\bigvee\left\{V^{k} E \mathcal{K}_{2}: k \geq 0\right\}
$$

then, since $V^{*} E=0, \mathcal{M}_{1}$ reduces $V$. Thus $B$ decomposes as

$$
B=\left[\begin{array}{ccc}
V \mid \mathcal{K}_{1} \ominus \mathcal{M}_{1} & 0 & 0  \tag{5.39}\\
0 & V \mid \mathcal{M}_{1} & \sigma E \\
0 & 0 & U
\end{array}\right]
$$

acting on $\mathcal{K}=\left(\mathcal{K}_{1} \oplus \mathcal{M}_{1}\right) \oplus \mathcal{M}_{1} \oplus \mathcal{K}_{2}$. Furthermore, by construction ran $E$ is dense in ker $\left(V \mid \mathcal{M}_{1}\right)^{*}$. Since $E$ is injective it follows that there exists a Hilbert space isomorphism $L: \mathcal{K}_{2} \rightarrow \operatorname{ker}\left(V \mid \mathcal{M}_{1}\right)^{*}$ and a positive $P \in \mathcal{L}\left(\mathcal{K}_{2}\right)$ such that $E=L P$. Consequently, $B$ is unitarily equivalent to an operator of the form

$$
\left[\begin{array}{ccc}
V_{0} & 0 & 0  \tag{5.40}\\
0 & M_{\lambda} & \sigma P \\
0 & 0 & U
\end{array}\right]
$$

acting on $\mathcal{K}_{1} \ominus \mathcal{M}_{1} \oplus H_{\mathcal{K}_{2}}^{2} \oplus \mathcal{K}_{2}$. Here $V_{0}=V \mid \mathcal{K}_{1} \ominus \mathcal{M}_{1}$ is an isometry. To express (5.40) in the form (5.34) first observe that since $E^{*} E$ commutes with $U$, so also $P=\left(E^{*} E\right)^{\frac{1}{2}}$ commutes with $U$. Consequently, if we express

$$
\begin{equation*}
P=\int_{\Theta} t d \mu(t) \tag{5.41}
\end{equation*}
$$

acting on

$$
\begin{equation*}
\mathcal{K}_{2}=\int_{\oplus} \mathcal{H}_{t} d \mu(t) \tag{5.42}
\end{equation*}
$$

then $U$ has the form

$$
\begin{equation*}
U=\int_{\oplus} U_{t} d \mu(t) \tag{5.43}
\end{equation*}
$$

Furthermore, since (5.42) gives a decomposition of the initial space of $M_{\lambda}, M_{\lambda}$ decomposes

$$
\begin{equation*}
M_{\lambda}=\int_{\oplus} M_{\lambda} d \mu(t) \tag{5.44}
\end{equation*}
$$

Combining (5.40)-(5.44) gives the desired resolution of $B$ as a direct integral and concludes the proof of Proposition 5.37.

Before continuing we remark that if $B$ is a Brownian isometry of covariance $\sigma$ and if $\mathcal{M}_{1}$ is defined as in the proof of Proposition 5.37, then $B$ decomposes as

$$
\begin{equation*}
B=V_{0} \oplus B_{0} \tag{5.45}
\end{equation*}
$$

with respect to $\mathcal{M}_{1} \oplus \mathcal{M}_{1}^{\perp}$ where $V_{0}$ is an isometry and $B_{0}$ is a Brownian isometry of covariance $\sigma$ of the special form

$$
B_{0}=\left[\begin{array}{cc}
V & \sigma E  \tag{5.46}\\
0 & U
\end{array}\right]
$$

where $V$ is a pure isometry, $U$ is unitary and $E$ is an injective contraction with (ran $E)^{-}=$ ker $V^{*}$. Observe that in the decomposition (5.45) $B_{0}$ is exactly the pure part of $B$ as defined in Definition 1.8. In particular, a Brownian isometry of covariance $\sigma$ is pure if and only if it has the block form of (5.46).

We introduce the following notation for pure Brownian isometries. If $B_{0}$ has the form given in (5.46), then it is well known that $V$ is unitarily equivalent to the operator $\mathcal{M}_{\lambda}$ acting on $H_{\text {ker } V m}^{2}$. This fact together with the notation we have already introduced for Brownian unitaries suggest that we define

$$
B_{\sigma E, U}=\left[\begin{array}{cc}
\mathcal{M}_{\lambda} & \sigma E  \tag{5.47}\\
0 & U
\end{array}\right]
$$

whenever $U \in \mathcal{L}(\mathcal{K})$ is a unitary operator, $E: \mathcal{K} \rightarrow \mathcal{H}$ is an injective contraction with dense range and $E^{*} E$ commutes with $U$. In (5.47), $\mathcal{M}_{\lambda}$ acts on $H_{\mathcal{H}}^{2}$ and $\mathcal{H}$ is regarded as a subspace of $H_{\mathcal{H}}^{2}$ in the usual way.

Theorem 5.48. (Spectral Theorem for Brownian isometries) Let $T \in \mathcal{L}(\mathcal{H})$ and $\triangle=$ $T^{*} T-I . T$ is a Brownian isometry if and only if
(i) $T^{* 2} T^{2}-2 T^{*} T+I=0$
(ii) $\triangle\left(T T^{*}-I\right) \triangle=0$

Proof. As in the proof of Proposition 5.12, to prove that (i) and (ii) hold for any Brownian isometry, it suffices to show that (i) and (ii) hold for every isometry and every Brownian shift, facts that follow directly from computation.

Suppose now that (i) and (ii) hold. Set $\sigma=\|\triangle\|^{\frac{1}{2}}$. If $\sigma=0$, then $T$ is an isometry and so $T$ is a Brownian isometry. Thus assume $\sigma>0$. As in the proof of Theorem 5.20 if $\mathcal{H}_{1}=\operatorname{ker} \triangle$ and $\mathcal{H}_{2}=(\text { ran } \triangle)^{-}$, then $\mathcal{H}=\mathcal{H}_{1} \oplus \mathcal{H}_{2}$ is a nontrivial decomposition of $\mathcal{H}$ and with respect to this decomposition

$$
T=\left[\begin{array}{cc}
V & \sigma E  \tag{5.49}\\
0 & X
\end{array}\right]
$$

where

$$
\begin{gather*}
V \in \mathcal{L}\left(\mathcal{H}_{1}\right) \text { is an isometry }  \tag{5.50}\\
\sigma^{2} E^{*} E+X^{*} X-I \text { is injective }  \tag{5.51}\\
X^{*}\left(\sigma^{2} E^{*} E+X^{*} X-I\right) X=\sigma^{2} E^{*} E+X^{*} X-I, \tag{5.52}
\end{gather*}
$$

and

$$
\begin{equation*}
E \quad \text { maps } \quad \mathcal{H}_{2} \text { into } \operatorname{ker} V^{*} . \tag{5.53}
\end{equation*}
$$

Now, by Proposition 5.37, $T$ will be a Brownian isometry provided $X$ is unitary, $E$ is an injective contraction and $E^{*} E$ commutes with $X$.

To see that $X$ is unitary observe that (5.49) implies the formula

$$
\triangle=\left[\begin{array}{cc}
0 & 0  \tag{5.54}\\
0 & \sigma^{2} E^{*} E+X^{*} X-I
\end{array}\right]
$$

Substituting (5.54) into (ii) yields

$$
\begin{equation*}
\left(\sigma^{2} E^{*} E+X^{*} X-I\right)\left(X X^{*}-I\right)\left(\sigma^{2} E^{*} E+X^{*} X-I\right)=0 \tag{5.55}
\end{equation*}
$$

Since $\sigma^{2} E^{*} E+X^{*} X-I$ is injective, (5.52) implies that $X$ is injective and (5.55) implies that $X$ is a co-isometry. Thus $X$ is an injective co-isometry, i.e. a unitary.

To see that $E$ is an injective contraction observe that since $X$ is unitary, (5.54) becomes

$$
\triangle=\left[\begin{array}{cc}
0 & 0 \\
0 & \sigma^{2} E^{*} E
\end{array}\right]
$$

acting on ker $\triangle \oplus(\operatorname{ran} \triangle)^{-}$and that by definition $\sigma^{2}=\|\Delta\|$.
Finally, to see that $E^{*} E$ commutes with $X$ note that since $X$ is unitary, (5.52) becomes

$$
\begin{equation*}
\sigma^{2} X^{*} E^{*} E X=\sigma^{2} E^{*} E . \tag{5.56}
\end{equation*}
$$

Multiplying (5.56) on the left by $\sigma^{-2} X$ yields

$$
E^{*} E X=X E^{*} E
$$

and so $X$ commutes with $E^{*} E$. Thus, $T$ is a Brownian isometry, and the proof of Theorem 5.48 is complete.

Note that Theorem 5.48 has the following immediate corollary.

Corollary 5.57. If $B \in \mathcal{L}(\mathcal{H})$ is a Brownian isometry of covariance $\sigma$ and $\mathcal{M} \subseteq \mathcal{H}$ is a reducing subspace for $B$, then $B \mid \mathcal{M}$ is a Brownian isometry of covariance $\leq \sigma$.

The qualitative difference between Corollary 5.57 and Lemma 5.32 is whether the covariance can decrease or not.

Before giving the algebraic proof of the Lifting theorem (Theorem 5.80), we show that every Brownian isometry of covariance $\sigma$ lifts to a Brownian unitary of covariance $\sigma$ (Proposition 5.79). In section 7, we shall use Proposition 5.79 to complete the analytic proof of Theorem 5.80.

Our first result which describes the invariant subspaces of Brownian shifts is a reformulation of Theorem 7 in [Sa]. Observe that if $\mathcal{M}$ is an invariant subspace for $B_{\sigma, e^{i \theta}}$, then $\mathcal{M}$ must be of one of the following two types. Let us agree to say that $\mathcal{M}$ is of type I if

$$
\mathcal{M} \subseteq H^{2} \oplus\{0\}
$$

Otherwise, there exists a vector $g \in H^{2}$ such that

$$
\mathcal{M}=\mathbb{C}\left[\begin{array}{l}
g  \tag{5.58}\\
1
\end{array}\right]+\mathcal{M}_{0}
$$

where

$$
\begin{equation*}
\mathcal{M}_{0}=\left(H^{2} \oplus\{0\}\right) \cap \mathcal{M} \tag{5.59}
\end{equation*}
$$

and we shall say that $\mathcal{M}$ is of type II. By Beurling's theorem [B] it should be clear that to each invariant subspace of type I there exists a unique (up to scalar multiple) inner function $\varphi$ such

$$
\begin{equation*}
\mathcal{M}=\varphi H^{2} \oplus\{0\} \tag{5.60}
\end{equation*}
$$

and conversely any inner function gives rise via (5.60) to an invariant subspace of type I.
To understand invariant subspaces of type II our first observation is that in formula (5.58) $g$ is uniquely determined by $\mathcal{M}$ provided we require that

$$
\left[\begin{array}{l}
g  \tag{5.61}\\
1
\end{array}\right] \perp \mathcal{M} \cap\left(H^{2} \oplus\{0\}\right), .
$$

According, if $\mathcal{M}$ is an invariant subspace of type II, we define $g_{\mathcal{M}}$ to be the vector in $H^{2}$ satisfying (5.58), (5.59) and (5.61). In addition we can attach to any invariant subspace $\mathcal{M}$ of type II the inner function $\varphi_{\mathcal{M}}$ such that

$$
\begin{equation*}
\mathcal{M}_{0}=\varphi_{\mathcal{M}} H^{2} \oplus\{0\} \tag{5.62}
\end{equation*}
$$

It should be clear that the issue of describing the invariant subspace lattice of $B_{\sigma, e^{i \theta}}$ in function theoretic terms is precisely to describe which pairs $\left(g_{\mathcal{M}}, \varphi_{\mathcal{M}}\right)$ arise from invariant subspaces $\mathcal{M}$ of type II.

Proposition 5.63. If $\sigma>0, \theta \in[0,2 \pi)$ and $\mathcal{M}$ is an invariant subspace for $B_{\sigma, e^{i \theta}}$ of type II, then $\varphi_{\mathcal{M}}$ has a radial limit at $e^{i \theta}$ and

$$
\begin{equation*}
g_{\mathcal{M}}=\sigma \overline{\varphi_{\mathcal{M}}\left(e^{i \theta}\right)} \frac{\varphi_{\mathcal{M}}-\varphi_{\mathcal{M}}\left(e^{i \theta}\right)}{z-e^{i \theta}} \tag{5.64}
\end{equation*}
$$

Conversely, if $\varphi$ is an inner function such $\varphi$ has radial limit $\varphi\left(e^{i \theta}\right)$ at $e^{i \theta}$ and

$$
\begin{equation*}
\frac{\varphi-\varphi\left(e^{i \theta}\right)}{z-e^{i \theta}} \in H^{2}, \tag{5.65}
\end{equation*}
$$

then there exists a unique invariant subspace $\mathcal{M}$ of type II for $B_{\sigma, e^{i \theta}}$ such that $\varphi_{\mathcal{M}}=\varphi$.
Proof. First assume that $\mathcal{M}$ is an invariant subspace of type II for $B_{\sigma, e^{i \theta}}$. Let $g=g_{\mathcal{M}}$ and $\varphi=\varphi_{\mathcal{M}}$. Since

$$
B_{\sigma, e^{i \theta}}\left[\begin{array}{l}
g \\
1
\end{array}\right]=\left[\begin{array}{c}
z g+\sigma \\
e^{i \theta}
\end{array}\right]=e^{i \theta}\left[\begin{array}{l}
g \\
1
\end{array}\right]+\left[\begin{array}{c}
\left(z-e^{i \theta}\right) g+\sigma \\
0
\end{array}\right] \in \mathcal{M},
$$

(5.62) implies that

$$
\begin{equation*}
\left(z-e^{i \theta}\right) g+\sigma \in \varphi H^{2} \tag{5.66}
\end{equation*}
$$

Furthermore, (5.61) implies that

$$
\begin{equation*}
g \perp \varphi H^{2} \tag{5.67}
\end{equation*}
$$

Now, (5.66) and (5.67) imply that

$$
\int z^{n}\left(\left(z-e^{i \theta}\right) g+\sigma\right) \bar{g} \frac{d t}{2 \pi}=0 \quad \text { for } \quad n \geq 0
$$

Hence there exists $h \in H^{1}$ such that

$$
\begin{equation*}
\left(\left(z-e^{i \theta}\right) g+\sigma\right) \bar{g}=z h \quad \text { for a.e. } \quad z \in \partial \mathbb{D} \tag{5.68}
\end{equation*}
$$

Taking conjugates in (5.68) and using the identity $\overline{z-e^{i \theta}}=-\overline{e^{i \theta}} z\left(z-e^{i \theta}\right)$, yields the formula

$$
\sigma e^{i \theta} z g+\sigma \bar{g}=z h+e^{i \theta} \bar{h} \quad \text { for a.e. } \quad z \in \partial \mathbb{D}
$$

Hence we deduce that

$$
h=\sigma e^{i \theta} g
$$

which via (5.68) implies that in fact

$$
\begin{equation*}
\left(\left(z-e^{i \theta}\right) g+\sigma\right) \bar{g}=\sigma e^{i \theta} z g \tag{5.69}
\end{equation*}
$$

Taking absolute values in (5.69) and using (5.66) yields an inner function $\psi$ such that

$$
\begin{equation*}
\left(z-e^{i \theta}\right) g+\sigma=\sigma \varphi \psi \tag{5.70}
\end{equation*}
$$

Now we claim that $\psi$ is constant. Noting that (5.70) implies that

$$
g=\sigma \frac{\varphi \psi-1}{z-e^{i \theta}}
$$

we calculate using (5.67) and the identity

$$
\frac{z-e^{i \theta}}{\overline{z-e^{i \theta}}}=-e^{i \theta} z \quad, \quad z, e^{i t} \in \partial \mathbb{D}
$$

that if $n \geq 0$, then

$$
\begin{aligned}
0 & =\left\langle\left(z-e^{i \theta}\right) z^{n} \varphi, g\right\rangle \\
& =\sigma \int z^{n} \frac{z-e^{i \theta}}{\overline{z-e^{i \theta}}} \varphi(\overline{\varphi \psi-1}) \frac{d t}{2 \pi} \\
& =-e^{i \theta} \sigma \int z^{n+1}(\bar{\psi}-\varphi) \frac{d t}{2 \pi} \\
& =-e^{i \theta} \sigma \int z^{n+1} \bar{\psi} \frac{d t}{2 \pi}
\end{aligned}
$$

Hence $\psi$ is constant.
The first assertions of Proposition 5.63 now follow by observing that (5.70) implies both that the radial limit of $\varphi$ at $e^{i \theta}$ exists $\left(\varphi\left(e^{i \theta}\right)=\bar{\psi}\right)$ and also that formula (5.64) holds.

Now assume that $\varphi$ is an inner function that has radial limit $\varphi\left(e^{i \theta}\right)$ at $e^{i \theta}$ and that (5.65) holds. Let

$$
g=\sigma \varphi\left(\overline{e^{i \theta}}\right) \frac{\varphi-\varphi\left(e^{i \theta}\right)}{z-e^{i \theta}}
$$

and note that if $\mathcal{M}$ is defined by

$$
\mathcal{M}=\mathbb{C}\left[\begin{array}{l}
g \\
1
\end{array}\right] \vee\left(\varphi H^{2} \oplus\{0\}\right)
$$

then $\mathcal{M}$ is an invariant subspace for $B_{\sigma, e^{i \theta}}$ of type II. Furthermore, by construction $\varphi_{\mathcal{M}}=$ $\varphi$. To see that $\mathcal{M}$ is unique note that if $\mathcal{M}_{1}$ is any invariant subspace of type II such that $\varphi_{\mathcal{M}_{1}}=\varphi$, then (5.64) implies that $g_{\mathcal{M}_{1}}=g$ so that $\mathcal{M}_{1}=\mathcal{M}$. This concludes the proof of Proposition 5.63.

Lemma 5.71. If $\sigma>0, \theta \in[0,2 \pi), \mathcal{N}$ is an invariant subspace for $B_{\sigma, e^{i \theta}}$ and $\mathcal{M}$ is an invariant subspace for $B_{\sigma, e^{i \theta}}$ of type II, then

$$
\begin{equation*}
\mathcal{M} \subseteq \mathcal{N} \tag{5.72}
\end{equation*}
$$

if and only if

$$
\begin{equation*}
g_{\mathcal{M}} \oplus 1 \in \mathcal{N} . \tag{5.73}
\end{equation*}
$$

Proof. Since by construction $g_{\mathcal{M}} \oplus 1$ is an element of $\mathcal{M}$ it should be clear that (5.72) implies (5.73). Conversely suppose that (5.73) holds. By (5.58) and (5.62)

$$
\mathcal{M}=\mathbb{C}\left(g_{\mathcal{M}} \oplus 1\right)+\left(\varphi_{\mathcal{M}} H^{2} \oplus\{0\}\right)
$$

Thus, it suffices to show that $\varphi \mathcal{M} \oplus 0 \in \mathcal{N}$. But, by (5.64),

$$
\begin{aligned}
\overline{\sigma \varphi_{\mathcal{M}}\left(e^{i \theta}\right)} \varphi_{\mathcal{M}} \oplus 0 & =\left(\left(z-e^{i \theta}\right) g_{\mathcal{M}}+\sigma\right) \oplus 0 \\
& =\left(B_{\sigma . \theta}-e^{i \theta}\right)\left(g_{\mathcal{M}} \oplus 1\right) \in \mathcal{N} .
\end{aligned}
$$

This establishes Lemma 5.71.
The preceeding lemma in addition to identifying the order structure for Lat ( $B_{\sigma, e^{i \theta}}$ ) immediately implies the following result.

Corollary 5.74. If $\sigma>0, \theta \in[0,2 \pi)$, and $\mathcal{M}$ is an invariant subspace for $B_{\sigma, e^{i \theta}}$ of type II, then $g_{\mathcal{M}} \oplus 1$ is cyclic for $B_{\sigma, e^{i \theta}} \mid \mathcal{M}$.

By Proposition 5.6 if $B_{\sigma, e^{i \theta}}$ is a Brownian shift and $\mathcal{M}$ is an invariant subspace for $B_{\sigma, \epsilon^{i \theta}}$ of type II, then a priori

$$
\operatorname{dim} \operatorname{ran} \triangle_{B_{\sigma, e^{i \theta}} \mid \mathcal{M}}=1
$$

The following proposition identifies the space ran $\triangle_{B_{\sigma, e^{i \theta}} \mid \mathcal{M}}$.
Proposition 5.75. If $\sigma>0, \theta \in[0,2 \pi)$ and $\mathcal{M}$ is an invariant subspace for $B_{\sigma, e^{i \theta}}$ of type II, then

$$
\begin{equation*}
\operatorname{ran} \triangle_{B_{\sigma, \mathrm{e}^{i \theta}} \mid \mathcal{M}}=\mathbb{C}\left(g_{\mathcal{M}} \oplus 1\right) \tag{5.76}
\end{equation*}
$$

Furthermore, $B_{\sigma, e^{i \theta}} \mid \mathcal{M}$ is a Brownian shift of covariance,

$$
\begin{equation*}
\frac{\sigma}{\left(1+\left\|g_{\mathcal{M}}\right\|^{2}\right)^{\frac{1}{2}}}, \tag{5.77}
\end{equation*}
$$

and of angle $\theta$.
Proof. Let $\nu=\left(1+\left\|g_{\mathcal{M}}\right\|^{2}\right)^{\frac{1}{2}}$ and note by definitions of $g_{\mathcal{M}}$ and $\varphi_{\mathcal{M}}$ that

$$
\frac{g_{\mathcal{M}} \oplus 1}{\nu}, \quad \varphi_{\mathcal{M}} \oplus 0, \quad z \varphi_{\mathcal{M}} \oplus 0, \ldots
$$

is an orthonormal basis for $\mathcal{M}$. Since

$$
\begin{aligned}
\triangle_{B_{\sigma, e^{i} \theta}} & =\sigma^{2}(0 \oplus 1) \otimes(0 \oplus 1), \\
\triangle_{B_{\sigma, \mathrm{e}^{i \theta}} \mid \mathcal{M}} & =\sigma^{2} P_{\mathcal{M}}(0 \oplus 1) \oplus P_{\mathcal{M}}(0 \oplus 1) \\
& =\frac{\sigma^{2}}{\nu^{2}} \frac{g_{\mathcal{M}} \oplus 1}{\nu} \otimes \frac{g_{\mathcal{M}} \oplus 1}{\nu} .
\end{aligned}
$$

Hence, (5.76) holds and $B_{\sigma, e^{i \theta}} \mid \mathcal{M}$ is a 2-isometry with covariance given by (5.77). Now, by Proposition 1.25 and Corollary $5.74, B_{\sigma, e^{i \theta}} \mid \mathcal{M}$ is a pure 2 -isometry. Since rank $\triangle_{B \mid \mathcal{M}}=1$, Proposition 5.6 implies that $B_{\sigma, e^{i \theta}} \mid \mathcal{M}$ is a Brownian shift.

To see that $\theta$ gives the angle of $B_{\sigma, e^{i \theta}} \mid \mathcal{M}$ simply observe that if $B$ is any Brownian shift and $\gamma$ is a unit vector chosen in ran $\triangle_{B}$, then the angle of $B$ is given by the formula

$$
e^{i \theta}=\langle B \gamma, \gamma\rangle
$$

Hence, since

$$
\begin{aligned}
\left\langle\left(B_{\sigma, e^{i \theta}} \mid \mathcal{M}\right) \frac{g_{\mathcal{M}} \oplus 1}{\nu}, \frac{g_{\mathcal{M}} \oplus 1}{\nu}\right\rangle & =\left\langle B_{\sigma, \mathrm{e}^{i \theta}} \frac{g_{\mathcal{M}} \oplus 1}{\nu}, \frac{g_{\mathcal{M}} \oplus 1}{\nu}\right\rangle \\
& =e^{i \theta}
\end{aligned}
$$

the angle of $B_{\sigma, t^{i t}} \mid \mathcal{M}$ is $\theta$ and the proof of Proposition 5.75 is complete.
We remark before continuing that if $B$ is a Brownian shift, then $\operatorname{dim} \operatorname{ker}\left(\left\|\triangle_{B}\right\|-\triangle_{B}\right)=1$ and Corollary 5.74 implies that if $\gamma$ is a unit vector in ker $\left(\left\|\Delta_{B}\right\|-\triangle_{B}\right)$, then $\gamma$ is cyclic for $B$. In Section 8 we shall prove these facts hold for an arbitrary cyclic pure 2 -isometry (Theorem 8.19).

The main application of the previous foray into the function theory of Brownian shifts will be via Lemma 5.78 below. Fix $\sigma>0, \theta \in[0,2 \pi)$ and $\alpha \in \mathbb{D}$. If $B_{\alpha}$ is defined by

$$
B_{\alpha}(z)=\frac{z-\alpha}{1-\alpha z}
$$

then note that by Proposition 5.63 an invariant subspace $\mathcal{M}_{0}$ of type II can be defined for $B_{\sigma, e^{2 \mu}}$ that satisfies the condition

$$
\varphi_{\mathcal{M}_{n}}=B_{\alpha}
$$

Furthermore (5.64) implies that

$$
\mathscr{M}_{1,}=\sigma e^{-i \theta} \frac{\left(1-|\alpha|^{2}\right)^{\frac{1}{2}}}{1-\alpha e^{-i \theta}} \frac{\left(1-|\alpha|^{2}\right)^{\frac{1}{2}}}{1-\bar{\alpha} z} .
$$

Noting that

$$
\left\|g_{\mathcal{M}_{r}}\right\|^{2}=\sigma^{2} \frac{1-|\alpha|^{2}}{\left|1-\bar{\alpha} e_{e^{e}}^{2 \theta}\right|^{2}}
$$

one sees that

$$
\left\{\frac{\sigma}{\left(1+\left\|g_{\mathcal{M}_{* x}}\right\|^{2}\right)^{\frac{1}{2}}}:(r \in \mathbb{D}\}=(0, \sigma) .\right.
$$

Thus, by an application of Proposition 5.75 one obtains the following lemma.

Lemma 5.78. If $0 \leq \sigma_{0} \leq \sigma$ and $\theta \in[0,2 \pi)$, there exists an isometry $L \in \mathcal{L}\left(H^{2}(\top \mathbb{C})\right.$ such that.

$$
L B_{\sigma_{0}, e^{i \theta}}=B_{\sigma, e^{i \theta}} L
$$

Recalling that Brownian isometries (resp, unitaries) of covariance $\sigma$ are defined as direct integrals of Brownian shifts of covariance less than or equal to (resp, equal to) $\sigma$ it should be clear that Lemma 5.78 and the theory of direct integrals implies the following result.

Proposition 5.79. If $B_{0} \in \mathcal{L}(\mathcal{H})$ is a Brownian isometry of covariance $\sigma_{0}$ and $\sigma_{0} \leq \sigma$, then there exists a Hilbert space $\mathcal{K}$, a Brownian mitary of covariance $\sigma$ and an isometry $L: \mathcal{H} \rightarrow \mathcal{K}$ such that

$$
L B_{0}=B L .
$$

We now show that Proposition 5.79 holds not just for the general Brownian isometry of covariance $\leq \sigma$ but in fact for the general 2-isometry of covariance $\leq \sigma$, a result which shows that Brownian unitaries play the role in the theory of 2 -isometries that unitaries play in the theory of isometries.

Theorem 5.80. If $T$ is a 2-isometry of covariance $\sigma$, then $T$ has an extension to a Brownian unitary of covariance $\sigma$.

Proof. We will attach to the 2-isometry $T$ a certain isometry $V$ and a certain contraction $C$. The Brownian unitary extension of $T$ will be constructed from a unitary extension $U$ of $V$ and an isometric dilation $S$ of $C^{*}$.

Let $T \in \mathcal{L}(\mathcal{H})$, set

$$
\delta=\left(1-\frac{1}{\sigma^{2}} \triangle_{T}\right)^{\frac{1}{2}}
$$

and let

$$
\mathcal{H}_{0}=(\operatorname{ran} \delta)^{-} .
$$

Define $C_{0}:(\operatorname{ran} \delta T)+\left(\mathcal{H}_{0} \ominus(\operatorname{ran} \delta T)\right) \rightarrow \mathcal{H}_{0}$ by

$$
C_{0}(\delta T x)=\delta x, \quad x \in \mathcal{H}
$$

and

$$
C_{0} \mid \mathcal{H}_{0} \Theta(\operatorname{ran} \delta T)^{-}=0
$$

To see that $C_{0}$ is well defined and extends by continuity to a contraction

$$
C: \mathcal{H}_{0} \rightarrow \mathcal{H}_{0}
$$

we observe that if $x \in \mathcal{H}$ and $y \in \mathcal{H}_{0} \ominus(\operatorname{ran} \delta T)^{-}$, then

$$
\begin{equation*}
\|\delta T x+y\|^{2}-\left\|C_{0}(\delta T x+y)\right\|^{2}=\left\langle\triangle_{T} x, x\right\rangle+\|y\|^{2} \tag{5.81}
\end{equation*}
$$

Also note that (5.81) implies the defect identity,

$$
\begin{equation*}
(\delta T)^{*}\left(1-C^{*} C\right) \delta T=\triangle_{T} \tag{5.82}
\end{equation*}
$$

In (5.82), $\delta T$ is regarded as an operator into $\mathcal{H}_{0}$.
Now, set

$$
\mathcal{H}_{1}=\left(\operatorname{ran} \triangle_{T}^{\frac{1}{2}}\right)^{-}
$$

Let $V_{0}: \operatorname{ran} \triangle_{T}^{\frac{1}{2}} \rightarrow \operatorname{ran} \triangle_{T}^{\frac{1}{2}}$ be defined by

$$
V_{0}\left(\triangle_{T}^{\frac{1}{2}} x\right)=\triangle_{T}^{\frac{1}{2}} T x \quad, \quad x \in \mathcal{H}
$$

Since $T^{*} \triangle_{T} T=\triangle_{T}, V_{0}$ is an isometry and hence extends by continuity to an isometry

$$
V: \mathcal{H}_{1} \rightarrow \mathcal{H}_{1} .
$$

Now let $S^{*}$ be a coisometric extension of $C$ acting on a space $\mathcal{K}_{0}$, i.e., $\mathcal{K}_{0}$ is a Hilleert space containing $\mathcal{H}_{0}, S \in \mathcal{L}\left(\mathcal{K}_{0}\right)$ is an isometry such that $\mathcal{H}_{0}$ is invariant for $S^{\prime \prime}$ and

$$
\begin{equation*}
C=S^{*} \mid \mathcal{H}_{1} . \tag{5.83}
\end{equation*}
$$

Such a coisometric extension can be obtained from an isometric dilation of $C^{*}[S \%-N-F]$. Also choose a Hilbert space $\mathcal{K}_{1} \supseteq \mathcal{H}_{1}$ and a mitary $U \in \mathcal{L}\left(\mathcal{K}_{1}\right)$ such that $\mathcal{H}_{1}$ is invariant for $U$ and

$$
\begin{equation*}
V=U \mid \mathcal{H}_{1} \tag{5.84}
\end{equation*}
$$

Observing that the operators $S$ and $U$ above and the spaces they act on can be artificialls enlarged, it is clear that we may assume that

$$
\operatorname{dim}\left(\mathcal{K}_{1} \triangleleft \mathcal{H}_{1}\right)=\operatorname{dim} \mathcal{M}
$$

where

$$
\mathcal{M}=\operatorname{ran}\left(1-S S^{*}\right)
$$

Now define $E_{0}:$ ran $\triangle_{T}^{\frac{1}{2}}+\left(\mathcal{K}_{1}\left\{\mathcal{H}_{1}\right) \rightarrow\left(1-S S^{*}\right) \mathcal{K}_{0}\right.$ by choosing a Hilbert space isomorphism $F: \mathcal{K}_{1} \circlearrowleft \mathcal{H}_{1} \rightarrow \mathcal{M}$ and setting

$$
E_{0} \triangle_{T}^{\frac{1}{2}} x=\left(1-S S^{* *}\right) \delta T r . \quad x \in \mathcal{H}
$$

and

$$
E_{0} \mid \mathcal{K}_{1}: \mathcal{H}_{1}=F
$$

Observe using (5.83) and (5.84) that

$$
\begin{aligned}
\left\|E_{0} \triangle_{T}^{\frac{1}{2}} x\right\|^{2} & =\left\langle\left(1-S S^{*}\right) \delta T x, \delta T x\right\rangle \\
& =\left\langle\left(1-C^{*} C\right) \delta T x, \delta T x\right\rangle \\
& =\left\langle\triangle_{T} x, x\right\rangle \\
& =\left\|\triangle_{T}^{\frac{1}{2}} x\right\|^{2}
\end{aligned}
$$

Hence, $E_{0}$ is an isometry and extends by continuity to a Hilbert space isomorphism

$$
E: \mathcal{K}_{1} \rightarrow\left(1-S S^{*}\right) \mathcal{K}_{0}
$$

Also note that

$$
\begin{equation*}
\left(1-S S^{*}\right) \delta T=E \triangle_{T}^{\frac{1}{2}} \tag{5.85}
\end{equation*}
$$

Now note that

$$
B=\left[\begin{array}{cc}
S & \sigma E \\
0 & U
\end{array}\right]
$$

acting on $\mathcal{K}_{0} \oplus \mathcal{K}_{1}$ is a Brownian unitary of covariance $\sigma$, and that the map $L: \mathcal{H} \rightarrow \mathcal{K}_{0} \oplus \mathcal{K}_{1}$ defined by

$$
L(x)=\delta x \oplus \frac{1}{\sigma} \triangle_{T}^{\frac{1}{2}} x
$$

is an isometry. Thus, the proof of Theorem 5.80 will be complete if it is shown that

$$
\begin{equation*}
L T=B L \tag{5.86}
\end{equation*}
$$

To see (5.86) holds note that the equation has the two components,

$$
\begin{equation*}
\delta T x=S \delta x+E \triangle_{T}^{\frac{1}{2}} x \tag{5.87}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{1}{\sigma} \triangle_{T}^{\frac{1}{2}} T x=U \frac{1}{\sigma} \triangle_{T}^{\frac{1}{2}} x \tag{5.88}
\end{equation*}
$$

for all $x \in \mathcal{H}$. To prove (5.87) note using (5.85), (5.83), and the definition of $C$, that

$$
\begin{aligned}
\delta T x & =S S^{*} \delta T x+\left(1-S S^{*}\right) \delta T x \\
& =S S^{*} \delta T x+E \triangle_{T}^{\frac{1}{2}} x \\
& =S C \delta T x+E \triangle_{T}^{\frac{1}{2}} x \\
& =S \delta x+E \triangle_{T}^{\frac{1}{2}} x
\end{aligned}
$$

The proof of (5.88) follows in a similar fashion using (5.84) and the definition of $V$. This concludes the proof of Theorem 5.80.

We will close this section with a theorem that demonstrates the optimality of Theorem 5.80 in any model theory for 2 -isometries based on lifting. Let $\mathcal{F}_{\sigma}$ denote the collection of 2-isometries $T$ with $\operatorname{cov}(T) \leq \sigma$. Suppose that $\mathcal{B} \subseteq \mathcal{F}_{\sigma}$ is any subcollection with the property that

$$
\begin{equation*}
B \in \mathcal{B} \quad \text { and } \quad \mathcal{M} \quad \text { reducing for } \quad B \text { implies that } B \mid \mathcal{M} \in \mathcal{B} \tag{5.89}
\end{equation*}
$$

We claim that if $\mathcal{B}$ is a collection of operators providing a model for the general 2 isometry as in Theorem 5.80 (i.e., every element of $\mathcal{F}_{\sigma}$ has an extension to a $B \in \mathcal{B}$ ), then necessarily $\mathcal{B}$ contains the Brownian unitaries of covariance $\sigma$. The heart of the matter rests in the following lemma.

Lemma 5.90. If $T \in \mathcal{L}(\mathcal{H})$ is a 2 -isometry of covariance $\sigma$ and $\mathcal{M} \subseteq \mathcal{H}$ is an invariant subspace for $T$ such that $T \mid \mathcal{M}$ is a Brownian unitary of covariance $\sigma$, then $\mathcal{M}$ reduces $T$.

Proof. Let $B=T \mid \mathcal{M} . T$ has the block representation,

$$
T=\left[\begin{array}{ccc}
V & \sigma E & X  \tag{5.91}\\
0 & U & Y \\
0 & 0 & Z
\end{array}\right]
$$

with respect to the decomposition $\mathcal{H}=\operatorname{ker} \triangle_{B} \oplus \operatorname{ran} \triangle_{B} \oplus \mathcal{M}^{\perp}$ for some operators $X$ : $\mathcal{M}^{\perp} \rightarrow \operatorname{ker} \triangle_{B}, Y: \mathcal{M}^{\perp} \rightarrow \operatorname{ran} \triangle_{B}$ and $Z \in \mathcal{L}\left(\mathcal{M}^{\perp}\right)$. Furthermore since $B$ is a Brownian unitary of covariance $\sigma$,

$$
\begin{equation*}
V \text { is an isometry, } \tag{5.92}
\end{equation*}
$$

and

$$
\begin{equation*}
U \text { is unitary. } \tag{5.95}
\end{equation*}
$$

To prove the lemma it suffices to show that $X=0$ and $Y=0$.
Now, computing $\triangle_{T}$ gives

$$
\triangle_{T}=\left[\begin{array}{ccc}
0 & 0 & V^{*} X  \tag{5.96}\\
0 & \sigma^{2} & \sigma E^{*} X+U^{*} Y \\
X^{*} V & \sigma X^{*} E+Y^{*} U & X^{*} X+Y^{*} Y+Z^{*} Z-I
\end{array}\right]
$$

In particular, since $\triangle T \geq 0$,

$$
\begin{equation*}
X^{*} V=0 \tag{5.97}
\end{equation*}
$$

Also, since $B$ is a Brownian unitary of covariance $\sigma$,

$$
\operatorname{ran} \triangle_{B}=\operatorname{ker}\left(\sigma^{2}-\triangle_{B}\right)
$$

and since $\sigma^{2}-\triangle_{T} \geq 0$ and $B=T \mid \mathcal{M}$,

$$
\operatorname{ker}\left(\sigma^{2}-\triangle_{B}\right) \subseteq \operatorname{ker}\left(\sigma^{2}-\triangle_{T}\right)
$$

Hence, one deduces from (5.96) that

$$
\begin{equation*}
\sigma X^{*} E+Y^{*} U=0 \tag{5.98}
\end{equation*}
$$

Now using (5.96), (5.97) and (5.98) and the fact $T^{*} \triangle_{T} T-\triangle_{T}=0$ gives

$$
\left[\begin{array}{ccc}
0 & 0 & 0 \\
0 & 0 & \sigma^{2} U^{*} Y \\
0 & \sigma^{2} Y^{*} U & *
\end{array}\right]=0
$$

Hence (5.95) implies that $Y=0$.
To see that $X=0$ note that since $Y=0$, (5.98) implies that $X^{*} E=0$. Hence by (5.94) and (5.97), $X^{*}=0$. This concludes the proof of Lemma 5.90.

Lemma 5.90 does not generalize to Brownian isometries. Indeed, by Lemma 5.78 $B_{1, e^{7^{7}} \text { 尤 }} B_{2, \varepsilon^{i \theta}}$ extends to $B=B_{2, \varepsilon^{i f}} \oplus B_{2, e^{i \theta}}$, but by Lemma 5.32 every direct summand of $B$ is a Brownian unitary.

We now are able to prove our promised result that the Brownian unitaries give an optimal model theory for 2-isometries.

Theorem 5.99. Fix $\sigma>0$. If $\mathcal{B}$ is a subcollection of $\mathcal{F}_{\sigma}$ satisfying property (5.89) and with the property that every clement of $\mathcal{F}_{\sigma}$ has an extension to an element of $\mathcal{B}$, then $\mathcal{B}$ contains the Brownian unitaries of covariance $\sigma$.

Proof. Suppose $\mathcal{B} \subseteq \mathcal{F}_{\sigma}$ has the properties of the theorem and fix a Brownian unitary $B$ of covariance $\sigma$. Evidently, there exists $T \in \mathcal{B}$ and an invariant subspace $\mathcal{M}$ for $T$ such that $B=T \mid \mathcal{M}$. By Lemma $5.90, \mathcal{M}$ is reducing for $T$. Hence by (5.89), $B \in \mathcal{B}$. This concludes the proof of Theorem 5.99.

## §6. A Disconjugacy Theorem for Matricial Toeplitz Operators

In this section we shall generalize the results of $[\mathbf{A g 4}]$ to the matricial case. If $L$ is a DDO and the coefficients of $L$ are functions, then the DTO $A=P L \mid \mathcal{D}_{a}$ has an extension to a densely defined self-adjoint operator on $H^{2}$ and this extension is a Toeplitz operator in the sense of Boutet de Monvel and Guillemin [M-G]. In [M-G], working on a general compact, strictly pseudoconvex domain with smooth boundary, the authors establish discreteness of spectrum, Fredholm properties and an analysis of the asymptotic behavior of the spectrum for the class of elliptic Toeplitz operators. There is, however, another qualitative phenomenon present in the classical theory of elliptic $O D E$, namely disconjugacy. In $[\mathbf{A g} 4]$ it was shown that the classical disconjugacy theorem for 2nd order
$O D E$ (as well as the related Sturm-Liouville phenomena) generalize to the Toeplitz case where $L$ has the form,

$$
L=D+w
$$

with $w \in L_{\mathbb{R}}^{\infty}(\partial \mathbb{D})$. This result, which implies that certain cyclic 2-isometries possess a cyclic vector which is an eigenfunction for $L$, was then used in [Ag4] to establish Lemma 6.7 below in the special case where $T$ is cyclic and has a "Wiener-Hopf form" as defined in Section 4. In this section we shall generalize the results just described from the scalar to the matrix case. In particular, we establish a disconjugacy theorem for matrix DTO and then use this theorem to show how to concretely calculate a Brownian isometric extension for the 2-isometry $M_{A}$ in terms of the spectral information of $A$.

Recall from Section 4 that if $T \in \mathcal{L}(\mathcal{H})$ is an $n$-cyclic 2 -isometry, then we say that $T$ possesses a Wiener-Hopf form if there exists a cyclic $n$-tuple $\gamma=\left(\gamma_{1}, \ldots, \gamma_{n}\right)$ for $T$ such that the matricial $\operatorname{DDO}(T, \gamma)^{\wedge}$ has the form,

$$
\begin{equation*}
(T, \gamma)^{\wedge}=\frac{d \theta}{2 \pi} D+\beta_{0} \tag{6.1}
\end{equation*}
$$

i.e., $\beta_{1}=\frac{d \theta}{2 \pi}$. Furthermore recall from Theorem 4.18 that any regular 2-isometry possesses a Wiener-Hopf form.

Now, if $L$ is as in (6.1) and if we set $A=P L \mid \mathcal{D}_{a}^{n, 1}$, then $A$ is completely determined by $\beta_{0}$, the intercept of $L$. Furthermore, if $\beta_{0} \in\left(L^{\infty}\right)^{n, n}$, then we may regard $A$ as an unbounded operator on $\left(H^{2}\right)^{n, 1}$. Specifically, if $u \in\left(L^{\infty}\right)^{n, n}$, recall that the Toeplitz operator $T_{w}:\left(H^{2}\right)^{n, 1} \rightarrow\left(H^{2}\right)^{n, 1}$ is defined by

$$
T_{w} f=P(w f)
$$

where $P$ denotes the orthogonal projection of $\left(L^{2}\right)^{n, 1}$ onto $\left(H^{2}\right)^{n, 1}$. It is easy to verify that if $A_{w}$ is defined on $\left(H^{2}\right)^{n, 1}$ by

$$
\begin{align*}
\operatorname{dom}\left(A_{w}\right) & =\left\{f \in\left(H^{2}\right)^{n, 1}: f^{\prime} \in\left(H^{2}\right)^{n, 1}\right\} \\
A_{w} f & =D f+T_{w} f, f \in \operatorname{dom}\left(A_{w}\right) \tag{6.2}
\end{align*}
$$

then $A_{w}$ is an unbounded self adjoint operator. Noting the formula,

$$
\begin{equation*}
\left\langle A_{w} \varphi, \psi\right\rangle=\left(\frac{d \theta}{2 \pi} D+w \frac{d \theta}{2 \pi}\right)(\varphi)\left(\psi^{*}\right), \varphi, \psi \in \mathcal{D}_{a}^{n, 1} \tag{6.3}
\end{equation*}
$$

it is clear that the study of $n$-cyclic 2 -isometries that possess a Wiener-Hopf form with bounded intercept corresponds to the study of the operators multiplication by $z$ on the form domain of the operators $A_{w}$ defined in (6.2).

Accordingly, if $w \in\left(L^{\infty}\right)^{n, n}$ and $A_{w}$ is defined as in (6.2), let us agree to say $A_{w}$ is positive ( $A_{w} \geq 0$ ) if

$$
\left\langle A_{w} f, f\right\rangle \geq 0 \quad \text { for all } \quad f \in \operatorname{dom}\left(A_{w}\right)
$$

Let us agree to say that $A_{w}$ is an analytic Dirichlet operator if there exists a positive constant $\varepsilon$ such that

$$
\begin{equation*}
A_{w}-\varepsilon \geq 0 \tag{6.4}
\end{equation*}
$$

If $A_{w}$ is positive, define $H_{w}^{2}$, the form domain of $A_{w}$, to be the completion of dom $\left(A_{w}\right)$ with respect to the bilinear form,

$$
[f, g]_{w}=\left\langle A_{w} f, g\right\rangle
$$

Evidently, using (6.3) and Lemma 3.28, $A_{w}$ is an analytic Dirichlet operator if and only if the operator $M_{w}$, defined densely on $H_{w}^{2}$ by

$$
\left(M_{w} f\right)(z)=z f(z), \quad f \in \operatorname{dom}\left(A_{w}\right)
$$

is a well-defined bounded operator. Also, in this event, $H_{w}^{2} \subseteq\left(H^{2}\right)^{n, 1}$ (here, $H^{2}$ denotes the classical Hardy space). It should be clear also that if $A_{w}$ is an analytic Dirichlet operator, then $M_{w}$ is a 2-isometry. If we set $\triangle_{w}=\triangle_{M_{w}}$, then Proposition 3.41 implies that

$$
\begin{equation*}
\left[\triangle_{w} f, g\right]_{w}=\langle f, g\rangle \quad f, g \in H_{w}^{2} \tag{6.5}
\end{equation*}
$$

Formula (6.5) has a very interesting consequence that allows one to see why spectral information about $A_{w}$ might have interesting model theoretic consequences for the 2-isometry $M_{w}$. A priori, the spectrum of $A_{w}$ consists entirely of eigenvalues of finite multiplicity clustering at $+\infty$. Thus (6.4) implies that $A_{w}$ is compactly invertible. Formula (6.5) is the assertion that

$$
\begin{equation*}
A_{w}^{-1}=\triangle_{w} \tag{6.6}
\end{equation*}
$$

i.e., $A_{w} \triangle_{w} h=h$ for all $h \in H_{w}^{2}$ and $\triangle_{w} A_{w} h=h$ for all $h \in \operatorname{dom}\left(A_{w}\right)$.

We begin with a generalization of Lemma 1.2 from [ $\mathbf{A g 4} 4$ ].
Lemma 6.7. Let $w \in\left(L^{\infty}\right)^{n, n}$ with $w\left(e^{i \theta}\right)=w\left(e^{i \theta}\right)^{*}$ for a.e $\theta$. If $A_{w} \geq 0$ and $f_{1}, \ldots, f_{k} \in$ $\operatorname{dom}\left(A_{w}\right)$ with $A_{w} f_{r}=0$ for each $r=1, \ldots k$, then the following are equivalent.
(i) $f_{1}, \ldots, f_{k}$ are linearly independent .
(ii) For each $\alpha \in \mathbb{D}, f_{1}(\alpha), \ldots, f_{k}(\alpha)$ are linearly independent.
(iii) There exists $\alpha \in \mathbb{D}$ such that $f_{1}(\alpha), \ldots, f_{k}(\alpha)$ are linearly independent.

Proof. Observe that (ii) $\Rightarrow$ (iii) and (iii) $\Rightarrow$ (i) are tautologies. To see that (i) $\Rightarrow$ (ii) assume that $f_{1}, \ldots, f_{k}$ are linearly independent. Let $\alpha \in \mathbb{D}$ and fix $c_{1}, \ldots, c_{k} \in \mathbb{C}$ with

$$
\begin{equation*}
\sum_{r=1}^{k} c_{r} f_{r}(\alpha)=0 \tag{6.8}
\end{equation*}
$$

The proof of Lemma 6.7 will be complete once it is shown that $c_{r}=0$ for each $r$. Set

$$
\begin{equation*}
f(z)=\sum_{r=1}^{k} c_{r} f_{r}(z), \quad z \in \mathbb{D} \tag{6.9}
\end{equation*}
$$

Evidently (6.8) implies that if $B(z)$ is defined by

$$
B(z)=\frac{z-\alpha}{1-\bar{\alpha} z}, \quad z \in \mathbb{D}
$$

then there exists $g \in \operatorname{dom}\left(A_{w}\right)$ such that $f=B g$. Computing as in the proof of Lemma 1.7 in $[\mathbf{A g} 4]$ we find that $g=0$. Thus, $f=0$, and hence, since $f_{1}, \ldots, f_{k}$ are linearly independent, $c_{r}=0$ for each $r$ and the proof of Lemma 6.7 is complete.

Lemma 6.7 has interesting applications for the spectral theory of the covariance operator $\triangle_{T}$ of an $n$-cyclic 2 -isometry $T$. First assume that $T$ is an $n$-cyclic 2 -isometry with cyclic $n$-tuple $\gamma$ and with $(T, \gamma)^{\wedge}$ in Wiener-Hopf form with bounded intercept $w$. Thus, $T$ is unitarily equivalent to $M_{w}$ acting on $H_{w}^{2}$. For $\alpha \in \mathbb{D}$ and $x \in \mathbb{C}^{n}$ choose $k_{\alpha, x} \in H_{w}^{2}$ with the property that

$$
\begin{equation*}
\left[f, k_{\alpha, x}\right]_{w}=\langle f(\alpha), x\rangle_{\mathbb{C}^{n}}, f \in H_{w}^{2} \tag{6.10}
\end{equation*}
$$

There are many ways to deduce the existence and uniqueness of such $k_{\alpha, x}$, but perhaps the most definitive analysis is provided by (6.5) which implies that

$$
\begin{equation*}
k_{\alpha, x}=\triangle_{w} s_{\alpha, x} \tag{6.11}
\end{equation*}
$$

where $s_{\alpha, x}$ is the Szegö kernel for $\left(H^{2}\right)^{n, 1}$ (i.e., $s_{\alpha, x x}=\frac{x}{1-\bar{\alpha} e^{i \theta}}$ has the property $\left\langle f, s_{\alpha, x}\right\rangle=$ $\langle f(\alpha), x\rangle)^{n}$ for $\left.f \in\left(H^{2}\right)^{n, 1}\right)$.

Now, first observe that (6.6) implies that

$$
\begin{equation*}
\operatorname{ker}\left(A_{w}-\rho_{1}\right)=\operatorname{ker}\left(\left\|\triangle_{w}\right\|-\triangle_{w}\right) \tag{6.12}
\end{equation*}
$$

where $\rho_{1}$ denotes the first eigenvalue of $A_{w}$. Sccondly, note that if $\alpha \in \mathbb{D}$, then

$$
\begin{equation*}
f \in \operatorname{ran}\left(M_{w}-\alpha\right) \text { if and only if } f(\alpha)=0 . \tag{6.13}
\end{equation*}
$$

Now assume that $f_{1}, \ldots, f_{k} \in \operatorname{ker}\left(\left\|\triangle_{w}\right\|-\triangle_{w}\right)$ are chosen to be linearly independent. By (6.12) and Lemma 6.7 applied to $A_{w-\rho_{1}}$, no nontrivial linear combination of $f_{1}, \ldots, f_{k}$ vanishes at $\alpha$. Hence, by (6.13), no nontrivial linear combination of $f_{1}, \ldots, f_{k}$ meets $\operatorname{ran}\left(M_{w}-\alpha\right)$. Summarizing, we have shown that

$$
\begin{equation*}
\operatorname{ker}\left(\left\|\triangle_{w}\right\|-\triangle_{w}\right) \cap \operatorname{ran}\left(M_{w}-\alpha\right)=\{0\} . \tag{6.14}
\end{equation*}
$$

The assertion (6.14) is an intrinsic statement about the covariance operator of an $n$-cyclic 2 -isometry in Wiener-Hopf form with bounded intercept. In fact (6.14) is true for a general nonisometric 2-isometry.

Proposition 6.15. If $T$ is a nonisometric 2-isometry and $\alpha \in \mathbb{D}$, then

$$
\operatorname{ker}\left(\left\|\triangle_{T}\right\|-\triangle_{T}\right) \cap \operatorname{ran}(T-\alpha)=\{0\}
$$

Proof. We leave as an exercise in algebra the fact that Proposition 6.15 holds when $T$ is a nonunitary Brownian unitary. If $T$ is a nonisometric 2 -isometry with $\sigma^{2}=\left\|\Delta_{T}\right\|>0$, choose a Brownian unitary extension $B$ for $T$ of covariance $\sigma$ (Theorem 5.80). Evidently,

$$
\operatorname{ker}\left(\sigma^{2}-\triangle_{T}\right) \subseteq \operatorname{ker}\left(\sigma^{2}-\triangle_{B}\right)
$$

and

$$
\operatorname{ran}(T-\alpha) \subseteq \operatorname{ran}(B-\alpha)
$$

Since

$$
\operatorname{ker}\left(\sigma^{2}-\triangle_{B}\right) \cap \operatorname{ran}(B-\alpha)=\{0\},
$$

the conclusion of Proposition 6.15 follows.
We remark before continuing that by the manner in which we prove Proposition 6.15 we have shown that the lifting theorem (Theorem 5.80) implies the disconjugacy theorem (Lemma 6.7). Conversely, in Theorem 6.20 we shall see how the disconjugacy theorem implies the lifting theorem.

Our next result bears the same relation to Lemma 1.2 in [ $\mathbf{A g} 4]$ that the lemma just proved bears to Lemma 1.7 in [Ag4]. The differences between Lemma 6.16 below and Lemma 6.7 are that now $\alpha \in \partial \mathbb{D}$ (rather than $\alpha \in \mathbb{D}$ ) and the DTO $A_{w}$ is not assumed to be positive definite.

Lemma 6.16. Let $w \in\left(L^{\infty}\right)^{n, n}$ with $w\left(e^{i \theta}\right)=w\left(e^{i \theta}\right)^{*}$ for a.e. $e^{i \theta}$. If $f_{1}, \ldots, f_{k} \in$ $\operatorname{dom}\left(A_{w}\right)$ with $A_{w} f_{r}=0$ for each $r=1, \ldots, k$, then the following three statements are equivalent.
(i) $f_{1}, \ldots, f_{k}$ are linearly independent.
(ii) For each $\alpha \in \partial \mathbb{D}, f_{1}(\alpha), \ldots, f_{k}(\alpha)$ are linearly independent.
(iii) There exists $\alpha \in \partial \mathbb{D}$ such that $f_{1}(\alpha), \ldots, f_{k}(\alpha)$ are linearly independent.

Proof. As in the proof of Lemma 6.7, it suffices to prove that (i) $\Rightarrow$ (ii). Accordingly, assume that $f_{1}, \ldots f_{k}$ are linearly independent. Let $\alpha \in \partial \mathbb{D}$ and fix $c_{1}, \ldots, c_{k} \in \mathbb{C}$ such that (6.8) holds. If $f$ is defined as in (6.9), then, as in the proof of Lemma 1.2 from [Ag4], there exists $g \in\left(H^{2}\right)^{n, 1}$ such that $f=(z-\alpha) g$. Also as in the proof of Lemma 1.7, the equation

$$
0=\left\langle A_{w}(z-\alpha) g,(z+\alpha) g\right\rangle
$$

implies that $g=0$. Since $g=0$, so also $f=0$ and since $f_{1}, \ldots, f_{k}$ are linearly independent, we deduce that $c_{r}=0$ for each $r$. This concludes the proof of Lemma 6.16.

Lemma 6.7 and 6.16 have many interesting implications for both the theory of first order Toeplitz operators as well as the theory of 2 -isometries. We content ourselves with the following proposition.

Proposition 6.17. If $w \in\left(L^{\infty}\right)^{n, n}, w\left(e^{i \theta}\right)=w\left(e^{i \theta}\right)^{*}$ for almost every $e^{i \theta} \in \partial \mathbb{D}$, and $A_{w} \geq 0$, then dim ker $A_{w} \leq n$. If $f_{1}, \ldots, f_{k} \in$ ker $A_{w}$ are linearly independent, then $f_{1}(\alpha), \ldots, f_{k}(\alpha)$ are linearly independent for cach $\alpha \in \mathbb{D}^{-}$.

Now, Proposition 6.17 will turn out to have a remarkable interpretation ( 6.24 below) for the case when $T$ is a 2-isometry of the form $T=M_{w}$. We begin with a characterization of $H_{w}^{2}$ when $w \in\left(L^{\infty}\right)^{n, n}$. Note that with our current notation $H_{1}^{2}$ is the direct sum of $n$ copies of the Dirichlet space.

Proposition 6.18. If $w \in\left(L^{\infty}\right)^{n, n}$ and $A_{w}$ is an analytic Dirichlet operator, then there exist constants $c_{1}, c_{2}>0$ such that

$$
\begin{equation*}
c_{1}\|\varphi\|_{A_{1}} \leq\|\varphi\|_{A_{1 \prime}} \leq c_{2}\|\varphi\|_{A_{1}} \tag{6.19}
\end{equation*}
$$

for all $\varphi \in \mathcal{D}_{n}^{n, 1}$. In particular, $M_{w}$ is similar to a direct sum of $n$ copies of the Dirichlet shift, and if $F=\left(f_{r s}\right)$ is a matrix of analytic functions with $f_{r s}^{\prime} \in H^{2}$ for all $r, s \leq n$, then $F$ is a multiplier of $H_{w}^{2}$.

Proof. The later assertion of the proposition follows from (6.19) and the fact that if $f^{\prime} \in H^{2}$, then $f$ is a multiplier of the Dirichlet space.

To prove (6.19) first note that if $\varphi \in \mathcal{D}_{a}^{n, 1}$, then

$$
\begin{aligned}
\|\varphi\|_{A_{w}}^{2}= & \langle D \varphi, \varphi\rangle+\langle w \varphi, \varphi\rangle \\
& \leq \max \left\{1,\|w\|_{\infty}\right\}\|\varphi\|_{A_{1}}^{2} .
\end{aligned}
$$

Secondly, note that since

$$
\begin{aligned}
\langle(1-w) \varphi, \varphi\rangle & \leq\|1-w\|_{\infty}\langle\varphi, \varphi\rangle \\
= & \|1-w\|_{\infty}\left[\triangle_{w} \varphi, \varphi\right]_{w} \\
& \leq\left\|\triangle_{w}\right\|\|1-w\|_{\infty}\|\varphi\|_{w}^{2}
\end{aligned}
$$

we obtain that

$$
\begin{aligned}
\|\varphi\|_{A_{1}}^{2}= & \langle D \varphi, \varphi\rangle+\langle\varphi, \varphi\rangle \\
= & \|\varphi\|_{A_{w}}^{2}+\langle(1-w) \varphi, \varphi\rangle \\
& \leq\left(1+\left\|\triangle_{w}\right\|\|1-w\|_{\infty}\right)\|\varphi\|_{A_{w}}^{2} .
\end{aligned}
$$

Thus (6.19) holds with $c_{2}=\max \left\{1,\|w\|_{\infty}\right\}^{\frac{1}{2}}$ and $c_{1}=\left(1+\left\|\triangle_{w}\right\|\|1-w\|_{\infty}\right)^{-\frac{1}{2}}$ and the proof of Proposition 6.18 is complete.

The remainder of this section will be devoted to proving the following theorem.
Theorem 6.20. Let $w \in\left(L^{\infty}\right)^{n, n}$ be such that $w\left(e^{i \theta}\right)=w\left(e^{i \theta}\right)^{*}$ for a.e. $e^{i \theta}$ and such that $A_{w}$ is an analytic Dirichlet operator with $\left\|\triangle_{w}\right\|=\sigma^{2}$ (equivalently, the first eigenvalue of $A_{w}$ is $\sigma^{-2}$ ). There exists $v \in\left(L^{\infty}\right)^{n, n}$ such that

$$
\begin{equation*}
v\left(e^{i \theta}\right) \geq \sigma^{-2} \quad \text { for } \quad \text { a.e. } \quad e^{i \theta} \in \mathscr{D} \tag{6.21}
\end{equation*}
$$

$$
\begin{equation*}
A_{w-v} \geq 0 \quad \text { and } \tag{6.22}
\end{equation*}
$$

$$
\begin{equation*}
\operatorname{dim} \operatorname{ker} A_{w-v}=n \tag{6.23}
\end{equation*}
$$

If $v \in\left(L^{\infty}\right)^{n . n}$ is any matrix function satisfying (6.21) - (6.23), then

$$
\begin{equation*}
\text { ker } A_{w-v} \text { is cyclic for } M_{w} \text {. } \tag{6.24}
\end{equation*}
$$

Furthermore, if $v \in\left(L^{\infty}\right)^{n, n}$ is any matrix function satisfying (6.21)-(6.24), if $f_{1}, \ldots, f_{n}$ is any basis for $\operatorname{ker}\left(A_{w-v}\right)$ and if $B$ is defined by

$$
B=\int_{\oplus} B_{v\left(e^{i \theta}\right)^{-\frac{1}{2}}, e^{i \theta}} \frac{d \theta}{2 \pi},
$$

then $B$ has covariance $\sigma$ and the slope and intercept sequences of $\left(M_{w} ; f_{1}, \ldots, f_{n}\right)$ and

$$
\left(B ; \int_{\oplus}\left[\begin{array}{c}
0 \\
v\left(e^{i \theta}\right)^{\frac{1}{2}} f_{1}\left(e^{i \theta}\right)
\end{array}\right] \frac{d \theta}{2 \pi}, \ldots, \int_{\oplus}\left[\begin{array}{c}
0 \\
v\left(e^{i \theta}\right)^{\frac{1}{2}} f_{n}\left(e^{i \theta}\right)
\end{array}\right] \frac{d \theta}{2 \pi}\right)
$$

are the same. In particular, $M_{w}$ has an extension to a Brownian unitary of covariance $\sigma$.
The remainder of this section will be devoted to the proof of Theorem 6.20. We first construct an element $v \in\left(L^{\infty}\right)^{n, n}$ with the properties (6.21), (6.22) and (6.23). Once this is accomplished we invoke Proposition 6.17 to deduce that if $n$ vectors $f_{1}, \ldots, f_{n} \in$ $\operatorname{ker}\left(A_{w-v}\right)$ are chosen linearly independent, then $\left(f_{1}, \ldots, f_{n}\right)$ is a cyclic $n$-tuple for $M_{w}$. Finally, the proof of 6.20 will be completed by a direct calculation using the formulas

$$
\begin{equation*}
A_{w} f_{r}=P\left(v f_{r}\right) \quad r=1, \ldots, n \tag{6.25}
\end{equation*}
$$

To construct $v \in\left(L^{\infty}\right)^{n, n}$ with the desired properties we shall proceed by induction using the following simple perturbation lemma.

Lemma 6.26. Suppose $u \in\left(L^{\infty}\right)^{n, n}, A_{u} \geq 0$ and dim ker $A_{u}=k$. If $0 \leq k<n$, then there exists $v \in\left(L^{\infty}\right)^{n, n}$ such that

$$
\begin{gathered}
v \geq 0, \\
A_{u-v} \geq 0,
\end{gathered}
$$

and
$\operatorname{dim}$ ker $A_{u-v}>k$.
Proof. Let $f_{1}, \ldots, f_{k}$ span ker $A_{u}$. Let $P\left(e^{i \theta}\right)$ denote the orthogonal projection of $\mathbb{C}^{n}$ onto $\left\{f_{1}\left(e^{i \theta}\right), \ldots, f_{k}\left(e^{i \theta}\right)\right\}^{\perp} \subseteq \mathbb{C}^{n}$. Thus, $P \in\left(L^{\infty}\right)^{n, n}, P\left(e^{i \theta}\right) \geq 0$ for almost every $e^{i \theta} \in \partial \mathbb{D}$ (in fact, $P$ is continuous) and

$$
\operatorname{ran} T_{P} \subseteq \operatorname{ran} A_{u}
$$

By the discreteness of the spectrum of $A_{u}$, it follows that there exists a largest positive constant $t$ such that

$$
t T_{P} \leq A_{u}
$$

The proof of Lemma 6.26 is completed by letting $v=t P$.
The existence of $v \in\left(L^{\infty}\right)^{n, n}$ satisfying (6.21), (6.22) and (6.23) now follows by considering the following set $S$ :
$S=\left\{k \geq 1\right.$ : there exists $v \in\left(L^{\infty}\right)^{n, n}$ such that (6.21) and (6.22) holds and such that $\operatorname{dim}$ ker $\left.A_{w-v}=k\right\}$.
First note that (6.6) implies that $\sigma^{-2}$ is the first eigenvalue of $A_{w}$. Hence if $v$ is defined by $v\left(e^{i \theta}\right) \equiv \sigma^{-2}$, then (6.21) and (6.22) hold. Thus, dim ker $A_{w-\sigma^{-2}} \in S$. On the other hand, Lemma 6.26 asserts that if $1 \leq k<n$ and $k \in S$, then there exists $k_{1}>k$ with $k_{1} \in S$. Finally, Proposition 6.17 asserts that if $k \in S$, then $k \leq n$. Hence $n \in S$ and a $n$ with the desired properties exists.

Now assume that $v \in\left(L^{\infty}\right)^{n, n}$ is any matrix function satisfying (6.21)-(6.23). Choose $n$ vectors $f_{r} \in\left(H^{2}\right)^{n, 1}$ with ker $A_{w-v}=\bigvee\left\{f_{r}: 1 \leq r \leq n\right\}$. We claim that $\left(f_{1}, \ldots, f_{n}\right)$ is a cyclic $n$-tuple for $M_{w}$. First observe that since $f_{r}^{\prime} \in\left(H^{2}\right)^{n, 1}$, Proposition 6.18 implies that $f_{r}$ is in fact an element of $H_{w}^{2}$. Now let $f_{r s}(z)$ denote the $s^{t h}$ component of $f_{r}(z)$ and define $F \in(H o l(\mathbb{D}))^{n, n}$ by

$$
F(z)=\left(f_{r s}(z)\right)
$$

Since $f_{r}^{\prime} \in\left(H^{2}\right)^{n, 1}, F \in C\left(\mathbb{D}^{-}\right)^{n, n}$, and Propositions 6.17 and 6.18 imply that $F^{-1}$ is a multiplier of $H_{w}^{2}$. Since $F^{-1} f_{r}=e_{r}$ (where the $j$ th component of $e_{r}$ is 0 if $j \neq r$ and is the constant function 1 if $j=r$ ), we deduce that $\left(f_{r}\right)$ is a cyclic $n$-tuple for $M_{w}$.

We now conclude the proof of Theorem 6.20. Let $v \in\left(L^{\infty}\right)^{n, n}$ satisfy (6.21)-(6.23), fix a basis $f_{1}, \ldots, f_{n}$ for ker $A_{w-v}$, and define a Brownian isometry $B$ by the formula,

$$
B=\int_{\oplus} B_{v\left(e^{i \theta}\right)^{-\frac{1}{2}}, e^{i \theta}} \frac{d \theta}{2 \pi}
$$

If vectors $x_{1}, \ldots, x_{n}$ are defined by

$$
x_{r}=\int_{\oplus}\left[\begin{array}{c}
0 \\
v\left(e^{i \theta}\right)^{\frac{1}{2}} f_{r}\left(e^{i \theta}\right)
\end{array}\right] \frac{d \theta}{2 \pi},
$$

then a straightforward calculation using formula (6.25) gives that

$$
\left\{\begin{array}{l}
\left\langle B^{k} x_{r}, x_{s}\right\rangle=\left\langle M_{w}^{k} f_{r}, f_{s}\right\rangle, \quad \text { and }  \tag{6.27}\\
\left\langle\triangle_{B} B^{k} x_{r}, x_{s}\right\rangle=\left\langle\triangle_{M_{w}} M_{w}^{k} f_{r}, f_{s}\right\rangle
\end{array}\right.
$$

Now, if $f=\left(f_{r}\right)$ and $x=\left(x_{r}\right)$, then (6.27) implies that $(B, x)^{\wedge}=\left(M_{w}, f\right)^{\wedge}$. Hence since $f$ is a cyclic tuple for $M_{w}$, Theorem 3.49 implies that there exists an isometry $L$ such that

$$
\begin{align*}
L T & =B L \quad, \quad \text { and } \\
L\left(f_{r}\right) & =x_{r}, \quad \text { for each } \quad r . \tag{6.28}
\end{align*}
$$

We claim that $\operatorname{cov}(B)=\sigma$. To see this simply note that (6.21) implies that $\operatorname{cov}(B) \leq \sigma$, and (6.28) implies that $\operatorname{cov}(B) \geq \sigma$.

Finally, we note that (6.28) implies that $T$ has a Brownian isometric extension of covariance $\sigma$. A Brownian unitary extension of covariance $\sigma$ for $T$ is obtained by an application Proposition 5.79.

## §7. Another proof of the Lifting theorem

In this section we shall show how to prove Theorem 5.80 using the disconjugacy results of the previous section. This proof of Theorem 5.80 is considerably more involved than the algebraic proof given in Section 5 and imparts correspondingly more structural information. It was the way the theorem was originally discovered and proven and the proof technique
has considerably greater power than is present in the proof given in Section 5. This proof technique involves an application of the Arveson extension theorem for completely positive maps [Arv1, Arv2] to a certain self adjoint subspace $H_{\sigma}$ of a $C^{*}$-algebra $C_{\sigma}$ that is defined in a concrete way using the one parameter family of Brownian shifts $B_{\sigma, e^{i \theta}}$. Specifically, $C_{\sigma}$ is the $C^{*}$-subalgebra of $\mathcal{L}\left(\int\left(H^{2} \oplus \mathbb{C}\right) \frac{d \theta}{2 \pi}\right)$ generated by $c_{\sigma}$ where $c_{\sigma}$ is defined by

$$
c_{\sigma}=\int_{\oplus} B_{\sigma, e^{i \theta}} \frac{d \theta}{2 \pi}
$$

and $H_{\sigma}$ is the self adjoint subspace of $C_{\sigma}$ generated by

$$
\left\{c_{\sigma}^{*^{j}} c_{\sigma}^{i}: i, j \geq 0\right\}
$$

It turns out that an operator $B \in \mathcal{L}(\mathcal{H})$ is a Brownian unitary of covariance $\sigma$ if and only if $B=\pi\left(c_{\sigma}\right)$ for some unital *-representation of $C_{\sigma}$ on $\mathcal{H}$ (Lemma 7.9). This fact then allows one to see via work of Stinespring [Sti] and the work of Arveson earlier referred to that an operator $T$ has an extension to a Brownian unitary of covariance $\sigma$ if and only if the map

$$
\begin{equation*}
H_{\sigma} \ni h\left(c_{\sigma}\right) \mapsto h(T) \tag{7.0}
\end{equation*}
$$

is completely positive. Thus, modulo $C^{*}$-algebra the spatial question of whether or not every 2 -isometry lifts to a Brownian unitary reduces to the analytical question of whether or not the map defined in (7.0) is completely positive whenever $T$ is a 2 -isometry of covariance $\sigma$ (Theorem 7.12). This idea of using $C^{*}$-algebra to reduce lifting questions to concrete analytical issues was first used in [Ag1] to show that 3-symmetric operators have extensions to jordan blocks. Other applications of the proof technique have been in the following papers: [Ag2], an application to coanalytic models; [Ag5], an application to sub n-normal operators; [Ag6], an application to hypercontractive and subnormal operators; [Ag7], an application to annular spectral sets; [M1], [M2], applications to 3 -isometries and subbrownian operators; $[\mathbf{F}]$, an application to polynomially subnormal tuples; $[\mathbf{C}-\mathbf{P}]$, an application to polynomially hyponormal operators; [ $\mathbf{S t}$ ], an application to isosymmetric: operators.

The remainder of the section is devoted to establishing that indeed the map defined in (7.0) is completely positive. A first observation is that it suffices to show completely positivity in the case where $T$ is a finitely cyclic 2 -isometry $T$ (Reduction 1 below). It turns out that the complete positivity of (7.0) in this case is stable under the convolution operation on the underlying DDO of $T$ introduced in Section 4 (Reduction 2 below). This latter question is then resolved by a direct calculation using Theorem 6.20.

For $m$ and $n$ positive integers, let $\mathbb{C}^{m, n}[x, y]$ denote the polynomials in $x$ and $y$ with $m \times n$ matrix coefficients. If

$$
h=\sum c_{i j} y^{j} x^{i} \in \mathbb{C}^{m, n}[x, y]
$$

and $a$ is an element of a $C^{*}$-algebra $A$ with unit, then define $h(a) \in A^{m, n}$ (here, $A^{m, n}$ is the space of $m \times n$ matrices with entries in $A$ ) by

$$
(h(a))_{r s}=\sum_{i, j}\left(c_{i j}\right)_{r s} a^{* j} a^{i}, \quad 1 \leq r \leq m, 1 \leq s \leq n .
$$

We record for future use that with this notation the following facts hold. Let $\mathcal{H}$ be a complex Hilbert space. Let $T \in \mathcal{L}(\mathcal{H})$ and fix $h \in \mathbb{C}^{n, n}[x, y]$.
(7.1) If $\pi: \mathcal{L}(\mathcal{H}) \rightarrow \mathcal{L}(\mathcal{K})$ is a unital *-representation then $h(\pi(T))=$ $\left(\operatorname{id}_{n} \otimes \pi\right)(h(T))$.
(7.2) If $\mathcal{M} \subseteq \mathcal{H}$ is invariant for $T$, then $h(T \mid \mathcal{M})=P_{\mathcal{M}^{(n)}} h(T) \mid \mathcal{M}^{(n)}$.

Furthermore, if for $f \in \mathbb{C}^{m, n}[x, y]$, we define $f^{\sim} \in \mathbb{C}^{n, m}[x, y]$ by setting

$$
f^{*}(z, w)=f(\bar{w}, \bar{z})^{*} \quad, \quad z, w \in \mathbb{C}
$$

then

$$
\begin{equation*}
h(T)^{*}=h^{2}(T) \tag{7.3}
\end{equation*}
$$

and

$$
\begin{equation*}
\text { If } f \in \mathbb{C}^{n, m}[x] \text { and } \gamma \in \mathcal{H}^{m, 1} \text {, then }\langle h(T) f(T) \gamma, f(T) \gamma\rangle=\left\langle\left(f^{\prime} h f\right)(T) \gamma, \gamma\right\rangle \tag{7.4}
\end{equation*}
$$

In (7.4), $f(T) \gamma$ is defined as in (3.43). Now if $L \in \mathrm{DDO}_{m}^{n, n}$, let $u$ denote the matrix distribution on the torus defined in (3.36), and then define a matrix distribution $u_{L}$ by setting

$$
\begin{equation*}
u_{L}(\varphi)=u\left(\varphi^{\tau}\right), \quad \varphi \in \mathcal{D}^{n, n} \tag{7.5}
\end{equation*}
$$

It is casy to see using (3.36) and the definition of $L_{t}$ that $u_{L_{t}}=\left(u_{L}\right)_{t}$. Consequently, one also sees that if $\omega \in \mathcal{D}$, then

$$
\begin{equation*}
u_{\omega * L}=\omega * u_{L} \tag{7.6}
\end{equation*}
$$

Lemma 7.7. If $T \in \mathcal{L}(\mathcal{H})$ is an $m$-isometry, $\gamma \in \mathcal{H}^{n, 1}$, and $L=(T, \gamma)^{\wedge}$, then

$$
\langle h(T) \gamma, \gamma\rangle=u_{L}\left(h\left(e^{i \theta_{1}}, e^{-i \theta_{2}}\right)\right)
$$

for all $h \in \mathbb{C}^{n, n}[x, y]$.
Proof. If $\varphi, \psi \in \mathbb{C}^{1, n}[x]$, then $\psi \psi \varphi \in \mathbb{C}^{n, n}[x, y]$. Furthermore, polynomials of the form $\psi^{2} \varphi$ span $\mathbb{C}^{n, n}[x, y]$. Hence by linearity it suffices to establish Lemma 7.7 for the case when $h=\ddot{\psi} \varphi$. Let $u$ be the distribution of (3.36). Calculating, we find that

$$
\begin{aligned}
\langle h(T) \gamma, \gamma\rangle & =\left\langle\left(\psi^{\circ} \varphi\right)(T) \gamma, \gamma\right\rangle \\
& =\langle\varphi(T) \gamma, \psi(T) \gamma\rangle \\
& =L\left(\varphi^{\tau}\right)\left(\psi^{\tau *}\right) \\
& =u\left(\varphi^{\tau}\left(e^{i \theta_{1}}\right) \psi^{\tau}\left(e^{i \theta_{2}}\right)^{*}\right) \\
& =u\left(\left(\psi\left(e^{i \theta_{2}}\right)^{*} \varphi\left(e^{i \theta_{1}}\right)\right)^{\tau}\right) \\
& =u_{L}\left(\psi\left(e^{i \theta_{2}}\right)^{*} \varphi\left(e^{i \theta_{1}}\right)\right) \\
& =u_{L}\left(\psi^{\check{ }}\left(e^{-i \theta_{2}}\right) \varphi\left(e^{i \theta_{1}}\right)\right) \\
& =u_{L}\left(h\left(e^{i \theta_{1}}, e^{-i \theta_{2}}\right)\right),
\end{aligned}
$$

which establishes Lemma 7.7.
The proof of Theorem 5.80 will be accomplished by a concrete application of the following abstract result from $[\mathbf{A g 2}, \mathbf{A g} 3]$.

Theorem 7.8. Let $C$ be a $C^{*}$-algebra with unit and fix $c \in C$. An operator $T \in \mathcal{L}(\mathcal{H})$ has the form

$$
\pi(c) \mid \mathcal{H}
$$

where $\pi: C \rightarrow \mathcal{L}(\mathcal{K})$ is a unital $*$-representation (i.e., $\pi$ is an algebra homomorphism, $\pi\left(x^{*}\right)=\pi(x)^{*}$ for all $x \in C$, and $\left.\pi(1)=1\right), \mathcal{K} \supseteq \mathcal{H}$, and $\mathcal{H}$ is invariant for $\pi(c)$ if and only if $h(T) \geq 0$ whenever $m \geq 1, h \in \mathbb{C}^{m, m}[x, y]$ and $h(c) \geq 0$.

Theorem 7.8 is applied in our present circumstance as follows. Define $c_{\sigma} \in \mathcal{L}\left(\int_{\oplus} H^{2} \oplus \mathbb{C} \frac{d \theta}{2 \pi}\right)$ by

$$
c_{\sigma}=\int_{\oplus} B_{\sigma, e^{i} \theta} \frac{d \theta}{2 \pi}
$$

and let $C_{\sigma}$ denote the $C^{*}$-subalgebra of $\mathcal{L}\left(\int_{\oplus} H^{2} \oplus \mathbb{C} \frac{d \theta}{2 \pi}\right)$ generated by $c_{\sigma}$. With the definitions above, the operators $\pi(c)$ in Theorern 7.8 consist precisely of the Brownian unitaries of covariance $\sigma$.

Lemma 7.9. $B \in \mathcal{L}(\mathcal{H})$ is a Brownian unitary of covariance $\sigma$ if and only if there exists a unital $*$-representation $\pi: C_{\sigma} \rightarrow \mathcal{L}(\mathcal{H})$ such that $\pi\left(c_{\sigma}\right)=B$.

Proof. First note that Theorem 5.20 implies immediately that $\pi\left(c_{\sigma}\right)$ is a Brownian unitary of covariance $\sigma$ whenever $\pi$ is a unital *-representation. Conversely, if $B \in \mathcal{L}(\mathcal{H})$ is a Brownian unitary of covariance $\sigma$, then by Definition 5.11 , there exists a positive measure $\mu$ supported on $\partial \mathbb{D}$ and a measurable multiplicity function $n_{\theta}$ such that

$$
\begin{equation*}
B \cong \int_{\oplus} B_{\sigma, e_{i \theta} \theta}^{\left(n_{\theta}\right)} d \mu(\theta) \oplus U \tag{7.10}
\end{equation*}
$$

Now, notice (using the fact that $\theta \mapsto h\left(B_{\sigma, e^{i \theta}}\right)$ is continuous) that $c_{\sigma}$ is constructed so as to have the property, If $m \geq 1$ and $h \in \mathbb{C}^{m, m}[x, y]$, then $h\left(c_{\sigma}\right) \geq 0$ if and only if $h\left(B_{\sigma, \epsilon^{i \theta}}\right) \geq 0$ for all $\theta \in[0,2 \pi)$.

Combining (7.10) and (7.11) we thus are able to deduce that for each $m \geq 1$, if $h \in \mathbb{C}^{m, m}[x, y]$ and $h\left(c_{\sigma}\right) \geq 0$, then $h(B) \geq 0$. Consequently, by Theorem 7.8 , there exists a Hilbert space $\mathcal{K} \supseteq \mathcal{H}$ and a unital *-representation $\pi: C_{\sigma} \rightarrow \mathcal{L}(\mathcal{K})$ such that $\mathcal{H}$ is invariant for $\pi\left(c_{\sigma}\right)$ and $B=\pi\left(c_{\sigma}\right) \mid \mathcal{H}$. Since $B$ and $\pi\left(c_{\sigma}\right)$ are Brownian unitaries of covariance $\sigma$, Theorem 5.90 implies that $\mathcal{H}$ is reducing for $\pi\left(c_{\sigma}\right)$. Since $c_{\sigma}$ generates $C_{\sigma}$, $\mathcal{H}$ is in fact reducing for $\pi(x)$ for every $x \in C_{\sigma}$. Hence the formula

$$
\pi_{0}(x)=\pi(x) \mid \mathcal{H}, \quad x \in C_{\sigma}
$$

defines a unital $*$-representation $\pi_{0}: C_{\sigma} \rightarrow \mathcal{L}(\mathcal{H})$. Since $\pi_{0}\left(c_{\sigma}\right)=\pi\left(c_{\sigma}\right) \mid \mathcal{H}=B$, this concludes the proof of Lemma 7.9.

Accordingly, we obtain the following corollary of Theorem 7.8.
Theorem 7.12. An operator $T$ has an extension to a Brownian unitary of covariance $\sigma$ if and only if

$$
\begin{equation*}
h\left(c_{\sigma}\right) \geq 0 \Rightarrow h(T) \geq 0 \text { for all } m \geq 1 \text { and all } h \in \mathbb{C}^{m, m}[x, y] \tag{7.13}
\end{equation*}
$$

We now prove Theorem 5.80. Fix a 2 -isometry $T$ of covariance $\sigma$. By Theorem 7.12 we need to show that (7.13) holds for $T$.

The proof that condition (7.13) holds for $T$ will consist of a sequence of three reductions culminating in needing only to establish (7.13) in the case when $T$ is a finitely cyclic 2-isometry possessing a Wiener-Hopf form with bounded intercept. For this special case (7.13) is established by appeal to Theorem 6.20. A simple fact which we shall require is the following.

Lemma 7.14. If $\sigma_{0} \leq \sigma_{1}, m \geq 1, h \in \mathbb{C}^{m, m}[x, y]$, and $h\left(c_{\sigma_{1}}\right) \geq 0$, then $h\left(c_{\sigma_{0}}\right) \geq 0$.
Proof. Let $\mathcal{H}=\int_{\oplus} H^{2} \oplus \mathbb{C} \frac{d \theta}{2 \pi}$. By Proposition 5.79 there exists a Brownian unitary $B$ of covariance $\sigma_{1}$ such that

$$
c_{\sigma_{0}}=B \backslash \mathcal{H}
$$

Since $h\left(c_{\sigma_{1}}\right) \geq 0$, Lemma 7.9 implies $h(B) \geq 0$. Hence by (7.2), $h\left(c_{\sigma_{0}}\right) \geq 0$.
For our first reduction we claim that it it enough to show that (7.13) holds when $T$ is finitely cyclic.

Reduction 1. If (7.13) holds for all finitely cyclic 2-isometries $T$ of covariance $\sigma$, then (7.13) holds for all 2 -isometries $T$ of covariance $\sigma$.

Proof. Note that if $T \in \mathcal{L}(\mathcal{H}), m \geq 1$ and $h \in \mathbb{C}^{m, m}[x, y]$, then

$$
h(T) \geq 0 \quad \text { if and only if }\langle h(T) \gamma, \gamma\rangle \geq 0 \quad \text { for all } \quad \gamma \in \mathcal{H}^{m, 1}
$$

Since by (7.2)

$$
\left.\left.\langle h(T) \gamma, \gamma\rangle=\langle h(T)| \mathcal{N}_{\gamma}\right) \gamma, \gamma\right\rangle
$$

it follows that

$$
h(T) \geq 0 \quad \text { if and only if } \quad h\left(T \mid \mathcal{N}_{\gamma}\right) \geq 0 \quad \text { for all } \quad \gamma \in \mathcal{H}^{m, m}
$$

Now, let $T \in \mathcal{L}(\mathcal{H})$ be a 2 -isometry of covariance $\sigma$. If $m \geq 1$, and $\gamma_{1}, \ldots, \gamma_{m} \in \mathcal{H}$, then $T \mid \mathcal{N}_{\gamma}$ is an $m$-cyclic 2-isometry of covariance $\sigma_{0} \leq \sigma$ so that by Lemma 7.14 and by assumption, (7.13) holds for $T \mid \mathcal{N}_{\gamma}$. Hence, if $m \geq 1, h \in \mathbb{C}^{m, m}[x, y]$, and $h\left(c_{\sigma}\right) \geq 0$, $h\left(T \mid \mathcal{N}_{\gamma}\right) \geq 0$ for all $\gamma \in \mathcal{H}^{m, 1}$. Thus, by (7.15), $h(T) \geq 0$. This shows that (7.13) holds for $T$ and completes the proof of Reduction 1.

Our next reduction uses an approximate identity to approximate the general finitely cyclic 2-isometry by regular 2-isometries.

Reduction 2. If (7.13) holds for all $n$-cyclic 2 -isometries $T$ of covariance $\sigma$ such that $(T, \gamma)^{\alpha}$ is regular for some cyclic $n$-tuple $\gamma$, then (7.13) holds for all $n$-cyclic 2 -isometries $T$ of covariance $\sigma$.

Proof. Fix $T \in \mathcal{L}(\mathcal{H})$ an $n$-cyclic 2 -isometry of covariance $\sigma$ and fix $\gamma \in \mathcal{H}^{n .1}$, a cyclic $n$-tuple for $T$.

Let $L=(T, \gamma)^{\dot{*}}$, set $A=P L \mid \mathcal{D}^{n, 1}$ and fix an approximate identity $\left\{\omega_{j}\right\} \subset \mathcal{D} \quad\left(\omega_{j}>\right.$ $0)$. Using (3.25) it is easy to check that if $A_{j, e}$ is defined by

$$
\left.A_{j, \epsilon}=P\left(L+\frac{1}{j}(\epsilon D+1)\right) \right\rvert\, \mathcal{D}_{a}^{n, 1}
$$

then there exists an $\epsilon_{0}>0$ such that $A_{j, \epsilon_{0}}$ is an analytic Dirichlet operator and $\operatorname{cov}\left(A_{j, \epsilon_{0}}\right) \leq \operatorname{cov}(A)=\sigma$ for all $j$.

Now, if $A_{j}$ is defined by

$$
A_{j}=\omega_{j} * A_{j, \epsilon_{0}}
$$

then Proposition 4.11 implies that $A_{j}$ is an analytic Dirichlet operator and $\operatorname{cov}\left(A_{j}\right) \leq \sigma$. Since

$$
\frac{d}{d D} A_{j, \epsilon_{0}}=\frac{d}{d D} A+\frac{\epsilon_{0}}{j} \frac{d \theta}{2 \pi}
$$

is weakly definite, Proposition 4.15 implies that $A_{j}$ is regular. Consequently, by the hypothesis of Reduction 2 and Lemma 7.14, (7.13) holds for $M_{A_{j}}$.

We now show that (7.13) holds for $T$. Accordingly, fix $m \geq 1, h \in \mathbb{C}^{m, m}[x, y]$ and assume that $h\left(c_{\sigma}\right) \geq 0$. We need to show that $h(T) \geq 0$. Since the vectors of the form $F(T) \gamma$ are dense in $\mathcal{H}^{m, 1}$ it suffices to show that

$$
\langle h(T) F(T) \gamma, F(T) \gamma\rangle \geq 0
$$

whenever $F \in \mathcal{D}_{a}^{m, n}$. But

$$
\begin{align*}
\langle h(T) F(T) \gamma, F(T) \gamma\rangle & =\langle(F \check{ } h F)(T) \gamma, \gamma\rangle  \tag{7.4}\\
& =u_{L}\left(F \check{ } h F\left(e^{i \theta_{1}}, e^{-i \theta_{2}}\right)\right)  \tag{Lemma7.7}\\
& =\lim _{j \rightarrow \infty}\left(\omega_{j} * u_{L}\right)\left(F^{\prime} h F\left(e^{i \theta_{1}}, e^{-i \theta_{2}}\right)\right) \\
& =\lim _{j \rightarrow \infty} u_{\omega_{j} * L}\left(F^{\prime} h F\left(e^{i \theta_{1}}, e^{-i \theta_{2}}\right)\right) \\
& =\lim _{j \rightarrow \infty} u_{L_{j}}\left(F h h\left(e^{i \theta_{1}}, e^{-i \theta_{2}}\right)\right) \quad\left(A_{j}=P L_{j} \mid \mathcal{D}_{a}^{n, 1}\right) \\
& =\lim _{j \rightarrow \infty}\left\langle h\left(M_{A_{j}}\right) F\left(M_{A_{j}}\right) e, F\left(M_{A_{j}}\right) e\right\rangle \\
& \geq 0 .
\end{align*}
$$

Thus $h(T) \geq 0$ which completes the proof of Reduction 2 .
Our final reduction rests on the observation that if $T$ is a finitely cyclic 2 -isometry possessing a cyclic $n$-tuple $\mu$ such that $(T, \mu)^{\wedge}$ is regular, then by Theorem 4.18 there exists a cyclic $n$-tuple $\gamma$ for $T$ such that $L=(T, \gamma)^{\wedge}$ is in Wiener-Hopf form with bounded intercept (in fact, smooth). Thus, we obtain the following.

Reduction 3. If (7.13) holds for all $T=M_{A}$ of covariance $\sigma$ where $A$ is an $n \times n$ matricial analytic DTO in Wiener-Hopf form with bounded intercept, then (7.13) holds for all $n$-cyclic regular 2-isometries of covariance $\sigma$.

We now are able to conclude the proof of Theorem 5.80 by observing that in light of the three reductions that it suffices to prove that (7.13) holds when $T=M_{A}, \operatorname{cov}(T)=\sigma$
and $A$ is an analytic DTO in Wiener-Hopf form with bounded intercept. By Theorem 6.20 , there exists a Hilbert space $\mathcal{K} \supseteq H_{A}^{2}$ and a Brownian unitary $B \in \mathcal{L}(\mathcal{K})$ of covariance $\sigma$ such that $H_{A}^{2}$ is invariant for $B$ and $T=B \mid H_{A}^{2}$. Thus, if $m \geq 1, h \in \mathbb{C}^{m, m}[x, y]$, and $h\left(c_{\sigma}\right) \geq 0$, then $h(B) \geq 0$ and so also by (7.2) $h(T) \geq 0$. This shows that (7.13) holds for $T$ and completes the proof of Theorem 5.80.
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