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Abstract

Narrative is a ubiquitous component of human communica-
tion. Understanding its structure plays a critical role in a
wide variety of applications, ranging from simple compara-
tive analyses to enhanced narrative retrieval, comprehension,
or reasoning capabilities. Prior research in narratology has
highlighted the importance of studying the links between cog-
nitive and linguistic aspects of narratives for effective com-
prehension. This interdependence is related to the textual se-
mantics and mental language in narratives, referring to char-
acters’ motivations, feelings or emotions, and beliefs. How-
ever, this interdependence is hardly explored for modeling
narratives. In this work, we propose the task of automatically
detecting prominent elements of the narrative structure by
analyzing the role of characters’ inferred mental state along
with linguistic information at the syntactic and semantic lev-
els. We introduce a STORIES dataset of short personal narra-
tives containing manual annotations of key elements of nar-
rative structure, specifically climax and resolution. To this
end, we implement a computational model that leverages
the protagonist’s mental state information obtained from a
pre-trained model trained on social commonsense knowledge
and integrates their representations with contextual semantic
embed-dings using a multi-feature fusion approach. Evaluat-
ing against prior zero-shot and supervised baselines, we find
that our model is able to achieve significant improvements in
the task of identifying climax and resolution.

Introduction
Narratives are the fundamental means by which people orga-
nize, understand, and explain their experiences in the world
around them. Researchers in the field of psychology main-
tain that the default mode of human cognition is a narra-
tive mode (Beck 2015). Humans share their personal ex-
periences by picking specific events or facts and weaving
them together to make meaning. These are referred to as per-
sonal narratives, a form of autobiographical storytelling that
gives shape to experiences. Polkinghorne (1988) suggested
that personal narratives, like other stories, follow broad char-
acteristics involving: (a) typically a beginning, middle, and
end, (b) specific plots with different characters and settings,
or events. Often, characters learn something or change as a
result of the situation or a conflict and resolution, but not
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Figure 1: (Top) Freytag’s Pyramid. (Bottom) Highlights of
climax and resolution for a sample personal narrative.

always. Some of these characteristics provide the basis for
the organizational framework of a story, commonly referred
to as the narrative structure or the storyline. The growing
amount of personal narrative text information in the form
of social media posts, comments, life stories, or blog posts
presents new challenges in keeping track of the storyline or
events that form the defining moments of the narrative.

Several recent works (Dore et al. 2018; Yuan et al.
2017; Chung, Lee, and Glass 2017; Kočiskỳ et al. 2018;
Mostafazadeh et al. 2017) have made efforts to advance the
research in narrative comprehension. However, the develop-
ment of computational models that automatically detect and
interpret different structural elements of a narrative remains
an open problem. Discovery of structural elements of a nar-
rative has many applications in: (a) retrieval of narratives
based on similar dramatic events or concepts instead of key-
words (McCabe, Allyssa, and Peterson 1991; Finlayson and
Winston 2006; Marchionini, Liebscher, and Lin 1991), (b)
linking related stories that form a narrative thread towards
theme generation (Berman and Slobin 2013), (c) summa-
rization of stories (Lehnert 1981; Papalampidi et al. 2020)
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and (d) story ending prediction or generation (Chen, Chen,
and Yu 2019; Li et al. 2013; Mostafazadeh et al. 2017), (e)
commonsense reasoning (Goodwin et al. 2012; Gordon, Be-
jan, and Sagae 2011), to list a few. Several narrative theories
have been proposed such as Freytag (Freytag 1894), Prince
(Prince 2012), Bruner (Bruner 1991, 2009), Labov & Walet-
zky (Labov and Waletzky 1997), to name a few. These the-
ories explain different elements of a narrative structure con-
taining typical orderings between them. Certain elements of
the narrative structure are correlated across different nar-
rative theories. For example, Bruner’s ‘breach in canonic-
ity’ (Bruner 1991) could correspond to (a) Freytag’s ‘cli-
max’ – referring to the ‘turning point’ of the fortunes of
the protagonist (Abrams and Harpham 2014) or (b) Labov’s
‘most reportable event’ (MRE) – describing the event that
has the greatest effect upon the goals, motivations and emo-
tions of the characters (participants) in the narrative (Labov
and Waletzky 1997; Labov 2006). Shorter narratives tend to
consist mostly of complicating actions that culminate in the
MRE or climax and instances of events that reach a ‘reso-
lution’ stage indicated by a swift drop in dramatic tension,
while the other structural elements are more likely to occur
in longer narratives. Figure 1 (Left) shows Freytag’s pyra-
mid containing the key elements of the narrative structure
and Figure 1 (right) contains highlights of climax and reso-
lution for a sample personal narrative. Thus, our work aims
to develop computational approaches using aspects of infor-
mation retrieval, NLP, and psychology, and model the key
elements of narrative structure – MRE & resolution. As an
operating definition, we consider an MRE to be contained in
a sentence(s) based on the following criteria – it is an explicit
event that can be reported as the summary of the story and
occurs at the highest tension point of the story. Similarly, an
event qualifies as ‘resolution’ if it usually occurs after the
MRE and resolves the dramatic tension in the narrative.

Recently, Papalampidi et al. (Papalampidi, Keller, and La-
pata 2019) introduced a dataset consisting of movie screen-
plays and plot synopsis annotated with turning points. Few
attempts have been made at annotating elements of high-
level narrative structures (Li et al. 2017) and automatically
extracting them from free text. Ouyang et al. (Ouyang and
McKeown 2015)’s study on predicting MRE in narratives
is the closest work to the problem considered in this pa-
per. While most of these methods rely on syntactic, seman-
tic, surface-level affect, or narrative features obtained using
hand-engineering or pre-trained semantic embedding meth-
ods to model narrative structure, we investigate the role of
a protagonist’s psychological states in capturing the pivotal
events in the narrative and their relative importance in identi-
fying the elements of narrative structure – Climax and Res-
olution. We find a basis for this study in prior theoretical
frameworks (Murray 2003; Ryan 1986; Ouyang and McKe-
own 2014; Lehnert 1981; Schafer 2016) that emphasize (a)
how narrative structure organizes the use of psychological
concepts (e.g. intentions, desires and emotions) and medi-
ates all the human interactions and their social behavior, and
(b) how protagonist’s mental states (both implicit and ex-
plicit inferences, also imputed by readers) and psychological
trajectory correlate with the classic dramatic arc of stories.

Thus, to obtain the protagonist’s mental states, we refer to
a recent work (Vijayaraghavan and Roy 2021) that learns to
embed characters’ mental states using an external memory
module. Our contributions are summarized below:

• A STORIES1 corpus containing Reddit Personal Narra-
tives with fine-grained annotations of prominent struc-
tural elements of a narrative – climax and resolution.

• An end-to-end neural network for modeling narrative
structure, referred to as M-sense2, that allows for inte-
gration of protagonist’s mental state representations with
linguistic information via multi-feature fusion.

• Experiments that analyze the impact of our modeling
choices for short personal narratives. Specifically, we
gauge the influence of incorporating mental state embed-
dings and report an improvement in F1 scores of ∼ 11%
and ∼ 13% over the base model for predicting climax
and resolution respectively.

Related Work
There is a large body of prior work that focuses on dif-
ferent aspects of narrative comprehension. Computational
analysis of narratives operates at the level of characters
and plot events. Examples include plot-related studies –
story plot generation, plot summarization, detecting com-
plex plot units, modeling event schemas and narrative chains
and movie question-answering; character-based studies – in-
ferring character personas or archetypes, analyzing inter-
personal relationships and emotion trajectories, identifying
enemies, allies, heroes; story-level analysis – story represen-
tation, predicting story endings, modeling story suspense,
and creative or artistic storytelling, to list a few.

Several studies have analyzed the literature in narratol-
ogy and formulated different goals and annotation labels
associated with narratives for modeling their structure. El-
son’s (Elson 2012) Story Intention Graph (SIG) provided
an annotation schema to capture timelines as well as be-
liefs, intentions, and plans of story characters. The annota-
tions in this approach are similar to story generation methods
described in Belief-Desire-Intention agents (Rao, Georgeff
et al. 1995) and intention-based story planning (Riedl and
Young 2010). Previous studies like (Gordon, Bejan, and
Sagae 2011) have analyzed personal weblog stories con-
taining everyday situations. Rahimtoroghi et al. (Rahim-
toroghi et al. 2014) and Swanson et al. (Swanson et al.
2014) used a subset of Labov’s categories, including orien-
tation, action, and evaluation in such personal weblog nar-
ratives. Black and Wilensky (1979) evaluate the functional-
ity of story grammar in story understanding, As explained
earlier, (Papalampidi, Keller, and Lapata 2019)’s dataset for
analyzing turning points is a valuable addition in this area
of work. Moreover, there have been consistent efforts (Jorge
et al. 2018, 2019) that study the link between Information
Retrieval (IR) and narrative representations from a given
text. These include works that exploit narrative structure

1Short for STructures Of Reddit PEsonal Stories
2Short for Mental State Enriched Narrative Structure modEl
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in movies for IR (Jhala 2008), detect and retrieve narra-
tives in health domain (patient communities & medical re-
ports) (Johnson et al. 2008; Rokach, Maimon, and Aver-
buch 2004; Dirkson, Verberne, and Kraaij 2019; Koopman,
Cripwell, and Zuccon 2017), identify narrative structures
in news stories (Boyd, Blackburn, and Pennebaker 2020;
Levi et al. 2020) or generate summaries from screenplays
or novels (Papalampidi et al. 2020), to name a few. Given
this wide spectrum of work, we leverage mental state repre-
sentation models that are pre-trained using social common-
sense knowledge aggregated using IR and text mining tech-
niques. We employ the ensuing mental state embeddings in
tandem with contextual semantic embeddings towards our
primary objective of identifying elements of high-level nar-
rative structure – climax and resolution. We also conduct a
detailed analysis of the outcome and the contribution of the
protagonist’s psychological state trajectory to our task.

Dataset Collection
First, we collect Reddit posts from two communities:
/r/offmychest and /r/confession using the PushShift API 3.
Next, we filter the collected data to retain only those posts
that do not contain tags like “[Deleted]”, “NSFW” 4 or
“over 18”. Finally, we further narrow down the aggregated
posts using a BERT-based story classifier. The data collec-
tion pipeline is described in the supplementary material5.

Annotation
Our STORIES dataset comprises 63k Reddit Personal Narra-
tives, of which ∼ 2.3k were annotated. The annotated subset
contains a total of ∼ 5.1k climax sentences and ∼ 4.5k reso-
lution sentences. The annotation process is explained below.

Setup We created a user interface for MTurk workers to
make the annotation procedure convenient for capturing the
key elements of the narrative structure. The MTurk workers
can highlight parts of the text that qualify as climax and res-
olution using red and green colors respectively. Three anno-
tators were involved in the annotation process. Each worker
is presented a sampled text from the Reddit personal narra-
tive corpus. Additionally, the workers are provided with an
option of selecting checkboxes: “No Climax” or “No Reso-
lution”. This caters to those personal stories that don’t con-
tain a climax or resolution.

Agreements We measure the inter-annotator agreement
(IAA) at the sentence-level. For sentence-level agreement,
the Fleiss’s kappa (κ) (Fleiss and Cohen 1973) is 0.646
and 0.756 for climax and resolution respectively. We also
compute the mean annotation distance (D), i.e., the dis-
tance between two annotations for each category, normal-
ized by story length (Papalampidi, Keller, and Lapata 2019).
For the annotated data, we find that: Dclimax = 1.764 and
Dresolution = 1.59.

3https://pushshift.io/
4NSFW – not safe for work
5Refer supplementary material: http://arxiv.org/abs/2302.09418

Analysis We study the appearance of climax and resolu-
tion sentences by estimating their mean position normalized
by the story length. We present the distribution of the posi-
tion of both the structural elements in Figure 2. While the av-
erage position for climax (0.61) coincides with the peak, we
observe that the resolution contents occur later in the story.
We observe that substantial agreement is achieved for both
the climax and resolution. Clearly, we obtain higher agree-
ment values for resolution than the climax. Figure 3 displays
sample annotations (e.g. multi-sentence or non-contiguous
highlights) from our STORIES dataset.

Mean Position

%
 o

f N
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s

Climax
Resolution

Figure 2: Distributions of the positions of Climax & Reso-
lution.

M-sense: Modeling Narrative Structure
In this paper, we explore different modeling and analysis
methods for understanding narratives and automatically ex-
tracting text segments that act as key elements of narra-
tive structure, particularly climax and resolution. The mod-
els are provided a narrative text T with L sentences, T =
[S1, S2, ..., SL], as input. Here, each sentence Si contains Ni

words {wi
1, w

i
2, .., w

i
Ni

} from vocabulary V . Towards auto-
matic detection of structural elements, we formulate it as a
sentence labeling task where the goal is to predict a label
ŷi ∈ {None,Climax,Resolution} for each sentence Si,
based on the story context. Beyond linguistic features ex-
tracted from narratives, we focus on a dominant aspect in
which a narrative is formed or presented, that is an account
of characters’ mental states – motives and emotions. Thus,
we leverage transfer learning from pretrained models trained
to infer characters’ mental states from a narrative. We imple-
ment a multi-feature fusion based learning model, M-sense,
that potentially encapsulates syntactic, semantic, characters’
mental state features towards our overall goal of predicting
climax and resolution in short personal narratives. Our M-
sense model consists of the following components:
Ensemble Sentence Encoders, which computes per-
sentence linguistic & mental state embeddings.
Fusion layer, which integrates the protagonist’s mental state
information with the extracted linguistic features.
Story Encoder, which maps the fused encodings into a se-
quence of bidirectionally contextualized embeddings.
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Interaction layer, which estimates state transition across
sequential context windows to identify the boundaries.
Classification layer, which involves linear layers to eventu-
ally calculate the label probabilities.

Ensemble Sentence Encoders
In this work, we aim to exploit both linguistic and mental
state features for an enhanced model for narratives.

Extracting Linguistic Representations Pretrained gen-
eral purpose sentence encoders usually capture a hierarchy
of linguistic information such as low-level surface features,
syntactic features and high-level semantic features. Given
a narrative text with L sentences T = [S1, S2, ..., SL],
this component outputs hidden representations for sentences
Hsents = [h1, h2, ..., hL] using different encoding meth-
ods.In our M-sense model, we use a token-level BERT-based
sentence encoder5. Here, each sentence is prepended with a
special [CLS] token at the beginning of each sentence and
appended with a [SEP ] token at the end of each sentence in
the narrative. We apply both position and segment embed-
dings and feed to the pre-trained BERT model as:

H = [h1
[CLS], .., h

1
N1

, h1
[SEP ], .., h

i
[CLS], .., h

i
Ni

, .., hL
[SEP ]]

= BERT(T ) (1)

The hidden representation of the ith [CLS] token from the
top BERT layer is extracted as the semantic embedding of
the ith sentence. However, we drop the subscript [CLS]
from hi

[CLS] and denote the output semantic embeddings as:
HxSem

sents = [h1, h2, ..., hL].

Incorporating Protagonist’s Mental Representation
Prior studies have established how the progression of a
story is as much a reflection of a sequence of a protagonist’s
motivation and emotional states as it is the workings of an
abstract grammar (Palmer 2002; Mohammad 2013; Alm
and Sproat 2005). We follow a recent work (Vijayaraghavan
and Roy 2021) that implements a NEMO model, a variant
of a Transformer-based encoder-decoder architecture to
embed and explain characters’ (or entities’) mental states.
We extract the embeddings of intents and emotional
reactions of the protagonist for a given sentence in the
narrative conditioning on the prior story context. Figure
3 contains the overview of the NEMO architecture. The
computation of mental state embeddings are facilitated by a
knowledge enrichment module that consolidates common-
sense knowledge about social interactions and an external
memory module that tracks entities’ mental states. Using
prior context (S<i), entity (ej) and mental state attribute
information (m ∈ {xIntent, xReact} representing intent
and emotional reaction respectively), we use the encoder,
STORYENTENC(·), in this trained model to obtain entity-
aware mental state representation of the current sentence
Si. The encoding process in the NEMO model is given by:

(Ĥi
xIntent, H̃

i
xReact) = STORYENTENC(Si, S<i, ej ,m);

∀m ∈ {xIntent, xReact} (2)

where ej ∈ E is the entity, (Ĥi
xIntent, H̃

i
xReact) is the re-

sulting entity-aware intent and emotion representation of the
ith-sentence given the story context. In this work, we use
the narrator (“I” or “self” in the personal narratives) as the
protagonist. We only utilize the hidden representations of
the [CLS] token from both (Ĥi

xIntent, H̃
i
xReact) for subse-

quent processing steps. We denote these intent and emotion
representation as: Hxintent

sents = [ĥ1, .., ĥL] and HxReact
sents =

[h̃1, .., h̃L] respectively.

Transformer-Based Fusion Layer
Given multiple sentence-level embeddings, we apply a fu-
sion strategy to derive a unified sentence embedding for our
classification task. Let hik; ∀k ∈ {1, ...,K} denote differ-
ent per-sentence latent vectors. In our case, K = 3 and
hi1 = hi;hi2 = ĥi;hi3 = h̃i are embeddings related to se-
mantics (xSem), intents (xIntent) and reactions (xReact)
of the ith sentence respectively. Drawing ideas from the lit-
erature of multimodal analysis (Urooj et al. 2020), we con-
catenate the multiple latent vectors and introduce a special
token [FUSE]6 that accumulates the latent features from
different sentence encodings. The final hidden representa-
tion of [FUSE] token obtained after feeding them to a
Transformer layer is the fused output sentence representa-
tion: hi

fuse = TF(∥Kk=0 hik), where TF refers to the trans-
former encoder layer and hi0 (i.e. when k = 0) is set to the
trainable [FUSE] vector.

Story Encoder
We apply Transformer layers on the top of the sentence
embeddings, referred to as Inter-sentence Transformer, to
extract narrative-level features. Intuitively, the transformer
layer focuses on different sentences in the narrative, and pro-
duces context-aware sentence embeddings. This is given as:

Ĥ l = LayerNorm(Ĉl−1 + MHA(Ĉl−1)

Ĉl = LayerNorm(Ĥ l + FFL(Ĥ l))

Csents = [c1, c2, ..., cL] = ĈnL

(3)

where Ĉ0 = PE(Hsents), PE refers to the positional en-
coding, LayerNorm refers to layer normalization opera-
tion, MHA is the multi-head attention operation and FFL is
a feed-forward layer (Vaswani et al. 2017). The superscript
l indicates the depth of the stacked Transformer layers. The
output from the topmost layer, l = nL, is our contextualized
sentence embeddings Csents.

Interaction Layer
In this layer, we compute the transition of state across sen-
tences by measuring similarity metrics in the embedding
space between sequential context windows and concatenat-
ing them with contextualized embeddings. By choosing win-
dows of size s, we compute the left (cileft) and right (ciright)
context information for the ith sentence by computing the
mean sentence embedding within that window. Finally, we
get the interaction-feature enhanced context-aware embed-
dings: Esents = [e1, e2, ..., eL].

6[FUSE] is similar to the commonly used [CLS] token.
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Story Encoder

Sentence Encoder

Interaction Layer

(b)

Classification Layer

Fusion Layer

NEMO

Sample	Annotations

I’ve	 always	 wanted	 to	 have	 my	 own	 paycheck	 since	 I	 started	 high	 school.	 I’ve	 felt
pathetic	 just	 asking	 my	 parents	 for	 money	 for	 the	 movies	 or	 for	 a	 school	 event	 or
something	 like	 that.	 For	 the	 last	 few	months	 of	 2019	 through	March	 of	 this	 year,	 I’ve
been	applying	to	part-time	jobs	and	getting	nothing.	It	is	so	tiring.	Getting	rejected	every
time		has	brought	me	down	to	a	signi icant	 low.	But	I	 inally	got	a	 job	at	the	restaurant
my	dad	works	at	as	a	bus	boy	and	 	I	 get	my	 irst	paycheck	 tomorrow.	 I’m	so	proud	of
myself.	Something	I	can	call	my	own.
It	 was	 snowing	 heavily	 and	 I	 had	 an	 instinct	 that	 something	 was	 amiss.	 I	 got	 a	 text
message	that	my	friend	met	with	an	accident.	 I	was	shocked.	Thankfully,	She’s	 ine	and
so	is	everyone	else	who	was	in	the	car.		But	holy	shit	just	seeing	her	message	saying	that
she'd	been	in	a	car	accident	scared	tf	out	of	me.	The	instinct	I	had	turned	true.	In	a	way,
I’m	worried	about	it	and	concerned	how	this	will	turn	out.		I'm	still	not	quite	over	it,	like
idk	why	I	still	feel	so	weird	and	upset,	but	I	realize		shes	okay	and	 ine.	I’m	expecting	to
talk	to	her	today	evening.	I	hope	talking	to	her	might	make	me	feel	a	lot	better.	
My	co-worker	has	worked	with	us	for	a	year	now.	We	all	just	worked	with	her	over	the
weekend.	She	had	a	dark	sense	of	humor.	She	always	joked	about	how	life	wasn’t	worth
living	 	during	her	shifts.	And	right	on	Monday	 she	killed	herself	and	was	 just	gone.	 I’m
totally	broken.	None	of	us	are	aware	of	how	to	respond	to	it.	I	really	don’t	know	what	to
make	of	 it	or	how	to	process	 it.	She	was	way	too	young	to	 leave	us.	She	never	thought
about	 us	 in	 her	 inal	 moments.	 I’m	 still	 not	 sure	 how	 to	 get	 out	 of	 the	 shock	 and
struggling	to	get	over	this.	

(a)

Transformer-based Fusion

STORYENTENC

IEE-DEC

Encoder:

Decoder:

Knowledge

Enrichment

Module

Entity-based

Memory

Intent/Emotion Explanations

Sample Annotation: I’ve always wanted to 
have my own paycheck since I started high 
school. I’ve felt pathetic just asking my parents 
for money for the movies… For the last few 
months…, I’ve been applying to part-time jobs 
and getting nothing. It is so tiring. Getting 
rejected every time has brought me down to a 
significant low. But I finally got a job at the 
restaurant my dad works at as a bus boy and I 
get my first paycheck tomorrow. I’m so proud 
of myself. Something I can call my own.

Loss 

Figure 3: Illustration of our M-sense model. Note that hi1 = hi;hi2 = ĥi;hi3 = h̃i relate to semantics, intents and emotions
of the ith sentence respectively. (Top-right) Sample annotation of climax (Red) & Resolution (Green) by one of the annotators.

Classification Layer
The resulting embeddings are mapped to a C-dimensional
output using a softmax-based classification layer (here, C =
3). This step is given as: ŷi = softmax(fs(e

i)).

Experiments
We run experiments to study the following questions:
RQ1: How does our model compare with other baselines for
identifying climax and resolution in short narratives?
RQ2: How do various model components contribute to the
overall performance? To what extent do mental state repre-
sentations play a role for our classification task?

Overall Predictive Performance (RQ1)
Baselines We compare our model with a set of carefully
selected zero-shot & supervised baselines5, shown as fol-
lows.

Random baseline, which assigns labels (Climax, Reso-
lution or None) to sentences randomly.

Distribution baseline, which picks sentences that lie on
the peaks of the empirical distributions for climax and reso-
lution in our training set as explained earlier.

Heuristic baseline, which labels the sentence that is the
closest semantic neighbour of the post title as climax, the
last sentence in the narrative as the resolution.
A recent work (Wilmot and Keller 2020) has explored sur-
prise a measure of suspense in narratives. (Ely, Frankel,
and Kamenica 2015)’s surprise is defined as the amount of
change from previous sentence to the current sentence in
the narrative5. We encode the sentences in the story using

the following approaches and eventually compute suspense
measures for our classification task.
GloVeSim (Pennington, Socher, and Manning 2014), BERT
(Devlin et al. 2018), USE (Cer et al. 2018), which com-
putes semantic embeddings using average word vectors (us-
ing GloVe) or Transformer-based models.
STORYENC (Papalampidi, Keller, and Lapata 2019), which
uses the hierarchical RNN based language model to encode
sentences in the story.
STORYENTENC (Vijayaraghavan and Roy 2021), which
encodes the sentences in the story from the protagonist’s per-
spective. Here, we denote intent and emotion embeddings as
(Eint = HxIntent

sents ) and (Eemo = HxReact
sents ) respectively.

CAM and TAM (Papalampidi, Keller, and Lapata 2019) con-
sist of bidirectional LSTM model with the latter model hav-
ing an additional interaction layer to compute boundaries be-
tween the topics in each story.
M-sense–Fusion, which is a variant of our M-sense model
without mental state embeddings.
M-sense, which is our complete model incorporating pro-
tagonist’s mental representation.

Results Table 1 outlines the results of our evaluation. We
report the performance of simple baselines, of which the dis-
tribution baseline turns out to be the strongest. The heuristic
baseline performs slightly better than the random baseline.
This suggests that the Reddit post title contains relevant sig-
nal to predict the climax while the last sentence heuristic for
resolution is only as good as a random classifier.

Applying suspense-based approaches with different sen-
tence embedding methods yields relative improvement over
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Models F1 ↑ D ↓
C R C R

Random 0.196 0.143 29.05 30.57
Distribution 0.274 0.315 15.79 14.42
Heuristic 0.217 0.147 23.74 26.82

GloVeSim 0.312 0.344 12.06 11.65
BERTtok 0.408 0.441 9.37 8.09
BERTsent 0.352 0.366 10.88 9.73
USEsent 0.379 0.391 10.42 9.58
STORYENC 0.410 0.438 8.81 7.46
Eint 0.437 0.462 8.19 6.94
Eemo 0.429 0.475 8.43 6.67

TAM
0.565

(±0.022)
0.609

(±0.008)
5.90

(±3.18)
5.02

(±2.82)

CAM
0.578

(±0.019)
0.604

(±0.0032)
6.58

(±4.02)
5.44

(±3.05)

M-sense 0.694*
(±0.0027)

0.743*
(±0.0015)

4.15
(±1.84)

3.20
(±1.06)

Table 1: Evaluation Results with F1 score per class & per-
cent D reported for each model. ↑, ↓ indicate if higher/ lower
values mean better performance respectively. * refers to sig-
nificance (p < 0.05) over TAM using a paired T-Test.

the simple baselines in terms of both the evaluation metrics.
As expected, sentence-level BERT/USE performs worse
than its token-level counterpart. We attribute this variation in
performance to the lack of any story context information for
computing latent embedding, thereby affecting the assess-
ment of state changes in the narrative. However, sentence-
level USE’s ability to produce better similarity estimates
gives it a slight advantage over sentence-level BERT. No-
tably, sentence representations obtained from models trained
on stories (STORYENC, STORYENTENC) recorded compa-
rable to improved results over other sentence embedding
methods. Strikingly, computing surprise using protagonist
mental state embeddings exhibit an overall enhanced classi-
fication capability. We find that the intent embedding (Eint)
helps achieve the best zero-shot performance for detecting
climax. A competitive outcome for resolution is obtained us-
ing protagonist’s emotion representation (Eemo). We com-
pare our complete M-sense model with the best perform-
ing prior models such as CAM, TAM (Papalampidi, Keller,
and Lapata 2019) applied for similar tasks. As we can see,
supervised fine-tuning approaches easily beat the earlier re-
sults obtained using zero-shot methods. Finally, our M-sense
model achieves an absolute improvement of ∼ 20.07% and
∼ 22% for climax and resolution prediction respectively.

Ablation Study (RQ2)
To evaluate the contributions of each component in our M-
sense model, we conduct an ablation study using the vali-
dation set. For this study, we compare our best performing
M-sense model with alternative modeling choices for each
of the components. Table 2 shows the results of our study.
We modify one component at a time and report their per-
formance using F1 metric. This involves either replacing a

Model Variants F1 ↑
C R

M-sense 0.688 0.738

Sentence Encoder Variants
w/ Sentence-level BERT 0.665 0.709
w/ Sentence-level USE 0.677 0.726

Story Encoder Variant
w/o Story Encoder 0.620 0.653
w/ Inter-Sentence RNN 0.659 0.705

Interaction Layer Variant
w/o Interaction Layer 0.654 0.716

Fusion Layer Variants
–w/o Fusion Layer 0.614 0.640
–w/o Eint 0.638 0.703
–w/o Eemo 0.652 0.687

Table 2: We report F1 score per class with non-default mod-
eling choices for each component of our model.

component (denoted by “w/”) or removing a component (de-
noted by “w/o” to refer without the component). For eg. “w/
Sentence-level BERT” refers to replacing token-level BERT
in our M-sense model with sentence-level BERT as our sen-
tence encoder; “w/o Eemo” indicates the removal of protag-
onist’s emotion state embedding from the fusion layer.

Influence of Mental State Embeddings: In this study, we
examine the necessity of a fusion layer and probe the influ-
ence of protagonist’s mental state embeddings towards our
classification task. Notably, the results in Table 2 validate
the benefits of the fusion layer and demonstrate the relative
performance gains obtained with intent and emotion embed-
dings. Without the fusion layer, we observe a performance
drop of ∼ 11% and ∼ 13% for predicting climax and resolu-
tion respectively. The loss of the protagonist’s intent features
impacts the climax prediction more. This is analogous to the
effect emotion features has on resolution prediction.

Analysis and Discussion
Effect of Story Length: Here, we compare the performance of
different sentence encoders with and without fusion layer for
detecting climax in narratives with varying length. Figure 4
shows the results of this analysis. We observe that the token-
level BERT outperforms sentence-level BERT and USE en-
coders for narratives containing up to 13− 14 sentences, but
the performance gradually degrades beyond 14 sentences.
Sentence-level USE encoder produces stable and relatively
better outcomes for longer narratives (story length > 14).
With the introduction of mental state representation through
fusion layer, the F1 score improved significantly irrespective
of the sentence encoder used.

Error Analysis: To estimate why our model augmented
with mental state embeddings performs better, we con-
duct error analysis between our full M-sense model
and the model without mental representation fusion (M-
sense−Fusion). For those narratives where the latter model
fails to predict correctly, we gauge the patterns emerging
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Figure 4: Performance of sentence encoders for detecting
climax in story with varying length.

out of the following analysis: (a) Using VADER7 (Hutto and
Gilbert 2014) a weighted composite sentiment score is com-
puted for each sentence in the narrative, and (b) Using state
classification (Rashkin et al. 2018; Vijayaraghavan and Roy
2021), we assess Maslow’s motivation categories associated
with sentences predicted as climax/resolution in the narra-
tive and analyze for any error patterns emerging from it. For
resolution, the M-sense−Fusion makes ∼ 28% more mis-
takes than M-sense model for narratives with homogeneous
endings (i.e. narratives having same sentiment sentences in
the neighbourhood of resolution closer to the story’s end).
M-sense−Fusion model is unable to discern clearly and pre-
dicts a different sentence as resolution. Based on our analy-
sis (b), we find that M-sense gains significantly over the M-
sense−Fusion when the ground-truth climax sentences be-
long to “Esteem” and “Love/Belonging” categories5.

Task: Modeling Movie Turning Points
Given that our work is primarily focused on modeling narra-
tive structure in personal narratives, we analyze how we can
apply such a model towards identifying climax and resolu-
tion in movie plot synopsis. (Papalampidi, Keller, and Lap-
ata 2019) introduced a TRIPOD dataset containing a corpus
of movie synopses annotated with turning points (TPs). The
dataset identified five major turning points in the movie syn-
opses and screenplay, referring to them as critical events that
prevent the narrative from drifting away. By their definitions
for each of the TP categories (Papalampidi, Keller, and La-
pata 2019), TP4 and TP5 align clearly with our usage of cli-
max and resolution from prior narrative theories. Due to this
alignment, it is relevant to use our model to predict these two
categories in the TRIPOD dataset. We use the cast informa-
tion collected from IMDb as a part of this dataset and evalu-
ate our model’s performance on this out-of-domain dataset.
We first apply our M-sense trained on our STORIES corpus
directly and evaluate its zero-shot performance (referred as
ZS). We assume the top character from the IMDb cast sec-
tion to be the movie protagonist. Though this may not al-
ways be true, it measures how our model fares on this dataset

7https://github.com/cjhutto/vaderSentiment

Methods TP4 TP5

TAM+TP views 6.91 4.26
TAM+Entities 5.23 3.48
M-sense(ZS) 6.62 4.54

M-sense(FT) 4.17 2.38

Table 3: Results of evaluation on TRIPOD dataset. We report
(%) D results for TP4 & TP5 relevant to this work.

for predicting TP4 and TP5. Further, we use sentence-level
USE-based sentence encoder as some of the wiki plot syn-
opses are longer than what can be accommodated by our
token-level BERT model. We then fine-tune our model with
the TRIPOD’s training set. This is denoted by M-sense(FT).

Results
We display our model’s performance compared to the best
performing TAM reported in the original work (Papalampidi,
Keller, and Lapata 2019). TAM with TP views implemented
separate encoders for each of the categories and computed
different representations for the same sentences acting as
different views related to each TP. Similarly, TAM+Entities
enriched the model with entity information by applying co-
reference resolution and obtain entity-specific representa-
tions. Table 3 shows our model’s results compared to the
prior proposed approaches for modeling turning points in
plot synopses. We find that our model in zero-shot settings
outperforms a supervised TAM+TP views model, though
it falls slightly behind the best supervised model.Also, we
restrict our model for predicting only two of the five ma-
jor turning point labels. Finally, our fine-tuned model out-
performs the best performing model, significantly reducing
the mean annotation distance by an average of ∼ 20% on
both the turning point labels. Thus, we are able to achieve
remarkable improvement on an out-of-domain dataset even
with assumptions on protagonist information. Therefore, we
demonstrate that our M-sense model can predict climax and
resolution in stories beyond just personal narratives, albeit
limited by story length at this point.

Conclusion
Towards modeling high-level narrative structure, we con-
struct a dataset of personal narratives from Reddit contain-
ing annotations of climax and resolution sentences. Next,
we introduce a deep neural model, referred to as M-sense,
that learns to effectively integrate protagonist’s psycholog-
ical state features with linguistic information towards im-
proved modeling of narrative structure. We experimentally
confirm that our model outperforms several zero-shot and
supervised baselines and benefits significantly from incor-
porating protagonist’s mental state embeddings. Our model
is able to achieve ∼ 20% higher success in prediction task
than the previous methods.We believe that our work will ad-
vance the research in understanding the larger dynamics of
narrative communication and aid future efforts towards de-
veloping AI tools that can interact with users though stories.
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