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ABSTRACT Chronic heart failure (CHF) affects over 26 million of people worldwide, and its incidence
is increasing by 2% annually. Despite the significant burden that CHF poses and despite the ubiquity of
sensors in our lives, methods for automatically detecting CHF are surprisingly scarce, even in the research
community. We present a method for CHF detection based on heart sounds. The method combines classic
Machine-Learning (ML) and end-to-end Deep Learning (DL). The classic ML learns from expert features,
and the DL learns from a spectro-temporal representation of the signal. The method was evaluated on
recordings from 947 subjects from six publicly available datasets and one CHF dataset that was collected
for this study. Using the same evaluation method as a recent PhysoNet challenge, the proposed method
achieved a score of 89.3, which is 9.1 higher than the challenge’s baseline method. The method’s aggregated
accuracy is 92.9% (error of 7.1%); while the experimental results are not directly comparable, this error
rate is relatively close to the percentage of recordings labeled as ‘‘unknown’’ by experts (9.7%). Finally,
we identified 15 expert features that are useful for building ML models to differentiate between CHF phases
(i.e., in the decompensated phase during hospitalization and in the recompensated phase) with an accuracy of
93.2%. The proposed method shows promising results both for the distinction of recordings between healthy
subjects and patients and for the detection of different CHF phases. This may lead to the easier identification
of new CHF patients and the development of home-based CHF monitors for avoiding hospitalizations.

INDEX TERMS Chronic heart failure, deep learning, heart sounds, machine learning, PCG.

I. INTRODUCTION

Chronic heart failure (CHF) is a chronic, progressive con-
dition underscored by the heart’s inability to supply enough
perfusion to target tissues and organs at the physiological fill-
ing pressures to meet their metabolic demands [1]. CHF has
reached epidemic proportions in the population, as its inci-
dence is increasing by 2% annually. In the developed world,
CHF affects 1-2% of the total population and 10% of people
older than 65 years. Currently, the diagnosis and treatment of
CHF uses approximately 2% of the annual healthcare budget.
In absolute terms, the USA spent approximately 35 billion
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USD to treat CHF in 2018 alone, and the costs are expected
to double in the next 10 years [2]. Despite the progress in
medical- and device-based treatment approaches in the last
decades, the overall prognosis of CHF is still dismal, as 5-year
survival rate of this population is only approximately 50%.
In the typical clinical course of CHF, we observe alternating
episodes of compensated phases, when the patient feels well
and does not display symptoms and signs of fluid over-
load, and decompensated phases, when symptoms and signs
of systemic fluid overload (such as breathlessness, orthop-
nea, peripheral edema, liver congestion, pulmonary edema)
can easily be observed. During the latter episodes, patients
often require hospital admission to receive treatment with
intravenous medications (diuretics, inotropes) to achieve a
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FIGURE 1. Example PCG recording with the PCG regions of interests (S1,
S2, Systole and Diastole) marked.

successful negative fluid balance and return to the compen-
sation state. Early detection of HF worsening would allow a
treating physician to adjust the patient’s medical management
on an outpatient basis in a timely manner and thus avoid
the need for a hospital admission. Currently, an experienced
physician can detect the worsening of HF by examining the
patient and by characteristic changes in the patient’s heart
failure biomarkers, which are determined from the patient’s
blood. Unfortunately, clinical worsening of a CHF patient
likely means that we are already dealing with a fully devel-
oped CHF episode that will most likely require a hospi-
tal admission. Additionally, in some patients, characteristic
changes in heart sounds can accompany heart failure worsen-
ing and can be heard using phonocardiography. An example
of a phonocardiogram (PCG) recording of a healthy subject
is presented in Fig. 1. In healthy subjects, 2 heart sounds are
typically heard (called S1 and S2). S1 is caused by the closure
of the mitral valve and ventricular wall in the early systole,
S2 is caused by the closure of the aortic and pulmonary valves
at the beginning of the diastole. Here, the interval between
S1 and S2 is called systole, i.e., the contraction phase of
the cardiac cycle, and the interval between S2 and S1 is
called diastole, i.e., the relaxation phase of the cardiac cycle.
Additional heart sounds (such as S3 and S4) can be heard in
certain cardiac conditions and are never regarded as normal.
In the case of CHF (in the course of decompensation), we can
often hear a third sound (S3) that typically appears 0.1-0.2 s
after the second sound, i.e., S2.
Recently, it has been demonstrated that some physiological

parameters, such as the occurrence of additional heart sounds
or increased blood pressure in the pulmonary circulation,
already start to appear several weeks before the CHF patient
develops a clinically evident decompensation episode. This
is also an important therapeutic window where outpatient-
based treatment interventions can reverse CHF deterioration
and return the patient to the compensated state without the
need for a hospital admission.
In recent years, many studies have proposed Machine-

Learning (ML) approaches for the automatic detection of
different heart conditions using PCG signals recorded with
a digital stethoscope [1]. Nevertheless, methods that explic-
itly focus on CHF detection are quite scarce. The typical
ML pipeline for the detection of different heart conditions
is as follows: segmentation of the signals by detecting the
‘‘typical’’ heart sounds (i.e., S1 and S2), denoising of the

signals, extracting individual frequency-domain and time-
domain features, and learning a feature-based ML model
(e.g., using ML algorithms, such as Random Forest or Sup-
port Vector Machine - SVM) that is capable of classifying
healthy vs. unhealthy sounds. Most of the features currently
used are based on medical and audio/signal analysis knowl-
edge.

However, a PCG recording that sounds unhealthy to one
expert may sound healthy to another one; therefore, doctors
never diagnose a CHF patient using only heart sounds, but
rather use a holistic view of the patient instead (i.e., extensive
medical history, blood pressure, laboratory tests, etc.). This
uncertainty is one reason why 9.7% of the recordings in
the recent PhysioNet cardiology challenge [3] were actually
labeled as ‘‘unknown’’ by experts, while the rest of the
recordings were labeled as healthy or unhealthy.

The recent advancements in Deep Learning (DL) suggest
that end-to-end learning (i.e., ML models that learn directly
from the raw data and no features are needed) can outperform
the classic, feature-based ML. For example, DL has achieved
breakthrough performance in tasks such as pattern recogni-
tion problems [4], image processing [5], [6], natural language
processing [7], [8], speech and audio processing [9], [10],
and sensor data processing [11], [12]. For CHF detection,
a successful combination of classic ML and end-to-end DL
can outperform each single approach [13]. The classic ML
approach learns from a large body of expert-defined features,
and the DL approach learns both from a time-domain (the
raw PCG signal) representation of the signal and a temporal-
domain representation (the spectrogram) of the signal. This
approach was successful in our previous study of human
activity recognition from smartphone sensor data [14].

In addition to distinguishing the CHF patients and healthy
individuals, we focus on detecting the CHF state (compen-
sated vs. decompensated) based on the analysis of heart sound
recordings. Ourwork builds upon the initial studies, wherewe
demonstrated that it is possible to distinguish between healthy
individuals and patients in a decompensated CHF episode
using a stack of machine-learning classifiers and expert fea-
tures, showing promising results on a limited dataset [15].
We expand upon this approach using a considerably larger
patient dataset, including six additional PhysioNet datasets,
and an improved ML method that uses end-to-end DL. Fur-
thermore, we investigate the differences in the heart sounds
during the transition between the decompensated and recom-
pensated states of CHF, with the aim of developing person-
alized monitoring models. Early detection of the worsening
of CHF has the potential to reduce hospitalizations due to the
worsening of the condition, which both improves the quality
of life of patients and decreases the financial and logistic
burden on the patient and the health system.

II. RELATED WORK

A typical ML pipeline includes segmentation of the
signals, denoising of the signals, extracting individ-
ual frequency-domain and time-domain features, and
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learning ML capable of classifying healthy vs. unhealthy
sounds [1], [3]. Regarding the segmentation process,
Schmidt et al. [16] developed an algorithm (later improved
by Springer et al. [17]) that segments the signals into the
following four stages: S1, S2, systole, and diastole. The algo-
rithm extracts a variety of features that are then used to train
a duration-dependent hidden semi-Markov model to segment
the PCG. To ease the segmentation process, some researchers
apply denoising techniques to remove environmental sounds
and the noises caused by the human body itself. The next
phase in the ML pipeline is the feature extraction, as the
features are the basis for a successful classification. Most
researchers focus mainly on time, frequency, and statistical
features. The widely used features are as follows: heart rate,
duration of S1, S2, SYS or DIA, total power of the PCG
signal, zero crossing-rate, Mel-frequency Cepstral Coeffi-
cients, Wavelet Transform, Linear Predictive Coefficients,
and Shannon entropy [18], [19].
The final phase in the ML pipeline is learning and eval-

uation of the ML models. The most systematic comparison
of the ML models was performed via the PhysioNet chal-
lenge [1]. The challenge aimed to encourage the development
of algorithms to classify heart sound recordings collected
from a variety of clinical or nonclinical (such as in-home
visits) environments. More details about the challenge dataset
can be found in section 2.2 of the PhysioNet datasets. During
the challenge, the ML models were ranked using an aver-
age of the weighted-sensitivity and the weighted-specificity
scores achieved by the models. The weights were used as
a normalization factor for the noisy recordings in the data.
The best score of 86.0 was achieved by Potes et al. [20]
using a method that was based on an ensemble of classifiers
combining the outputs of an AdaBoost classifier and a Con-
volutional Neural Network (CNN). The second-best result,
which was 85.9, was achieved by Zabihi et al. [21] using
an ensemble of feature-based feedforward neural networks.
Similarly, Kay and Agarwal [22] used a fully connected,
neural network and achieved a score of 85.2. In fourth place,
Bobillo [23] achieved a score of 84.5 using a tensor technique.
Homsi et al. [18], who achieved a score of 84.5, introduced an
approach using a nested ensemble of algorithms that includes
Random Forest, LogitBoost and a Cost-Sensitive Classifier.
A probabilistic approach based on logical rules and a proba-
bility assessment was proposed by Plesinger et al. [19], which
achieved a score of 84.1. Rubin et al. [24], who achieved a
score of 84.0, used CNNs on MFCC heat maps.
Although the challenge datasets present a great opportunity

to compare methods for classifying heart sounds, unfortu-
nately, the challenge did not specifically include recordings
fromCHF patients, and second, it does not provide full access
to the challenge test datasets. Thus, we cannot make any
CHF-detection comparison. However, we used the publicly
available challenge datasets1 for evaluation and compared the
results to the challenge baseline method [3].

1https://www.physionet.org/content/challenge-2016/1.0.0/

With respect to the related work, our approach differs
in the following aspects. (i) Most of the approaches from
the PhysioNet challenge used the algorithm developed by
Schmid et al. [16] for the initial segmentation of the PCG
signals, which is based on the detection of the typical heart
sounds. However, in noisy environments, the detection of
these sounds may be even more challenging than the clas-
sification itself. For that reason, our method does not use
such a strict segmentation, but rather an overlapping-sliding
window technique in combination with a segment-based clas-
sifier. We present the analysis of the method’s performance
with respect to the segment (window) size. (ii) The proposed
end-to-end DL architecture learns both from the temporal
representation of the signal and the spectral representation
of the signal, whereas most of the approaches in the related
works use end-to-end learning in one of the domains only
(either spectral or temporal [14]). (iii) We used the PhysioNet
Challenge datasets to evaluate our approach and to provide a
comparison with the challenge baseline method; additionally,
we used our own dataset, which, in addition to including
the typical healthy vs. patient labels, is also labeled for the
specific CHF phase, i.e., compensated (when the patient feels
well) and decompensated (when the patient does not feel
well) for some of the patients. This allowed us to extend
the study beyond the typical healthy vs. patient analysis and
to explore personalized models for detecting the different
CHF phases. To the best of our knowledge, this is the first
computer-science study developing CHF detection models.

III. DATA DESCRIPTION

A. UKC-JSI DATASET

Seven datasets were used in our study. The first was collected
by the authors of this paper, while the rest of the datasets
originated from the 2016’s PhysioNet challenge [1]. Our
dataset (UKC-JSI, Table 1) was obtained using a professional
digital stethoscope 3MTM Littmann Electronic Stethoscope
Model 3200. The stethoscope allows the recording of up to
12 clips of up to 30 s in length, with a sampling rate of
4 KHz. The device uses built-in filters to reduce the ambient
noise and allows different settings to focus on listening to
heart or lungs – for our experiments, we always opted for
the option with the minimal filtering. The recordings were
transferred to a computer via a Bluetooth connection and
were analyzed offline.

The study was approved by the medical ethics committee
beforehand. We recorded 110 healthy people (meaning that
they had no medical condition) and 51 people diagnosed with
CHF. For 22 CHF patients, recordings were obtained both
during the decompensation episode (when hospitalized) and
during the compensated phase (when discharged).

The recordings were always obtained at Erb’s point, and
each recording was up to 30 s long (stethoscope’s limit). For
some healthy people, more than one recording was obtained
to increase the amount of data in the study (recordings of
patients were obtained in clinical settings, which limited the
available time).
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TABLE 1. Overview of our experimental data recorded on healthy
individuals and on patients in decompensated and recompensated CHF
episodes.

TABLE 2. Overview of the six (A to F) PhysioNet Challenge datasets.

B. PhysioNet DATASET

The PhysioNet 2016 Cardiology Challenge database con-
sists of six datasets (A through F, recorded by six research
groups - participants of the competition) containing a total
of 3,153 heart sound recordings, lasting from 5 seconds to just
over 2 minutes. The recordings were obtained in either a clin-
ical or a nonclinical environment, from both healthy subjects
and pathological patients, and from different locations on the
body. The four typical locations were the aortic area, the pul-
monic area, the tricuspid area, and the mitral area, but could
be one of nine different locations. Both the healthy subject
and pathological patient samples include both children and
adults. Each subject/patient may have contributed between
one and six recordings. However, there is no information
in the dataset regarding which recording belongs to whom.
All recordings were resampled to 2,000 Hz and stored in the
‘‘wav’’ format. Each recording contains only one PCG lead.
As the recordings were often collected in uncontrolled envi-
ronments, many of the recordings are corrupted by various
noise sources, such as talking, stethoscope motion, breathing,
and intestinal sounds. In addition, some recordings were diffi-
cult or even impossible to classify as normal or abnormal. The
summary of the recordings in the Challenge database can be
found in Table 2. In addition, each of the six teams recording
the training sets also produced a testing set, which was used
for the evaluations of the contributed algorithms. We did not
have access to the testing sets; therefore, we do not include
them in our analysis.

IV. METHOD

The outline of our method is presented in Fig. 2. It consists of
the following twomain components: a classicML component
(represented with colored squares on the right side of the

FIGURE 2. Proposed method. End-to-end DL (uncolored squares on the
left). Classic ML (colored squares).

figure) and an end-to-end DL component (represented with
noncolored squares). The input to the classic ML pipeline is
the same as the input to the end-to-end DL pipeline, but the
classic ML pipeline contains a feature extraction process to
extract features from the raw data and to format the data into
a classic ML format. The end-to-end DL does not require
feature extraction, and it works directly with the raw data.
Additionally, both pipelines work with signals from the time
and frequency domains. The outputs of the two components
are then merged by a recording-basedMLmodel that outputs
the final prediction, i.e., whether a recording comes from a
healthy subject or from a patient. The details of the method
are explained in the following subsections.

A. CLASSIC MACHINE LEARNING

The classic ML component consists of feature extraction,
feature selection, and a segment-basedML model. As noises
not related to heart sounds are expected to be present in
the recordings, the first step is filtering. Most cardiovascular
sounds are most likely to occur in the frequency range below
1 kHz [25]; thus, we applied a low-pass Butterworth filter
with a threshold of 1 kHz to the raw audio files. For the
segmentation of the filtered audio signal, we used a sliding
window technique.

Next, the audio features were extracted using the
OpenSMILE feature extraction tool [26]. The tool was orig-
inally created for acoustic emotion recognition in 2009 but
was later expanded to more general uses [27]. For example,
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in addition to affect recognition, it is widely used for music
information retrieval (e.g., chord labeling, beat tracking, etc.).
Based on the related work [18], [20], [21], we extracted

features from the recordings in the time and frequency
domains. For example, Potes et al. [20] extracted features in
the time and frequency domains. The time-domain features
include the mean, variance, skewness, kurtosis, etc. The fre-
quency domain features include the power across different
frequency bands, 13 MFCCs, etc. Similarly, Zabihi et al. [21]
used features in both the time and frequency domains. Their
features include the following: Linear Predictive Coefficient
(LPC), Entropy-based features, MFCCs, features extracted
over power spectral density, etc. In addition to the typical
time- and frequency-based features, Homsi et al. [18] added
entropy and the Zero Crossing Rate (ZCR). Additionally,
we included features that describe the noise in the signal, e.g.,
jitter, shimmer and the Harmonics-to-Noise Ratio.
The complete list of features is described by Florian and

Schuller et al. [26], [28], [29]. For each segment, 1941 fea-
tures were extracted on a segment level and 1941 additional
features were extracted on a recording-level. Thus, each
segment is represented by segment-based features, which
describe only the segment itself, and recording-based fea-
tures, which describe the whole recording. The shortest seg-
ment size used in our experiments was one second so that
each segment contained at least one complete heartbeat (with
common heart rates above 60 beats per minute). By extracting
features both form the segments and from the whole record-
ings, we aim to capture both short-term information and the
long-term information. The short-term information from the
segment-based features mainly describes the heart beats, and
the long-term information describes the overall recording.
The output of the feature extraction component is marked as
‘‘R × S × F features’’ in Fig. 2, since we obtain F-features
for each R-recording and S-segment.
As the number of available features for each segment

(1941×2) is several times larger than the number of available
recordings in most of the experimental datasets, a feature
selection step is required to avoid overfitting. In general,
the feature selection methods can be divided into wrapper
methods, ranking methods (also known as filter methods) and
a combination of the two. The wrapper methods (e.g., based
on ROC [30], Bhattacharyya distance [31], etc.) produce
better results compared to the ranking methods (e.g., methods
based on mutual information [32], information entropy [33],
Fisher score [34], Wilcoxon signed-rank test [35], etc.), but
they induce a heavy computation burden. We decided to use
mutual information because it is very efficient and fast to
compute. However, any other feature selection or dimension-
ality reduction methods (e.g., PCA [36]) can be used.
Mutual information is a measure that estimates the depen-

dency between two random variables. We ranked the features
using mutual information values between the features and the
class values. We used only the top-ranked m features, where
m was set to be equal to the number of training samples. The
features were ranked using 10% of the instances from the

training data, which were randomly selected. The output of
the feature selection component is marked as ‘‘R × S × Fs

features’’ in Fig. 2.
After the feature selection, a segment-based classifier was

trained. The segment-based classifier uses the segments as
input instances, represented via the selected features from the
previous step, and outputs the estimated class probabilities for
each segment (segment-class probabilities) of each recording.
The output probabilities are marked as ‘‘R × S predictions’’

in Fig. 2. The segment-class probabilities are later used as
the input to the recording-based classifier. The segment-

based classifier was trained using the Random Forest (RF)
algorithm. We chose the RF algorithm because it is robust to
noise in the input features. The recording-based classifier is
described in the Combining Classic ML and end-to end DL
section.

B. DEEP LEARNING

DL represents a class of ML algorithms that use a cascade of
multiple layers of nonlinear processing units [37]. The first
layer receives the input data, and each successive layer uses
the output from the previous layer as input. DL architectures
are able to solve complicated AI tasks (e.g., in computer
vision, language, biomedicine, etc.) by learning high-level
abstractions from raw data [38].

A cascade of multiple layers of nonlinear processing units,
where each processing unit receives input from the previous
layer, is called a Fully Connected Neural Network (FCNN).
In a typical FCNN, layer i computes an output vector zi using
the following equation:

zi = f (bi +W izi−1) (1)

where bi (biases) andWi (weights) are the parameters for the
ith layer. zi−1 is the output vector of the previous layer, and z0
is the input data. The activation function f can be a Rectified
Linear Unit (ReLU), as follows [39]:

f (c) = max (0, c) (2)

or some other nonlinear function, for example, sigmoid or
tanh. For classification problems, the final output layer (zi)
usually uses a softmax activation function, as follows:

zij =
e
bij+Wij

zi−1

∑
j e
bij+Wij

zi−1
(3)

where j represents the jth row of the weightsWi. The softmax
function has a nice property, as follows:

∑
j
zIj = 1 (4)

and it is always positive; thus, it can be used as an estimator
for an input data sample x to belong to the jth class for a
specific problem, as follows:

P(y = j|x) (5)

The parameters of the network (bi and Wi) are learned
using an optimization algorithm, for example, gradient

VOLUME 8, 2020 20317



M. Gjoreski et al.: ML and End-to-End DL for the Detection of CHF From Heart Sounds

descent [40]. For a binary classification problem (e.g., y is
either 1 or 0), binary cross-entropy is used as a loss function
that is minimized over the N pairs of data samples and labels
(xn, yn).

J (W ) = −
1

N

∑
n
[ynlog (pn) + (1 − yn) log(1 − pn)] (6)

where, pn is the estimated probability for the N th sample to
belong to class 1.
CNNs are a type of NN that are designed with three main

architectural ideas to ensure some degree of shift, scale, and
distortion invariance. This is achieved by utilizing the follow-
ing: (i) local receptive fields, i.e., each unit in a layer receives
input from a set of neighboring units in the previous layers;
(ii) shared weights (units in a layer are organized in groups
and all units in one group share the same set of weights); the
set of outputs of the units in one group is called a feature
map, and the set of connection weights used by the units to
create the feature map is called a kernel or filter [41], [42];
(iii) spatial or temporal sampling, where, if the input is
shifted, the feature map output will also be shifted [43].
In addition, because of the specific architecture (parameter
sharing and local connections), the CNNs have much fewer
connections and parameters to train, while their theoretical-
best performance is likely to be only slightly worse compared
to that of FCNNs [5].
The DNN architecture used in this study is deep Spectro-

temporal ResNet. A similar Spectro-temporal ResNet archi-
tecture has already proved successful for human activity
recognition in our previous study [14] by achieving compa-
rable accuracy to state-of-the-art feature-based models. The
structure is based on an idea for training very deep end-to-end
networks for image recognition; i.e., it uses shortcut (resid-
ual) connections to fight the gradient-vanishing problem [44].
Additionally, our architecture consists of two branches, i.e.,
one that works with the raw PCG signal in the time domain
and another that works with the spectral representation of
the signal. The temporal information is extracted by residual
blocks that contain 1D CNN filters. To reduce the internal
covariance shift, each CNN layer is followed by a batch
normalization layer [45]. To speed up the training process,
ReLU activation layers are used [46]. For the dimensionality
reduction, each residual block ends up with a maximum
pooling layer. The network obtains the spectral information
by calculating a spectrogram of the input signal. Toward the
end of the network, the two branches, i.e., the spectral and
the temporal branch, are merged using FC layers. The output
of the end-to-end DL component is marked as ‘‘R × S DNN

predictions’’, as it outputs one prediction for each segment (S)
of each recording R©. Additionally, the output of the second
to last FC layer is marked as ‘‘R×S × 32 DNN features’’, as it
contains 32 hidden units; thus, it outputs a vector with a size
of 32 for each segment. This vector represents the spectro-
temporal encoding of each segment and is also the input to
the recording-basedML model.

The FC layer learns a spectro-temporal encoding, which is
further utilized by the recording-based ML model. We used
two FC layers, each with a size of 32 units; thus, the spectro-
temporal encoding is represented by a vector of a size of 32.
The Spectro-Temporal ResNet was trained by minimizing

the binary cross-entropy loss function using the Adam opti-
mizer with a learning rate of 10−3 and a decay of 10−3.
The batch size was set to 256, and the maximum number
of training epochs was set to 20. The network parameters,
including the number of residual blocks, the number of CNN
layers per block, the size of the CNN filters, the learning rate,
and the batch size, were determined experimentally.

C. COMBINING CLASSIC MACHINE-LEARNING AND

END-TO-END DEEP LEARNING

The four outputs of the components before the recording-
based ML model (‘‘R × S × Fs features’’, ‘‘R × S

predictions’’, ‘‘R× S × 32 DNN features’’ and ‘‘R× S DNN

predictions’’) are first averaged for each recording (thus,
we obtain the averaged ‘‘R × Fs features’’, ‘‘R predictions’’,
‘‘R × 32 DNN features’’ and ’’R DNN predictions’’) and are
then used as the input to the recording-based ML model.
Finally, the recording-based ML model outputs the final
prediction for each recording. The motivation here is the fact
that all the segments in a chosen recording belong to the same
class. However, some segments may be more informative
than others; therefore, a segment-based classification fol-
lowed by the aggregation of segment-based forecasts should
improve the overall classification. The recording-based clas-
sifier was trained using the RF algorithm.
Each of the three classifiers (the segment-based classifier,

the Spectro-temporal ResNet and the recording-based clas-
sifier) were trained separately on the training data. Since
the recording-based classifier is a meta-learner that utilizes
the output of the segment-based classifier and the Spectro-
temporal ResNet, a holdout set is required for its training.
More specifically, we used a 10-fold cross-validation pro-
cess on the method’s training data to train the ML and DL
segments. During the 10-fold cross-validation process, both
the segment-based classifier and the Spectro-temporal ResNet
provided output for each of the 10 folds. The recording
ML was trained on those outputs. Note that once trained,
the whole method was evaluated on a separate test set, which
was not used in the training phase of the three ML models.

D. BASELINE METHOD

The baseline method starts with heart sound segmentation
using the Springer’s algorithm [17] for detecting the four
states, i.e., S1, systole, S2, and diastole (see Fig. 1). After
that, it extracts twenty features from the position information
of the four states mentioned above. The first ten features
are defined as the averages and standard deviations of the
beat-to-beat intervals (RR intervals), S1, S2, systolic and
diastolic intervals. The last ten features describe the averages
and standard deviations of the ratios between the different
intervals and the ratios between the mean absolute amplitude
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during systole or diastole to that during the S1 or S2 period
in each heartbeat. The features are fed to a binary logistic
regression classifier. To provide a better comparison, we also
used an ensemble method (Random Forest) as another base-
line classifier.

V. EXPERIMENTS

We performed three types of experiments. In the first set of
experiments, i.e., the PhysioNet experiments, we evaluated
the method for classifying healthy vs. patient recordings on
seven datasets and compared the results against the baseline
methods. In the second set of experiments, i.e., the UKC-JSI
experiments, we evaluated the method for different window
sizes and performed subject-independent evaluation for the
classification of healthy vs. patient recordings. In the third set
of experiments, i.e., the personalization experiments, we ana-
lyzed the expert-features for the classification of recompen-
sated vs. decompensated recordings on the UKC-JSI dataset
and performed a subject-independent evaluation of a model
built with those features. In these experiments, we used only
the expert-features, as the number of recompensated/ decom-
pensated recordings is fairly small (44) for training an end-to-
end DLmodel. For the evaluation of the MLmodels, we used
the following evaluation metrics (in percent):

Accuracy = 100 ∗
Correctly classified recordings

Number Recordings
(7)

Sensitivity = 100 ∗
Correctly classified Patient recordings

Patient recordings

(8)

Specificity = 100 ∗
Correctly classified Healthy recordings

Healthy recordings

(9)

Score = Average(Sensitivity, Specificity) (10)

A. PhysioNet EXPERIMENTS

In these experiments, we used the same evaluation approach
that the organizers of the PhysioNet Challenge used to eval-
uate their baseline model [3]. The evaluation procedure is
a recording-independent 10-fold cross-validation process,
which means that one recording can be either only in the
training dataset or only in the testing dataset. We performed
the 10-fold evaluation for each dataset specifically. The folds
were not randomized to ensure that each recording is used
as a test recording at least once. The 10-fold evaluation
was performed 10 times for each dataset, and the average
accuracy for each dataset is presented in Table 3. For each
of these datasets, our method – the recording-based classifier
(Rec. in Table 3) – outperformed the other classifiers (the
majority classifier, the baseline LogReg classifier, the base-
line RF classifier and the segment-based classifier (Seg.
in Table 3). For the segment-based classifier, the prediction
for a recording is calculated as a majority of the predictions
of its segments. Additionally, the accuracy highly depends on
the dataset.

TABLE 3. Accuracy for each of the PhysioNet Challenge datasets (A-F)
and for our dataset UKC-JSI (U).

TABLE 4. p-values from the McNemar’s tests between our method
(Segment-based) and the other methods.

More specifically, the recording-based classifier achieved
the lowest accuracy, i.e., 77.6%, for dataset F and the highest
accuracy, i.e., 99.6%, for dataset E. For our dataset, the
hboxUKC-JSI dataset (U in Table 3), the accuracy is 84.6%.

It is interesting to note that, for the datasets C, D, and F,
the number of participants is almost equal to the number
of recordings (see Table 2); thus, the evaluation is almost
the same as a person-independent 10-fold cross-validation
process (one person can be either only in the training
dataset or only in the testing dataset). This means that for
these datasets, the models are roughly person-independent.

The results presented in Table 3 show that our method
achieves the highest accuracy, which indicates the practical
significance of the results. To check for statistical signifi-
cance, we used the McNemar’s statistical test, which is a rec-
ommended statistical test for comparing two classifiers over
one dataset because it has a low type I error [47], [48]. For
each dataset, we performed pairwise comparisons between
our method and each of the other methods. More specifically,
the test compares the prediction errors made by both models
and checks whether there is a significant difference between
them. The p-values of these tests are presented in Table 4.
It can be observed that the differences between our method
and the baseline RF and baseline LogReg are statistically
significant (p < 0.05) for six out of the seven datasets.
When compared to the recording-based method, the differ-
ences are significant for four out of the seven datasets, which
is expected because the recording-based classifier is one
module of our method (the recording-based method). Most
importantly, for the UKC-JSI dataset (U in Table 4), there
are statistically significant differences between our method
and all of the comparison methods (with p-values of 0.005,
0.004 and 0.000).

Table 5 presents a normalized confusion matrix, i.e., the
rows sum up to 100, as well as the sensitivity, specificity, and
score for the UKC-JSI dataset using the recording-based clas-
sifier and a recording-independent 10-fold cross-validation
process.
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TABLE 5. Normalized confusion matrix (first two rows and columns),
sensitivity, specificity, and score (average value of the sensitivity and
specificity) for the UKC-JSI dataset using the recording-based classifier
recording-independent 10-fold cross-validation.

TABLE 6. Aggregated confusion matrix (first two rows and columns) over
all datasets; sensitivity, specificity and score (average value of the
sensitivity and specificity).

TABLE 7. Accuracy for the recording-based classifier for varying window
sizes on the UKC-JSI dataset.

The results suggest that the sensitivity is lower than the
specificity, which means that the classifier produces more
false negatives in these experiments.
To present a clearer comparison with the scoring method

from the PhysioNet Challenge, in Table 6 we present the
aggregated (and normalized) confusion matrix over all the
datasets for each classifier, and the achieved sensitivity, speci-
ficity, and score. Again, it can be observed that the recording-
based classifier is the best performing classifier, with a score
of 89.3 and an accuracy of 92.9%.

B. UKC-JSI EXPERIMENTS

In these experiments, we analyzed the relation between the
window size and the performance of the recording-based

classifier. For that reason, the experiments were performed
using varying window sizes (10, 8, . . . , 2, and 1 second) and a
50% overlap. One second was chosen as the shortest window
so that each segment contains at least one complete heart-
beat (with common heart rates above 60 beats per minute).
The evaluation was performed using the same recording-
independent 10-fold cross-validation process as before to
obtain comparable results. We only used the UKC-JSI dataset
for these experiments, as our goal is to tune the algorithm for
this dataset. The results are presented in Table 7.
Finally, the best performing classifier – the recording-

based classifier using a sliding window of 2 seconds and a
50% overlap – was evaluated using a Leave-One-Subject-Out

TABLE 8. Normalized confusion matrix (first two rows and columns),
sensitivity, specificity, and score (average values of the sensitivity and
specificity) for the UKC-JSI dataset using the recording-based classifier
and a leave-one-subject-out evaluation.

(LOSO) evaluation procedure. This evaluation producesmore
a reliable estimate of the method’s performance for a new
(unseen) subject. The LOSO evaluation is a type of person-
independent k-fold cross-validation, where k is equal to the
number of participants in the dataset. We could carry out
the LOSO experiment only on the UKC-JSI dataset since the
PhysioNet dataset does not specify which recording belongs
to which individual. The results are presented in Table 8. The
accuracy of 86.3% is similar to the accuracy from the previous
experiments (84.6%), which confirms that overfitting was
avoided in the previous evaluation. Similarly, as in previous
experiments, the sensitivity is lower than the specificity.

C. PERSONALIZATION

For 22 out of 51 patients in the UKC-JSI dataset, we obtained
one recording in the decompensated phase, i.e., when the
patient needs medical attention, namely, at the time of hos-
pital admission, and one in the recompensated phase, i.e.,
when the patient feels well and is released from the hospital.
We analyzed whether we can distinguish between the two
phases, as this is the first step toward the long-term goal of
building a model that would allow us to continuously monitor
the worsening of the CHF condition.

We preformed statistical tests to check whether there is a
difference in the features when calculated from the recompen-
sated recordings compared to the decompensated recordings.
We used the Wilcoxon signed-rank test, a nonparametric sta-
tistical hypothesis test used to determine whether two paired
samples are sampled from the same distribution [49]. In this
experimental setting, one sample contains the values of a
specific feature extracted from the recompensated recordings
and the other sample contains the values for the same feature
but extracted from the decompensated recordings. The infor-
mative features should have different distributions depending
on the type of recording. Table 9 presents the 15 features for
which the tests showed p-values smaller than 0.001.

Finally, we built a transparent ML model that can dis-
tinguish between the two phases. Since the dataset, which
contains 44 recordings from 22 patients, is too small, we used
a simple decision tree classifier conditioned to a maximum
depth of two, to minimize overfitting. For training the model,
we used the features in Table 9.

Before feeding them to the algorithm, the features
were normalized by subtracting the person-specific mean
value from each feature. Table 10 presents the evaluation
results (normalized confusion matrix, sensitivity, specificity,
score, and accuracy). Only 3 out of 44 recordings were
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TABLE 9. features that showed a statistically significant difference
(p<0.001) in the distribution depending on the CHF phase from which
they were extracted.

TABLE 10. Confusion Matrix for classifying Decompensated vs.
Recompensated using a simple Decision Tree classifier and a
leave-one-subject-out evaluation.

misclassified, which lead to sensitivity, specificity, score, and
accuracy values higher than 90%.
The decision tree model built in the final iteration of the

LOSO evaluation is presented in Fig. 3. From the figure,
we can see that the model is quite simple. By using just
two features (X3 - spectralRollOff90.0_sma_de_pctlrange
0-1 and X9- pcm_fftMag_spectralRollOff90.0_sma_de_
flatness), the training data can be divided in a way where
only one sample is misclassified. More specifically, at the
beginning, there are 42 training samples (21 subjects, each
with 2 samples) and 2 test samples. The ‘‘gini’’ value is a
measure of how often a randomly chosen sample would be
incorrectly labeled if it were randomly labeled according to
the distribution of labels in the subset of the specific node.
By checking the value of the feature X3, the model splits the
samples into two subsets, where one subset has a feature value
smaller than the specific value (−0.345) and the other subset

FIGURE 3. Decision tree for classifying the decompensated vs.
recompensated phases, built in the final iteration of the LOSO evaluation.

FIGURE 4. Averaged learning curves (loss values) and standard deviations
for the end-to-end DL pipeline with spectrograms (Spectro-Temporal blue)
and without spectrograms (Temporal green). 10-fold cross validation.

has a feature value larger than the specific value. The samples
that have a smaller feature value (19 out of 42 samples) are
classified as ‘‘1’’ (recompensated recordings). The samples
that have a larger value are further split by using one more
feature, i.e., X9. After the second split, again, the samples that
have a smaller feature value are classified as ‘‘1’’, and the rest
of the samples are classified as ‘‘0’’ (decompensated).

VI. DISCUSSION

To analyze the influence of the spectrograms in the end-to-
end DL component, we analyzed the learning curves (aver-
age loss values and standard deviations) for the end-to-end
DL pipeline with spectrograms (Spectro-Temporal DL) and
those without spectrograms (Temporal DL). The results are
presented in Fig. 4. It can be observed that both models
achieved low loss values with the training data. However, for
the testing data, the Spectro-Temporalmodel achieves signifi-
cantly lower loss values. This indicates that the spectrograms
contain additional information. Additionally, the difference
between the training and validation loss for the Spectro-
Temporal model is much smaller that the difference between
the training and validation loss for the Temporal model.

The discrepancy between the training and validation loss
is a key indicator of overfitting. The results show that the
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Spectro-Temporal model avoids overfitting better than the
Temporal model.
Regarding the evaluation of the overall method, the aggre-

gated results (Table 6) showed that the method achieved an
overall accuracy of 92.9% and a score of 89.3, which repre-
sents an improvement compared to the results achieved by the
baseline RF (accuracy of 86.7% and score of 80.2) and base-
line LogReg (accuracy of 83.1% and score of 70.2). Addi-
tionally, our method’s accuracy of 92.9% (or the method’s
error of 7.1%) is quite close to the percentage of recordings
labeled as ‘‘unknown’’ by experts (see Table 2), with the
rest of the recordings labeled as healthy or unhealthy. This
is another indicator that our method performs well for heart-
sound classification. Most importantly, our method achieved
a 10% higher accuracy compared to the baseline RF for
the CHF domain (see the results in Table 3 for the dataset
U – UKC-JSI).

The windowing analysis in the UKC-JSI experiments

section showed that for the UKC-JSI dataset, the method
achieves an accuracy higher than 81% for all of the tested
window sizes. The accuracy achieved by the baseline RF
on the same dataset was 74.2%, and the accuracy achieved
by the baseline LogReg was 64.1% (see Table 3). Thus, our
method outperforms the baseline methods for any window
size, indicating that the method is quite robust with respect
to the window size, which was also supported by the LOSO
evaluation (see Table 8). It seems that better accuracy is
achieved for smaller rather than larger window sizes (see
Table 7).

Regarding the related work, one very recent study for
measuring the timing of heart sound components through
PCG data was presented by Giordano and Knaflitz [50]. Their
study focuses on the detection of the typical S1, S2 and
S3 heart sounds. A very similar approach was presented by
Tseng et al. [51]. These approaches depend heavily on the
detection of the typical S3 sound, which is mostly condi-
tioned by the quality of the PCG signal. A direct comparison
with the related work is presented in Table 11. The baseline
methods in this study (baseline RF and baseline LogReg) use
features that are based exactly on the detection of the typical
heart sounds [16]. The evaluation results showed that these
methods perform poorly compared to our method. The main
reason for the poor performance is the noise in the data. More
general ML approaches for healthy vs. unhealthy heart sound
classification are the methods from the PhysioNet challenge.
The winning algorithm of the challenge achieved a score
of 85 in their internal evaluation [20]. For the evaluation,
they used 20% of the PhysioNet data, which was randomly
selected. Our method achieves a score of 89 using a 10-fold
cross-validation process, which is basically 10 evaluations
over 10% of the data, whichwas randomly selected. Although
the results are not directly comparable, the scores indicate that
our method performs quite well compared to the state-of-the-
art methods.

Additionally, our main goal was not to create a general
method for healthy vs. unhealthy heart-sound detection, but

TABLE 11. Comparison with the related work.

rather, our focus is on CHF detection. In addition to the
studies that use the detection of the typical heart sounds
(S1, S2, S3), we were not able to find any studies on CHF
using machine learning except for our previous work in this
field [1], [53]. One very recent study on CHF detection was
presented by Porumb et al. [52], where they used CNNs
on data collected with ECG devices. Our work differs from
theirs, as we used PCG.

The feature selection step of the proposed method can
significantly influence the classification performance of the
feature-based ML methods. In the future, we will conduct
an extensive feature selection study to find the optimal
feature subset. Additionally, in this work, we tested dataset-
specific models. In the future, one could employ transfer-
learning techniques [54] to utilize data from other similar
studies/datasets. We envision a system capable of detecting
newCHF patients by using the proposed method in this study.
Once detected, our initial analysis showed that it is relatively
simple to build personalized models (e.g., by using some
of the identified features in this study) for monitoring the
different CHF phases. In the long term, our approach would
allow patients to actively cooperate in the process and the
treating physicians would be able to adjust patients’ medical
management in a timely manner and thus avoid hospital
admissions.

VII. CONCLUSION

In this paper, we presented a novel method for CHF detection
from PCG audio recordings. The method combines classic
ML and end-to-end DL. The classical ML learns from a large
body of expert-defined features and the DL learns both from
the time-domain (i.e., the raw PCG signal) representation
of the signal and the spectral representation of the signal.
We evaluated the method on our own dataset for CHF detec-
tion and additionally on six publicly available PhysioNet
datasets used for the recent PhysioNet Cardiology Challenge.
The challenge datasets allowed us to extensively evaluate
the performance of the method on similar domains. The
evaluation results on all the datasets showed that, compared
to the challenge baseline methods, our method achieves the
best performance (see the PhysioNet experiments section).
The facts that most of these datasets are labeled for dif-
ferent types of heart-related conditions and that the PCG
audio is recorded from a different body position in most of
the datasets (e.g., aortic area, pulmonic area, tricuspid area,
and mitral area) strongly indicate that the proposed method
is quite robust and that it is useful for detecting different
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types of heart-sound classification problems and not just for
CHF detection, as long as domain-specific labeled data are
provided.
Finally, we extended the study beyond the typical healthy

vs. patient classification and explored personalized mod-
els for detecting different CHF phases, i.e., the recom-
pensated phase (i.e., when the patient feels well) and the
decompensated phase (i.e., when the patient needs medical
attention). We identified 15 features that have different dis-
tributions depending on the phase. By using just two of these
features, we were able to build a simple and transparent deci-
sion tree classifier (see Fig. 3) that is capable of distinguishing
between the recompensated and the decompensated phases
with an accuracy of 93.2%, calculated using a LOSO evalua-
tion. While we are aware that there is a risk of overfitting in
these final experiments, especially since the dataset contains
only 44 samples, we believe that these results are very encour-
aging and represent a solid base for further development of
personalized models. To the best of our knowledge, this is
the first study to address such a problem.
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