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Abstract The paper presents the result of experiments that were designed with the goal of revealing the 

association between texts published in online environments (Yahoo! Finance, Facebook, and Twitter) and changes 

in stock prices of the corresponding companies at a micro level. The association between lexicon detected 

sentiment and stock price movements was not confirmed. It was, however, possible to reveal and quantify such 

association with the application of machine learning-based classification. From the experiments it was obvious 

that the data preparation procedure had a substantial impact on the results. Thus, different stock price smoothing, 

lags between the release of documents and related stock price changes, five levels of a minimal stock price 

change, three different weighting schemes for structured document representation, and six classifiers were studied. 

It has been shown that at least part of the movement of stock prices is associated with the textual content if a 

proper combination of processing parameters is selected. 

 

Keywords: Stock price movements, machine learning, classification, textual documents, sentiment. 

1 Introduction 
A lot of research has been focusing on incorporating the vast amount of data available online into models of 

various social and economic phenomena. One such domain is the field of capital markets where the data provided 

by digital media can help, e.g., in explaining less rational factors such as investors’ sentiment or public mood as 

influential for asset pricing and capital market volatility [11].  

Most of the past research in this domain utilized structured data, which is often objective, to analyze the 

impact of volatile data on business [19]. There exist several commercial financial expert systems that can be 

successfully used for trading on the stock exchange. When they rely primarily rely on time-series analysis of the 

market their capabilities are limited [63]. Including other information sources and types into various models can 

provide another perspective and potentially complementary information to quantitative evidence. In the financial 

forecasting domain, data mining, text mining, natural language processing, and behavioral economics are 

commonly used disciplines [29]. It is therefore obvious that unstructured texts, published by different types of 

subjects, containing additional hard-to-quantify knowledge are a typical source of this supplementary information 

[27]. This is supported by [30] that developed a stock price forecasting system combining financial and textual 

information. 

Both objective and subjective information relevant for investment decisions can be expressed in a textual form 

in various online environments. Objective facts are mostly typical for newspaper articles, scientific papers, annual 

reports, or other professional texts. On the other hand, texts written informally by normal people, without time and 

spatial limits, shared with their friends or interest groups often contain a certain portion of subjective information. 

It can be assumed that also subjective information, such as the sentiment and mood of the public can influence 

financial decisions in a similar extent as news. Bollen, Mao and Zheng [7] found that the collective mood in 

Twitter messages correlates to the value of the Dow Jones Industrial Average.  
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Advantages of using online resources for decision making support include the timeliness of the information, 

which is particularly important for investment decisions. On the other hand, the quality of the messages posted in 

online environments (such as microblogs or discussions in social networks) is generally low. That is why Internet 

postings have been the least frequently studied source of textual sentiment [27]. Despite all difficulties, content 

generated by web users has become a widely accepted resource for mining sentiment or opinions regarding 

different aspects of the public mood [61]. It has been shown that a large number of people participating in a 

content generation process enables the creation of artifacts that are of equal or superior quality than those made by 

experts in the respective field [18]. Messages from millions of people are also unlikely to be biased [41]. 

The most commonly used source for analysing a relationship between textual data and problems in financial 

domain are financial news [29]. Many studies also focus on just a single data source, besides the newspapers it is 

also Twitter [32,46],  Facebook [54], 8-K forms [30], 10-K forms [36] and others. Several studies also focus on an 

aggregate value representing stock price movements, such as [7,46,53]. Sentiment based approaches are quite 

popular but bringing contradictory conclusions [7,33]. 

Our goal is to determine whether there exist quantifiable associations between the content of online texts 

related to a company and the movements of the stock prices of that company. In our work we focus on analysis at 

the micro level, namely at the level of individual companies. In this research, we combine documents from three 

different sources, Yahoo! Finance, Facebook (posts and comments), and Twitter collected over a period of about 8 

months. A sentiment lexicon and a machine learning-based approach, as two possible alternatives, are tested in 

order to find out whether subjective content or the entire content play an important role in revealing document-

stock price movement association. 

2 Related Work 
The Efficient Market Hypothesis and Random Walk Theory postulate that it is impossible to predict future 

stock prices based on currently available information. Despite this, a lot of research has been done with the aim of 

achieving better than random predictions [17]. Sometimes, not only prediction, but explanation of the movements 

might be interesting. The research differs in the purpose (e.g., predicting a price or a movement direction), used 

data (e.g., historical stock prices, textual data from newspapers, Twitter, financial reports, including their 

combinations), level of detail (e.g., an entire market represented by an index or individual companies or 

industries), and methods (e.g., regression, optimization, classification, expert models, Granger causality).  

Wuthrich et al. [65] investigated whether the content of newspaper articles can predict changes in selected 

composite indices. Their approach is based on training data from 100 days and a set of more than four hundred 

phrases provided by a human expert. They achieved the prediction accuracy between 40 and 47% with a great 

portion of additional outcomes that were only slightly wrong and were able to achieve a trading strategy 

comparable to or better than human managers. Rao and Srivastava [36] studied several characteristics of Twitter 

messages and their relation to stock price movements for 13 stock market indices. They found a strong correlation 

up to 0.88. 

Ranco [46] studied 30 companies that form the Dow Jones Industrial Average (DJIA) index in a period of 15 

months. They found a significant dependence between the Twitter sentiment and abnormal returns, which is 

relatively low (about 1–2%), during the peaks of Twitter volume. The prediction of stock price movements (up, 

down, or no movement) at the end of a trading day based on the content of news published in the Wall Street 

Journal before stock opening hours was studied by Ming et al. [38]. A similar approach was used by Sun, 

Lachanski, and Fabozzi [57]. However, they studied the impact of messages from StockTwits (a communication 

platform for the investing community) that were published before opening a stock exchange on closing stock 

prices. They also used different frequency for those predictions (within one day, but they found that the 

predictions between days were more successful. Schumaker and Chen [51] studied 484 companies from the S&P 

500 for one month in 2005. They analyzed the impact of news releases on stock price movements. In their 

experiments using a support vector machine derivative they achieved 56 to 58% of directional accuracy. The 

prediction performance may depend on an industry – Li et al. [32] achieved better results in predicting stock 

prices based on Twitter data in the IT and media domains. 

A common indicator of stock price movements is sentiment. Although there are many aspects of sentiment, see 

[34], the basic idea is that optimistic mood is associated to stock price increases and vice versa. The sentiment 

polarity can be studied with different level of complexity. Arias et al [2] used an emoticon based approach – the 

polarity was determined according to the presence of specific emoticons in the text. Krinitz, Alfano, and Neumann 

[28] calculated the sentiment score using the Net-Optimism metric combined with Henry’s Finance-Specific 

Dictionary. Loughran and McDonald [36] defined their own sentiment dictionary that is specific for the financial 

domain. However, Li et al. [33] found that focusing simply on the sentiment (positive and negative) dimensions 
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does not always bring useful predictions as their models using sentiment polarity did not perform well in all the 

experiments. The differences between the models using two different sentiment dictionaries was also quite 

negligible. Various sentiment dictionaries are quite popular. Their size may significantly differ, e.g., Henry’s 

dictionary [22] contains 189 words, the dictionary of Myšková and Hájek [42] 256 phrases, Loughran’s and 

McDonald’s dictionary [36] 2,709 words etc. The dictionaries can be created manually or derived using a learning 

algorithm. We can conclude that sentiment based approaches are quite popular but bringing contradictory 

conclusions [7,33]. 

Despite numerous attempts and application areas summarized by Hagenau, Liebmann and Neumann [21], 

prediction accuracies for the direction of stock prices following the release of corporate financial news rarely 

exceeded 58%. The same authors achieved accuracy of about 76% for one data set by employing a particular 

combination of advanced feature generation and selection methods together with exogenous market feedback. On 

the other hand, de Fortuny et al. [17] were able to perform slightly better than simple random guessing. 

The suitability of online data for predictions in financial markets might vary according to a particular data 

source. The reason is that the people that through their behavior determine the stock prices use these data sources 

differently and are thus influenced by them to a different extent. For example, the Wall Street Journal reaches 

hundreds of thousands finance and investment professionals and is extremely well established and has strong 

reputations with investors [59]. On the other hand, although the average age of Facebook users is increasing over 

time, stock investors are likely to be underrepresented there [54].  

Compared to other research, we analyze data from multiple sources using a common methodology employing 

both the dictionary based and content based approaches. Besides popular newspaper articles, we employ also data 

from Twitter and Facebook. On Facebook, we distinguish two types of documents – posts created by company 

representatives, and comments created by other Facebook users. Unlike other studies, that focus on an aggregate 

value representing stock price movements [7,46,53] we focus on the level of individual companies. 

3 Data Used in the Experiments 
In the experiments, data related to so-called blue chip (large and famous) companies was used. The reason for 

this choice was a higher probability of availability of a sufficient amount of related texts. The analyzed companies 

were selected from Standard & Poor’s 500 and FTSEurofirst 300 indices as they contain a sufficient number of 

listed companies, both US based and European. In order to analyze the relationship between stock price 

movements and facts and opinions expressed by Internet users, two types of data were needed – stock prices at 

desired moments in time, and texts containing information related to the selected companies.  

The information about stock prices may be obtained at stock exchanges or in specialized Internet data sources. 

For our purpose, Yahoo! Finance was selected as a suitable one as it contains daily data for many stock exchanges 

around the whole world, with a long history, and is available free of charge. For every working day and company, 

opening, highest, lowest, closing, and adjusted closing stock prices are available together with traded volumes.  

Texts related to the investigated companies may be found in many different sources. Usually, the objective 

ones are typically found on news servers. From available financial news servers Yahoo! Finance was selected. It 

contains news aggregated from several sources (unlike, e.g., Reuters.com), is one of the most visited servers 

(measured by the Alexa rank), contains also recommendations of financial analysts, and is accessible free of 

charge. Texts containing also subjective opinion are usually located on places where the content is created by 

individuals without many constraints imposed on the content. These places include social networks, 

microblogging sites, instant messaging platforms, sites for multimedia sharing, or discussion forums. In our work, 

the social networks and microblogging sites Facebook and Twitter were used. They belong to the biggest sites on 

the web, are used across the entire world (are not limited, e.g., to China), provide free public access through their 

APIs, and contain a lot of text data; Twitter also enables searching for specific content.  

On Facebook, companies have their profile pages.  From the investigated companies, only 55% had such a 

page. There is a sequence of documents, called posts, arranged according to the time of their publishing in a 

timeline. These short postings are created by the company representatives. The posts may be commented on by 

other Facebook users at any moment. The comments, however, do not have to be necessarily related to a particular 

post (e.g., users are just complaining about company products/services). Twitter is a microblogging site enabling 

users to publish short messages (up to 140 characters), called tweets. Other users may follow their favorite users 

(i.e., receive their tweets), answer them, or send them new messages. Twitter provides a searching capability with 

quite a lot of possibilities. In this work, tweets containing the user name of a company (a query contains, e.g., 

“@google”), mentioning a company (e.g., “Google”), replies to the tweets of a company (e.g., “to: google”), and 

tweets from the company timeline were used. Because the amount of data on Twitter is extremely massive, only 

10 companies from different industries were investigated. 
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The previously-mentioned data was downloaded according to a predefined schedule. Information about stock 

prices was downloaded once every day as well as Yahoo! Finance articles and new posts on Facebook profiles. 

Together with them, the 100 most liked comments were also retrieved. Twitter data was collected every six hours 

because of larger volumes and the inability to retrieve more than 100 tweets at a time. Table 1 contains the total 

and average numbers of data items analyzed in the experiments. 

Table 1: Amounts of data from different sources (from 1 August 2015 to 4 April 2016). 

Document type Total number Daily average / 

company 

Monthly average 

/ company 

Yahoo! Finance article 73,730 0.41 12 

Facebook post 62,447 0.64 19 

Facebook comment 1,314,148 13.63 399 

Twitter status 1,451,493 609,87 17,846 

4 Analyzing the Association Between Texts and Stock Prices 

The presented problem belongs to a group of tasks that are described by variables whose values are recorded – 

and thus implicitly ordered – over a period of time. This is known as a time series and the variables are called 

series variables. Such problems usually need a more detailed mathematical investigation; a good overview of this 

area can be found, for instance, in [23]. A simple time series can be described as a discrete function Y taking its 

values yt at certain time points t, Y = {yt: t ∊ T}, where T stands for an index set of a given stretch of time. In 

economics, a typical example may be the daily closing average values of stock prices, which is part of the 

investigated problem here. Except for the scalar values yt, the general function Y may also return vectors yt, which 

is here a case of text comments that accompany the stock-price time series sharing the same time dimension. 

Looking at the comments from their meaning point of view expressed in a natural language, their message sense is 

given by the terms (words) included in it. The reader quite rightly may expect that the meaning points of the 

messages are not random but somehow logically relate to the values of the stock prices (or vice versa, the stock 

prices can relate to the comments). However, the question is how to express such mutual dependency? 

The chosen point of departure is here the shared time dimension. The stock price values, st, can be expressed 

as a time series S = {st: t ∊ T}, and similarly the meaning of comments as M = {wt: t ∊ T}, where wt stands for a 

word-vector (a sequence of numeric values representing words in a comment). Words are included in the 

vocabulary, which is shared by the all investigated comments over the given stretch of time. Time and words are 

represented by numbers – for the time variable, it can be dates, and for words, for example, their either weighted 

or unweighted frequencies in individual comments. To look for the possible (and expected) interdependency 

between values returned by two functions Y1 and Y2, the statistical theory offers computations of so-called 

correlation values provided by a correlation function C(Y1, Y2). Here, both Y1 and Y2 play the role of random 

variables. Statistical methods include several possibilities for the correlation-degree calculation between two (or 

more) series of stochastic variable values; for example, perhaps the most popular is the classic Pearson’s 

correlation coefficient [4] based on the rate between the covariance of two variables and the product of their 

standard deviation. Good material on the analysis of the classical concepts of correlation and on the development 

of their robust versions, as well as discussion of the related concepts of correlation matrices, partial correlation, 

canonical correlation, rank correlations, with the corresponding robust and non-robust estimation procedures, can 

be found in [52]. 

However, the described problem here is complicated by the fact that in C(S, M) the wi is not a scalar value and, 

in particular, by the unclear way to express numerically as just one number a whole comment meaning with its 

frequency-based word contents. The solution core must proceed from a possibility to represent a comment 

meaning by a number so that a suitable correlation method can be applied. This article suggests a viable procedure 

emerging from the assumption that the absolute values are not as important for our task as the changes between 

certain moments in time are. The stock price values can be thus divided into several classes depending on their 

significant increase, decrease, or invariable behavior. Then, if a comment’s classification accuracy/precision to 

one of the defined classes is sufficiently acceptable, such accuracy/precision – which is expressed as a number 

between 0.0 (totally wrong) and 1.0 (totally right) – may be used as a single number representing the comment’s 

numerical meaning value: this means either increase, or decrease, or stagnation like the stock price value course. 

Consecutively, if the values of S and M change in the same way (directly or indirectly 

increasing/decreasing/constant), it can be taken as support of the idea that S and M are interdependent – of course, 
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without giving direct proof whether the relationship is causal or not. Such proof might be later empirically 

provided by, for example, analyzing the semantic contents of comments in each class. The method of revealing 

the interdependency is described in detail in the following sections, including the experimental testing using real-

world data. 

In the field of capital markets, behavioral finance considers factors such as investors’ sentiment or public 

mood as influential for asset pricing and capital market volatility. Thus, sentiment analysis is one of the important 

research approaches used in this area in the last few years [11].  Sentiment analysis mainly studies opinions that 

express positive or negative sentiments. The most important indicators of sentiment are so-called sentiment words 

or expressions [34] and a comprehensive, high quality lexicon is often essential for fast and accurate sentiment 

analysis on a large scale [25]. By application of such a lexicon to a document a single number (e.g., on a scale <-

1;+1>) or a nominal value (e.g., negative, neutral, positive) representing the overall sentiment (that represents the 

document properties) can be determined. 

As mentioned, the values representing stock price movements and properties of the related textual documents 

are considered a time series sharing the same time dimension. However, it is not clear when the values of one 

series react to the values of the other. It can be assumed that the time series are shifted in time relatively to each 

other, which is known as a lagged relationship. In this paper we study how financial markets react to news, which 

is a long-lasting question in finance [64]. We consider one-, two-, and three-day lags between the publication of 

documents and stock price movements. 

4.1 Handling Stock Prices 

A stock price is represented by a number expressing the price (in, e.g., US dollars) at which stocks are sold and 

purchased at a certain moment in time. Because the price is usually volatile (is changing very quickly) during 

trading periods (in opening hours of a stock exchange), only some of the values are important, especially for 

historical data. Typically, opening (at the beginning), closing (at the end), low (minimal), and high (maximal) 

prices in a day are considered [1]. 

In an investigated period, the stock prices can remain on the same level, which is very rare, or increase or 

decrease at different rates (slowly or rapidly). Naturally, the prices change very quickly and usually at small rates, 

reflecting many different events, habits, or sentiment [6]. Not all changes are, however, important – after a small 

drop the price might return to its original (or higher) level very quickly and vice versa, repeating such movements 

for a few days or weeks. The price at the end of a week might be thus almost the same as at the beginning while 

having undergone many small movements. These movements might have a reason but there is also evidence that 

price movements might be completely random [8] and it is not necessary to include them in reasoning about the 

data. 

Thus for stock prices, considered non-stationary time series data, rather trends, cycles, or their combinations 

are more important [45]. These movements can be revealed by replacing the original values by other values not 

showing that high volatility (this process is known as smoothing). The “noise” is eliminated, better representing 

real and significant changes. Good candidates are moving averages that substitute the original data by sequences 

of averages calculated from subsets of the data sets. Changes in these average values are then better indicators of 

important changes in prices, see Fig. 1.  

Moving averages of different types have been widely used in technical analyses studying stocks markets. 

Generally, a moving average calculation can work with sequences of subsequent values of different lengths. Short 

moving averages are more sensitive to changes than long ones [62]. Generally, there are two distinct groups of 

smoothing methods – averaging methods, and exponential smoothing methods, both calculating a new value based 

on n (here, a number of days) last original values. The former (Simple Moving Average – SMA) relies on 

calculating the mean of successive smaller sets of numbers of past data. The latter (Exponentially Weighted 

Moving Average – EWMA) assigns exponentially decreasing weights as the observations become older [43]: 

 

SMAt = (pricet + pricet-1 + … pricet-n+1) / n 

EWMAt =  ∙ pricet + (1 – ) ∙ EWMAt-1,  = 2 / (n+1) 

 

In our experiments, besides working with the original stock prices, both types of moving averages based on 

two different periods, 5 and 20 days, were considered for calculations in order to include averages with different 

sensitivities. 

At any time, a change that has occurred since the previous moment can be detected. Obviously, very small 

changes, e.g., in the order of tenths or hundredths of a percent, are usually not important. The question is how big 

a change needs to be to be considered significant? Wuthrich et al. [65] found that appreciation and depreciation 

takes place when the market moves up or down by at least 0.5%. However, the same authors observed that the 
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average change in market indices is often much more, about 1.5%. Lee et al. [30] used the minimal change of 1% 

and Mittermayer [40] worked with 1% average change and 3% extremes in the change. In our work, the price 

movements were considered significant if the price changed by 1, 2, 3, 4, or 5 percent. Positive and negative 

changes above this threshold are then considered price increases and price drops (decreases), respectively. They 

then represent the classes (categories) for the stock prices data set. 

 

Figure 1. A graph showing stock price development and its smoothing (using Simple Moving Average, SMA, 

working with 5 and 20 days). The smoothing can better reveal trends in the data as expressed by the arrows. Here, 

three trend types (increase, stagnation, and decrease) based on a minimal price change are shown for the values 

smoothed using SMA(5). 

4.2 Handling Text Data 

Text documents generally contain information that has some relationship to reality (the reality is described, 

evaluated, judged, and compared). Understanding the messages might then help with interpreting or predicting 

events in reality without explicitly observing and studying it. For example, after looking at customer reviews of 

hotel accommodation at a travelers’ website the business performance of a hotel might be predicted [66].   

This information consisting of objective facts, personal attitudes, feelings, assumptions, current mood, etc. is 

expressed by the words and their combinations contained in the text. A perfect understanding of the meaning of a 

text and its relation to reality is, however, a complicated task often not faultlessly accomplished even by human 

experts. Nevertheless, for many tasks perfect and complete comprehension of the text is not needed. It is, for 

example, possible to determine the main topic of a newspaper article on the basis of the presence of some 

keywords in the text. Similarly, according to a few properties (contained words, number of words, text visibility, 

presence of hyperlinks, etc.) an e-mail can be classified as spam or non-spam.  

In the last years a lot of research has been devoted to extracting useful knowledge (e.g., sentiment or included 

topics) from texts written in natural languages. This discipline, known as text mining [16], is a branch of computer 

science that uses techniques from data mining, information retrieval, machine learning, statistics, natural language 

processing, and knowledge management [5].  

Some of the knowledge discovery approaches are based on lexicons and sets of additional rules. The extracted 

semantic content then depends on the presence of some of the predefined words or expressions from a lexicon, 

possibly considering more complex issues, such as negation, intensification, irrealis blocking, or intra-sentence 

and inter-sentence conjunctions [14, 58]. Other approaches rather rely on availability of a sufficient amount of 

suitable data from which a model can be learned. These data-driven methods use existing data models for which 

their parameters need to be estimated or an algorithmic approach that tries to find a new function that models the 

data. The latter approach, often called machine learning, can be successfully used on large complex data sets and 

as a more accurate and informative alternative to data modelling on smaller data sets [10]. At the end of the last 

century, machine learning gained its popularity and became a dominant approach to text mining. For many natural 

language processing tasks, a machine learning approach performs better than a dictionary based approach [31]. 

For some tasks, the lexicon based methods also bring good results while having many other advantages [58]. 

Thus, in our work we tested both approaches. 



 

 

Inteligencia Artificial 61 (2018)   101 

 

4.3 Using Lexicons to Derive Properties of Text Documents 

The principle of sentiment extraction based on sentiment lexicons is looking for sentimental words or 

expressions in texts and taking their sentiment categories or orientation into consideration. The sentiment might be 

expressed on a three-level scale (typically negative, neutral, and positive, or -1, 0, and 1) or on a finer grained 

scale (e.g., in the range -5 to +5). All occurrences of significant words or expressions and their sentiment values 

are then averaged, counted, or aggregated in another way. The final decision on the document/sentence/expression 

sentiment depends on the scale used and on the type of information needed. The decision results might be, for 

example, that a document is positive on aggregate, or that it contains both positive and negative parts, or that the 

sum of weights of all positive expressions is x while the sum of weights of all positive expressions is y [60]. 

In order to achieve satisfactory results, a sufficiently large and high-quality lexicon must be available. The 

problem is that a word or expression might have different sentiment polarity in different domains. Thus, using a 

sentiment lexicon, manually or automatically created for one domain does not have to work well in a different 

domain. There exist many available sentiment lexicons, see, e.g., [3,25,36,58]. It can be noticed that they 

significantly differ in the number of words or expressions they contain (from a few hundred to about 150,000). 

They are also tailored to different domains or are domain independent. Determining what a correct lexicon is, 

however, depends on the particular task and source of the data used in the research. For analyzing texts from 

microblogging sites a lexicon might be, for example, enriched by including a list of emoticons to increase 

accuracy of sentiment detection [2]. 

Using lexicons for sentiment determination is connected to several difficulties negatively affecting the results. 

Besides domain specificity, they include word sense disambiguation when looking at a particular word in a 

lexicon [24], distinguishing between parts of speech when finding sentimental words [37], or inability to handle 

informal expressions that are typical, e.g., for Twitter messages [9]. 

4.4 Using Machine Learning to Derive Properties of Text Documents 

Textual documents contain mostly unstructured information which is not suitable, in terms of effectivity and 

efficiency, for most of the knowledge discovery procedures. Texts are therefore usually converted to a more 

appropriate structured representation. A widely used structured format is the vector space model proposed by 

Salton and McGill [50]. Every document is represented by a vector where individual dimensions correspond to the 

features (terms) and the values are the weights (importance) of the features. The weight wij of every term i in 

document j is given by three components – a local weight lwij representing the frequency in every single 

document, a global weight gwi reflecting the discriminative ability of the term, based on the distribution of the 

term in the entire document collection, and a normalization factor nj correcting the impact of different document 

lengths. Popular weighing measures include term frequency and term presence for the local weight [55], inverse 

document frequency for the global weight [48], and the cosine normalization [13] as the normalization factor. All 

vectors then form a so-called document-term matrix where the rows represent the documents and the columns 

correspond to the terms in the documents.  

Very often, the features correspond to the words contained in the documents. Such a simple approach, known 

as the bag-of-words approach, is popular because of its simplicity and straightforward process of creation while 

providing satisfactory results [26]. Text mining heavily relies on the application of various preprocessing 

techniques including, e.g., text cleaning, white space removal, case folding, spelling error corrections, 

abbreviation expanding, stemming, stop words removal, negation handling, and finally feature selection [12, 15, 

20]. These techniques influence what will be the features characterizing the documents. 

In order to quantify the relationship between stock prices and related texts a classifier that assigns a label to a 

text, based on the values of attributes derived from the text, is trained. The label should be correlated to a class 

(movement trend) derived from the stock price changes of the corresponding time series. A classifier implements 

a function that assigns labels to objects provided on the input. This function h, called the hypothesis, can be 

induced from existing examples of input-output pairs, known as training examples. The outputs were generated by 

an unknown function y. The goal of training (a supervised learning problem) is to find a hypothesis that well 

approximates y. The hypothesis can be subsequently used for assigning labels to new, unseen instances. When the 

values of y are discrete, the process is known as classification [49]. 

For the training phase, a sufficient amount of training instances need to be prepared and appropriately labelled. 

For every particular text, the date of its publication and a related company was known. It was then possible to take 

the stock price movement trend (increase, decrease, or stagnation) for that company for a corresponding date 

(considering also a lag) and use it as a label for the document. The induced classifier then learned how to map the 

document features to the labels derived from stock price movements. 
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To measure the quality of the trained classifiers, i.e., their ability to be used acceptably for unknown 

documents in the future, they are examined on test samples that are distinct from the training ones and for which 

correct answers are known. The values representing correctly and incorrectly classified examples are used to 

compute measures of classifier effectiveness. In the two class classification, the classes might be labelled as 

positive and negative. The positive and negative examples that are classified correctly are referred to as true 

positive (TP) and true negative (TN), respectively. False positive (FP) and false negative (FN) represent 

misclassified positive and negative examples. Commonly accepted classifier performance evaluation measures 

include accuracy, precision, recall, and F-measure combining the values of TP, TN, FP, and FN into a single 

measure [56]. The strength of the relationship between the input (the content of documents) and output (the label 

representing stock price movements) might be then expressed by standard classification performance measures, 

such as accuracy or F-measure since they contain information on how well a classifier is able to assign a correct 

label to a document based on the values of its attributes. High values of these measures say that there exist 

attributes or their combinations that are accurately able to distinguish between instances of different classes. 

5 Experiments 

Four different data sources (newspaper articles, Facebook posts and comments, and tweets) were investigated 

separately. The amount of available documents did not allow us processing them with available technology 

(memory limits were reached). Thus, a maximum 200 most retweeted tweets and 40 most liked Facebook 

comments for every company in every day were processed. The size of the two remaining data sets, i.e., Facebook 

posts and Yahoo! Finance articles, were not that huge, so no preselection needed to be performed.  

In case of Facebook data, setting the upper limit to the number of processed documents affected about a half of 

the companies in just slightly more than 17% of the studied days. The reduction of the number of documents was 

more significant – almost a half of them with low numbers of reactions was eliminated. The exclusion of some 

tweets happened in 97% of the studied days and affected almost three quarters of the documents since publishing 

of the tweets happened quite frequently. After some of the data was eliminated, a significant number of documents 

was still available. However, considering only the documents having a higher popularity that could influence a 

higher number of people made the problem computationally feasible. 

For both the lexicon- and machine learning-based approaches the stock price time series needed to be 

transformed using moving averages as explained above. For the machine learning-based procedure, a suitable 

class label for training a classifier in order to determine the correlation with stock price movements needed to be 

assigned to every text. In order to transform the stock price data and to determine a class label of a document Di 

related to company Ci, released at time Tr, representing a change in stock price of company Ci at time Tc the 

following aspects and parameters needed to be determined: 

 Concrete values of stock prices to be considered – here, adjusted closing values, simple moving average 

and exponential moving average, both based on 5 and 20 days were analyzed; for days when no value was 

available (weekends, holidays), the price was calculated as the arithmetic average of the last closing value 

and the first following opening value. 

 The lag between publication of texts at date Tr and a stock price movement at Tc – lags of 1, 2, and 3 days 

were investigated. 

 The minimal relative difference in stock prices at Tc and Tc-1 to be considered significant – changes of 1, 2, 

3, 4, and 5 percent were investigated. If a price change is within the percentage limit it is considered 

constant and all documents related to the specific date are labelled by the stagnation class label. If the price 

change is above the limit in the positive direction, i.e., increased more than, e.g., 3%, documents are 

labelled as increase. In the remaining case, the price decreased significantly and the corresponding 

documents are labelled by the decrease label. 

As the data was massively unbalanced (a large majority of documents belonged to days when no significant 

change in stock prices occurred), biased or useless results in terms of accuracy would be achieved without further 

data set adjustment. Because significant increases or decreases in prices are more interesting than remaining 

approximately on the same level, documents labelled as stagnation were excluded from further processing and the 

interdependence between texts and stock price movements was analyzed only in periods with significant price 

changes.  



 

 

Inteligencia Artificial 61 (2018)   103 

 

5.1 Using lexicons to estimate stock price movements 

As one can expect, documents containing positive sentiment about a company should be connected to stock 

price increase. On the contrary, stock price decrease should accompany negative sentiment. For this kind of 

analysis, we need two variables – sentiment contained in text documents (revealed using a sentiment lexicon) and 

movement categories derived from stock prices changes. To make the quantification of the interdependence 

between them comparable to the other experiments (machine learning-based procedure) the same set of metrics 

was used. In fact, sentiment in a document (or a document collection) can be considered a factor assigning a 

direction (class) to a stock price movement (positive sentiment = increase, negative sentiment = decrease, and 

neutral sentiment = stagnation). The actual movement should be, in an ideal case, the same as the predicted 

movement, which can be measured using standard classification performance measures, such as accuracy or F-

measure. 

To determine the sentiment contained in the investigated texts the VADER algorithm [25] was used. The 

algorithm enables determining the compound sentiment of a given piece of text based on a manually created 

sentiment lexicon with five general rules that embody grammatical and syntactical conventions for expressing and 

emphasizing sentiment intensity. The model is especially attuned to microblog-like contexts and demonstrates 

great correlation with the judgements of humans. 

The output of the VADER algorithm is a number from [-1; 1] scale representing a sentiment polarity. To 

determine a particular sentiment class, e.g., negative, neutral, and positive, some thresholds for the sentiment 

value needed to be specified. Similarly to [25], these thresholds were set to the values -0.05 and +0.05. 

Considering combinations of all possible parameters of this procedure, i.e., five options for stock price value 

transformation (adjusted close, simple and exponential moving averages working with 5 and 20 days), three 

options for the lag (1, 2, or 3 days), and five options for class determination (change 1-5 percent), 75 data sets 

where the expected document class was determined differently were prepared. These class labels were then 

compared to the outputs of VADER and the necessary metrics for measuring the success of the process were 

calculated. To make the experiments comparable to the machine learning-based experiments only positive and 

negative classes were considered. 

5.2 Analyzing the dependence between stock prices and texts using classification 

The texts of documents were modified in the way that all HTML tags, @ and # characters (marking user 

names and hashtags) and other non-alphanumeric characters were removed, selected emoticons were replaced by 

artificial terms representing positive and negative sentiment, all URLs were replaced by a single artificial term, 

and the text was converted to lower case. The minimal length of processed words was 2, and the minimal 

document frequency of terms was 10 for Yahoo! Finance articles and 5 for the other collections. The texts were 

converted to vectors using the bag-of-word approach to become acceptable for machine learning algorithms. As 

weighting schemes, three possibilities were investigated – simple term presence, term frequency with the inverse 

document frequency weight (tf-idf), and tf-idf with cosine normalization. In order not to bias a classifier against 

one bigger class the numbers of documents from both classes (increase and decrease) were balanced. 

From the great amount of existing classifiers, the following ones, available in Python’s scikit-learn package 

[35] were investigated: Multinomial Naïve Bayes (with α=1, i.e., Laplace smoothing), Bernoulli Naïve Bayes, 

Logistic regression (Maximum entropy), CART decision tree, Random forest, and Linear SVC (Support vector 

machine with a linear kernel). These algorithms are among those often used in sentiment analysis and text 

classification [44,67]. The data was split into training and test sets in the proportion 65:35 percent. 

To make the experiment’s results comparable to the lexicon-based approach, the same methods for document 

class determination and stock price series transformation were used. Seventy-five different data sets containing 

documents labelled differently were then encoded using the three weighing schemes (term presence, tf-idf, and tf-

idf with cosine normalization) into three different representations which were later supplied to six classifiers. 

6 Results and Discussion 

6.1 Lexicon Based Analysis 

All documents related to particular companies were, based on their content, labelled as positive, neutral, or 

negative using the sentiment lexicon and algorithm described above. When processing Yahoo! Finance articles, 

sentiment calculation was based on the aggregation of sentiment at the sentence level as the VADER algorithm is 

tuned to work with sentences. The overall sentiment for a particular company and day was then calculated as the 

prevailing sentiment for all texts related to the company released on that day.  
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Generally, the number of days with positive aggregate sentiment largely exceeded the number of days with 

negative sentiment, in a ratio of 5:1 to 20:1, depending on the document source. On the contrary, the number of 

days in positive and negative classes, based on price movements was mostly in a ratio of 1:1 to 1:2 for the settings 

with a sufficient amount of available data. The results of comparing actual classes (based on stock price 

movements) with predicted classes (based on sentiment) were thus strongly biased towards the positive class. 

Accuracy was therefore not an ideal performance measure. For that reason, the presented results also contain the 

values of F-measure. 

The classes (for each company and day) predicted with sentiment analysis were compared to the classes based 

on all combinations (75 in total) of stock price change category determination parameters, i.e., combinations of a 

smoothing method, minimal price change, and lag in days. The correctness of the matches between these two 

values was aggregated and 75 sets of classification performance measure values for each data source were 

obtained. These values were then averaged with a simple arithmetic average and a weighted average using the 

numbers of processed items in the experiments as the weights (the results of experiments with a higher number of 

items had a higher weight). The aggregated values, from the perspective of the three variable parameters, are 

presented in Table 2. As the differences between the values obtained for each of the four data sources were not 

significant the results aggregated over all experiments are presented. 

Table 2: Aggregate values of accuracy and F-measure representing the association between stock price 

movements and sentiment of related documents. 

 

Accuracy F-measure 

 

Average 

Weighted 

average Average 

Weighted 

average 

Smoothing method 

adjclose 0.462 0.492 0.389 0.402 

sma(5) 0.367 0.456 0.330 0.390 

sma(20) 0.221 0.303 0.208 0.291 

ewma(5) 0.352 0.441 0.321 0.380 

ewma(20) 0.218 0.299 0.213 0.289 

Minimal price change 

1% 0.424 0.482 0.370 0.398 

2% 0.353 0.459 0.317 0.386 

3% 0.309 0.433 0.282 0.372 

4% 0.272 0.415 0.249 0.362 

5% 0.263 0.384 0.243 0.343 

Lag in days 

1 0.336 0.471 0.303 0.394 

2 0.325 0.468 0.293 0.391 

3 0.312 0.465 0.280 0.387 

 

The smoothing method and minimal price change influenced the amount of data available for experiments. 

Higher numbers of days used for smoothing and higher minimal price change decreased the numbers of available 

items. Generally, when only tens of data items were available the values of accuracy or F-measure quantifying the 

results were lower than in the case of experiments with thousands or tens of thousands of items. 

The correctness of the proposed approach is generally quite low, with accuracy and F-measure values below 

0.5, decreasing with the decreasing number of data items available for the experiments. The influence of the 

smoothing method and minimal price change parameters cannot be thus reliably determined. The only parameter 

for which comparable data sets were analyzed was the lag in days. Here, the highest values of performance 

measures can be identified for the value of 1 day. 

6.2 Classification based analysis 

The data collections for experiments were prepared according to the steps described in the previous sections. 

Subsequently, six different classifiers were trained and tested on each of the data sets represented by three 

different term weighting schemes. Values of the metrics related to classification correctness were obtained for 
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each experiment. To achieve sufficiently general results, collections with less than 500 documents were excluded 

from detailed analyses of the experiments. 

Selected statistical measures of the most important classification performance metrics and data set properties 

for all experiments can be found in Table 3. The values are based on experiments using all possible combinations 

of parameters. Because the collections were almost perfectly balanced in terms of class distribution in the data 

sets, the values of accuracy, precision, recall, and F-measure reached almost the same values. Thus, in the 

following text, only the values of accuracy are presented. 

From Table 3 it is obvious that the accuracy varies quite significantly from its minimal to maximal values, 

which is given by different experimental settings. In practice, the experiments where higher accuracies are 

achieved are more interesting. Thus, a detailed exploration of the algorithms used and experimental settings was 

conducted in order to reveal how individual parameters influenced the success of the classification process. For 

every variable parameter (a method of stock price values smoothing, a lag between documents’ release and related 

stock price changes, minimal stock price change, classifier, and weighting scheme) average accuracies for all 

experiments with a fixed value of the parameter were calculated in order to reveal whether some parameter values 

lead to better results on average. The achieved average accuracies can be found in Table 4. 

Table 3: Classification performance metrics values and data set characteristics for all experiments with data from 

all four sources. 

 Average 

accuracy 

Minimal 

accuracy 

Maximal 

accuracy 

Accuracy 

variance 

Average 

number of 

documents 

in one 

data set 

Average 

number 

of 

attributes 

in one 

data set 

Yahoo! 

Finance 

articles 

0.638 0.543 0.814 0.003 10,911 13,597 

Facebook 

posts 

0.582 0.502 0.694 0.001 14,191 6,743 

Facebook 

comments 

0.604 0.523 0.786 0.003 43,037 10,456 

Tweets 0.666 0.553 0.839 0.002 35,768 8,459 

 

From Table 4 it is obvious that only the smoothing method and classifier used had a significant impact on 

accuracy values. Higher accuracies were achieved for sma(20) and ewma(20) and for LinearSVC, MaxEnt, and 

multinomial Naïve Bayes classifiers across all data sources (the average accuracies for all combinations 

containing only these values for respective parameters increased to 0.72 for Yahoo! Finance articles, 0.61 for 

Facebook posts, 0.67 for Facebook comments, and 0.70 for tweets). For further analysis, only these parameter 

values were considered to better evaluate the impact of the remaining experimental parameters. 

When bigger minimal stock price changes were considered in the experiments, the achieved accuracies had a 

tendency to be higher. From the parameters used, the minimal percentage stock price change was the parameter 

that influenced the size of data set the most. The higher the minimal change to be considered significant, the 

smaller number of documents labelled as increase or decrease was available. The experiments were thus carried 

out with different numbers of documents based on the value of the minimal stock price change parameter. In order 

to take this into consideration when looking at the result of subsequent analyses, not only average accuracies, but 

also average accuracies weighted by the number of documents used in the experiments were calculated. The 

values of both achieved accuracies are presented in Table 5. 

Because of high volatility of the stock price data, smoothing of the time series has proven to be a reasonable 

step in improving the accuracy for most of the data sources significantly. Moving averages based on 20 days had 

more positive impact than moving averages based on 5 days. The type of moving average (simple or exponential) 

was not considerably important. 

When looking at the time between the publication of documents and related stock price changes, the strongest 

correlation was found for shorter time spans for the Yahoo! Finance and Facebook documents (1 day, or 1-2 days, 

respectively) and longer (2-3 days) for Twitter. It can be thus seen that the content of the documents correlated 

with stock price movements differently distant from their publication according to the document source. A 

possible explanation might be in the nature of the documents. As it takes some time to publish a newspaper article, 
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the time distance between an article and a price movement is somewhat short. Texts that are published very 

quickly, such as Twitter messages, might anticipate a price movement earlier. Facebook posts that are often 

prepared by company representatives are usually not published timely so their nature is in this respect more 

similar to newspaper articles. The comments created by other people are sometimes immediate, sometimes 

delayed.  

For all data sources, except Twitter, higher considered minimal stock price changes lead to better results in 

terms of classification accuracy. We can assume that these substantial changes were accompanied by an 

exceptional content of documents making them more distinguishable from the documents published in periods 

with no or small price changes. This parameter, however, influences the size of available data (there are fewer 

periods with large changes than periods with small changes) so the possibility of mining useful knowledge from 

the data might be limited. 

The impact of different weighting methods was very low; the average accuracies lie in an interval of about 1%. 

Thus, the weighting scheme can be considered an unimportant factor of data preprocessing. 

 

 

 

Table 4: Average accuracies for individual experiments’ parameters. 

Lag in days 1 2 3 

Yahoo! Finance 

articles 

0.637 0.635 0.641 

Facebook posts 0.601 0.576 0.573 

Facebook 
comments 

0.603 0.609 0.6003 

Twitter 0.644 0.674 0.675 

    

Minimal price 
change 

1% 2% 3% 4% 5% 

Yahoo! Finance 

articles 

0.634 0.644 0.638 0.641 0.631 

Facebook posts 0.576 0.583 0.582 0.581 0.589 

Facebook 

comments 

0.577 0.607 0.608 0.616 0.618 

Twitter 0.665 0.680 0.679 0.654 0.646 

      

Smoothing 
method 

adjclose sma(5) ewma(5) sma(20) ewma(20) 

Yahoo! Finance 

articles 

0.605 0.624 0.616 0.687 0.690 

Facebook posts 0.592 0.553 0.571 0.598 0.602 

Facebook 

comments 

0.553 0.591 0.594 0.653 0.654 

Twitter 0.631 0.658 0.666 0.701 0.685 

    

Document 
representation 

tf-idf-cos tf-idf-no tp-no-no 

Yahoo! Finance 

articles 

0.634 0.641 0.638 

Facebook posts 0.581 0.582 0.582 

Facebook 

comments 

0.604 0.604 0.604 

Twitter 0.661 0.668 0.668 

    

Classifier CART LinearSVC MaxEnt NB-berno NB-multi RandForest 

Yahoo! Finance 

articles 

0.609 0.663 0.660 0.623 0.651 0.620 

Facebook posts 0.559 0.580 0.587 0.599 0.597 0.571 

Facebook 
comments 

0.584 0.609 0.613 0.608 0.615 0.594 

Twitter 0.651 0.672 0.668 0.667 0.664 0.672 

 

7 Conclusion 
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The paper presents the result of experiments that were designed with the goal of revealing the association 

between texts published in online environments (Yahoo! Finance articles, Facebook posts and comments, and 

Twitter messages) and changes in stock prices of the corresponding companies at a micro level. To make the 

association quantifiable, several methods of transformation of the two time-series (texts and stock prices) were 

carried out. Stock prices were smoothed by four different methods, three different lags between the release of 

documents and related stock price changes were considered, five levels of a minimal stock price change to 

consider the change as significant were used, and three different weighting schemes for structured document 

representation used in the machine learning procedure were examined. From these parameters, the smoothing 

method played the most important role. It was found that smoothing the stock price data with moving averages 

based on the 20 preceding days led to better results than in the case of using only 5 days. Such smoothing 

removed excessive price oscillations which are quite typical for this type of data and are often random. On the 

other hand, some of the important changes, especially when followed by another change in the opposite direction 

might be lost.  

The association between sentiment (detected with the application of a state-of-the-art sentiment lexicon) 

contained in the documents and movement of stock prices was not confirmed. The association expressed by the 

correctness of matching positive sentiment to stock price increase and negative sentiment to stock price decrease 

was very low as measured by the accuracy and F-measure. 

Table 5: Average accuracies (AVG) and weighted average accuracies (AVGW) for the parameters of individual 

experiments. All experiments with classifiers and smoothing methods different from those presented were 

excluded. 

Lag in days 1 2 3 

      AVG AVGW AVG AVGW AVG AVGW 

    Yahoo! Finance 0.741 0.732 0.718 0.698 0.713 0.684 
    Facebook comments 0.671 0.677 0.675 0.635 0.655 0.612 

    Facebook posts 0.645 0.637 0.598 0.592 0.596 0.581 

    Twitter 0.676 0.685 0.699 0.732 0.705 0.704 
    

           Minimal price  1 2 3 4 5 

change AVG AVGW AVG AVGW AVG AVGW AVG AVGW AVG AVGW 

Yahoo! Finance 0.696 0.679 0.733 0.723 0.714 0.717 0.728 0.713 0.747 0.7483 

Facebook comments 0.629 0.610 0.663 0.657 0.668 0.663 0.686 0.676 0.719 0.6930 

Facebook posts 0.601 0.584 0.607 0.597 0.600 0.585 0.603 0.600 0.636 0.6441 

Twitter 0.714 0.710 0.713 0.748 0.704 0.690 0.654 0.647 0.660 0.6421 

           Classifier LinearSVC MaxEnt NB-multi 
      AVG AVGW AVG AVGW AVG AVGW 
    Yahoo! Finance 0.725 0.699 0.721 0.670 0.710 0.673 

    Facebook comments 0.659 0.621 0.667 0.626 0.670 0.624 

    Facebook posts 0.599 0.580 0.606 0.586 0.615 0.598 
    Twitter 0.702 0.717 0.695 0.714 0.693 0.705 

    
           Document  tf-idf-cos tf-idf-no tp-no-no 

    representation AVG AVGW AVG AVGW AVG AVGW 
    Yahoo! Finance 0.711 0.688 0.728 0.696 0.717 0.687 

    Facebook comments 0.668 0.625 0.665 0.623 0.664 0.623 

    Facebook posts 0.582 0.589 0.585 0.589 0.585 0.586 
    Twitter 0.691 0.707 0.700 0.714 0.699 0.715 

    
           Smoothing method sma(20) ewma(20) 

        AVG AVGW AVG AVGW 

      Yahoo! Finance 0.720 0.697 0.718 0.684 

      Facebook comments 0.665 0.624 0.666 0.623 

      Facebook posts 0.607 0.591 0.607 0.586 
      Twitter 0.702 0.716 0.691 0.708 

       

It was, however, possible to reveal a dependence between texts published in newspapers and on social 

networks and microblogging sites with the application of the machine learning-based classification. Here, also 

other than subjective and emotional content played a significant role and contributed to distinguishing between 

positive and negative stock price movements. All classifiers used were able to confirm the positive association 

between texts and stock price movements with all data sets prepared for the conducted experiments. Some of 

them, namely Linear SVC, Maximum Entropy, and multinomial Naïve Bayes classifiers outperformed the others 

in terms of the achieved accuracy (however, investigating the performance of the classifiers was not the main 
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research goal). The difference between the maximal and minimal achieved accuracies for the same data was 

between about 20 and 30%. It was therefore obvious that the data preparation procedure had a substantial impact 

on the results. By further analysis of variable parameters, the values for which better results were accomplished 

could be identified. 

There are generally many aspects that influence stock price movements and that are not always included in 

online texts. It is thus clear that the documents’ content cannot explain or predict all movements. It has been 

shown that at least part of these movements is associated to the texts and can be used as part of a more complex 

model of economic phenomena. 

Future research directions will include a tighter interconnection with the economic aspects of the domain, 

including, e.g., other external market and economy information and industry specifics. Special attention will be 

paid to the process of transformation of texts to their structured representation including specific approaches to 

processing texts from different data sources and their combinations. From the machine learning perspective, 

processing the data in a stream using, e.g., a moving window approach [68], processing unbalanced data, or 

including additional features such as the dynamics of Facebook posts and comments likings, Yahoo! Finance 

articles sharing or Twitter messages popularity (expressed as number of shares/retweets of the document received) 

are possible ways. 
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