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ABSTRACT Polysomnography (PSG) is the standard test for diagnosing sleep apnea. However, the approach
is obtrusive, time-consuming, and with limited access for patients in need of sleep apnea diagnosis. In recent
years, there have been many attempts to search for an alternative device or approach that avoids the limita-
tions of PSG. Pressure-sensitive mats (PSM) have proven to be able to detect central sleep apneas (CSA) and
be a potential alternative for PSG. In the current study, we combine advanced machine learning approaches
with a practical unobtrusive home monitoring device (PSM) to detect CSA events from data collected
nocturnally and unattended. Two deep learning methods are implemented for the automatic detection of
CSA events: a temporal convolutional network (TCN) and a bidirectional long short-termmemory (BiLSTM)
network. The deep learning models are compared to a classical machine learning approach (linear support
vector machine, SVM) and a simple threshold-based algorithm. Considering the characteristics of each
method, we choose strategies, including resampling and weighted cost-functions, to optimize the methods
and to perform CSA detection as anomaly detection in an imbalanced data set. We evaluate the performance
of all models on a database containing 7 days of data from 9 elderly patients. From the resulting 63 days,
data from 7 patients (49 days) are devoted to training for optimizing hyperparameters, and data from
2 patients (14 days) are devoted to testing. Experimental results indicate that the best-performing model
achieves an accuracy of 95.1% through training anBiLSTMnetwork. Overall, the implemented deep learning
methods achieve better performance than the conventional classification approach (SVM) and the simple
threshold-based method, and show good potential for the use of PSM for practical unobtrusive monitoring
of CSA.

INDEX TERMS Biomedical measurement, data analysis, deep learning, machine learning, patient
monitoring, pressure measurement, central sleep apnea detection.

I. INTRODUCTION

Sleep apnea (SA) is a well-known sleep disorder. The three
main types of SA events are central sleep apnea (CSA),
obstructive sleep apnea (OSA), andmixed sleep apnea (MSA)
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which is a combination of the previous two (i.e., initiated by a
CSA followed by an OSA event). The detection of SA events
requires analyzing the physiological data collected during
patients’ sleep.

The conventional data collection approach for the
diagnosis of SA is polysomnography (PSG), which is
time-consuming and costly. Several techniques with fewer
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sensors have been proposed to replace PSG. Unlike PSG,
these approaches are mostly based on measuring physio-
logical signals, such as airflow [1], [2], thoracic signal [3],
abdominal signal [4], [5] or oxygen saturation [6]–[8]. How-
ever, they either induce discomfort caused by electrodes,
enforce limited movements due to gauges and cables, or may
have their results affected by the potential psychological
consequences due to being ‘‘monitored’’, possibly in an
institutional environment or in home monitoring [9].
To address the limitations of the above techniques and

to expedite and enhance SA diagnosis, environmental sen-
sors have been taken into consideration in recent years.
In contrast to commonly used sensors, they are not attached
directly to the patients’ bodies, but are installed in their sleep
environment. These devices are unobtrusive and suitable for
monitoring patients longitudinally without intervention [10].
Examples of these alternative sensors include digital video
cameras for measuring the volume of air circulating into the
lungs [11], non-contact radio-frequency sensors for measur-
ing the bio-motion caused by body movement and breath-
ing [12], and pressure-sensitive mats (PSM) for measuring
respiratory movements [13]. Among these sensors, the PSM
sensing has advantages since it is capable of capturing body
movements and breathing signals regardless of body posi-
tion [14], and it does not compromise the privacy of patients.
The device has proved to be a promising source of data col-
lection for healthmonitoring [15], helping tomanage ongoing
illness and facilitating preventive care [16]. Therefore, opti-
mizing approaches to extract information from PSM data is
of great importance.
Approaches for processing collected data in the mentioned

studies are very similar. Raw data need to be transformed
before being fed to an SA event detector. In most cases,
the system is composed of three successive steps: prepro-
cessing, expert-driven feature extraction, and classification.
However, the design or choice of features to be extracted in
conventional classification requires expert knowledge. The
process is time-consuming and domain-specific [17]. Manu-
ally designed feature extraction algorithms may fail to extract
the most relevant information from the data. Furthermore,
the amount of information fed to the traditional machine
learning algorithms must be limited, since these algorithms
would perform worse when dealing with high dimensional
inputs. Therefore, the decision quality may suffer due to
restricted information [18]. Consequently, automated design
or selection of task-specific features is of value for solving
complex real-world problems, such as the SA detection.
Deep learning (DL) approaches have revolutionized data

modeling from ‘‘expert-driven’’ feature engineering to ‘‘data-
driven’’ feature construction [19]. They have been favored in
many data analytics applications, such as computer vision,
natural language processing, speech recognition, and health-
care [18], [20]. The DL approaches that have been used
previously for SA detection include long short-term mem-
ory (LSTM) [21], [22], convolutional neural network (CNN)
model [22], [23], and pre-trained CNN models [24].

Despite their promising results, all these studies have used
data collected via devices and sensors with the aforemen-
tioned limitations (obtrusive, uncomfortable, etc.).

To solve these issues, in this work we use unobtrusive
PSMs to collect data and design optimized approaches to
process the collected data. A PSM placed under a mattress
therefore eliminates the disadvantages mentioned earlier.
To choose the right approach for a classification task, one
needs to take into consideration several factors, such as the
properties and amount of data required and model selection.
Therefore in this work, we perform a comprehensive com-
parison between support vector machine (SVM) (as a repre-
sentative of traditional machine learning model [25]) and DL
methods. In particular, we select the following DLmodels for
designing an automatic CSA detector from PSM signals: tem-
poral convolutional network (TCN) [26] and Bidirectional
LSTM (BiLSTM) network. The former is a representative
of CNN models and the latter is a representative of recur-
rent neural network (RNN) models. Both methods are used
because of the temporal characteristics of the PSM signals.
Due to its RNN-based structure, the BiLSTMmodel is used to
detect the CSA events occurring successively and repetitively
during sleep. Just like the BiLSTM, the TCN can be used to
model sequence-to-sequence or sequence-to-one tasks. Fur-
thermore, we adopt a basic threshold-based method [27] for
comparison purposes. Overall, the objective is to find the
best-performing method for the automatic detection of CSA
from PSM signals.

The DL models are capable of learning representations
of the key features and interactions from the data itself,
through direct feature learning in a supervised manner [28].
We hypothesize that applying DL approaches may allow
the unlocking of information in PSM signals that is key
to the detection of CSAs. In comparison, an SVM classi-
fier is used to deal with CSA detection from PSM data
by choosing a limited number of variables in [25], which
can be the reason for a noticeable amount of false-positive
predictions. In the basic threshold-based method [27],
this shortcoming becomes more problematic since the
extracted signal information is summarized into only one
variable.

Our contributions are three-fold: 1) the PSM data col-
lection approach is convenient and unobtrusive to patients;
2) the two selected deep learning models are able to capture
key features in the PSM data for conducting temporal event-
by-event evaluations, and therefore indicating the severity of
CSA patients; and 3) resampling approaches and weighted
loss methods are implemented for addressing the imbalance
challenge in the dataset.

In the following, section II introduces the nature of the
PSM signal, the collected data, and the CSA detectors
designed in the paper. The results of different methods
are described and compared through training and testing in
section III; strengths and weaknesses are discussed for all the
constructedmodels in section IV; and section V concludes the
paper.
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II. MATERIAL AND METHOD

A. PSM

The PSMs used were manufactured by Tactex Control Inc.
Each set of sensor array consists of 72 fiber optic pressure
sensors. The sensors are evenly spaced 10 cm apart. As shown
in Fig.1, a PSM covers the area from about a patient’s head
to his/her hip, placed under a mattress.

FIGURE 1. System setup.

B. SUBJECTS AND DATASETS

Clinically, the ability of PSMs to detect CSA events has been
shown in [29], where the PSM signals were compared to
three other scenarios and signal combinations including res-
piratory inductance plethysmography (RIP) bands combined
with oxygen-saturation sensor or airflow, RIP bands alone,
and finally expert PSG interpreters. The next step was to
evaluate the performance of the device in real-life conditions.
Sensor set-ups including PSMs and recording boxes were
installed in elders’ homes to continuously collect data without
the subjects wearing respiratory bands as a gold standard
sensor. The monitoring period lasted 8 to 12 months. With
the exception of one visit per month, the data was collected
without supervision.
Nine volunteers from different communities participated

in the study. They were community-dwelling older adults
with age sixty-five years or more (female/male), who were
living in affordable seniors housing, or discharged from the
Geriatric Rehabilitation Unit at Élisabeth Bruyère Hospital,
Ottawa, Canada [16].
Files were concatenated daily from noon to noon

(24 hours) for sleep assessment. A week of data collected
from subjects (7-day period, 9 subjects, 63 days of data)
was randomly selected and used in this study. Start and
end points of apneic events were manually marked by a
trained person, following the American Academy of Sleep
Medicine (AASM) rules, i.e., complete cessation of breathing
movements captured by pressure sensors for a minimum
length of 10 s.

C. DATA PRE-PROCESSING

The raw data collected by PSMs in non-laboratory envi-
ronments are voluminous and noisy, and therefore require

preprocessing. We propose a pre-processing pipeline com-
posed of the following steps:

1) OCCUPANCY EXTRACTION

The algorithm in [30] is adopted here to identify and remove
those periods of time when the bed is not occupied. This
discards irrelevant data and therefore decreases the compu-
tational complexity.

2) BANDPASS FILTERING

After removing the unoccupied parts of the signals, a finite
impulse response (FIR) bandpass filter is applied to each
of the 72 PSM signals, with a 0.07-0.8 Hz passband. The
normal breathing range is 12 to 20 breath per minute (bpm).
However, in order to prevent information loss and to be as
general as possible, extreme conditions from 4 to 48 bpm
are also considered in the selected passband frequency
range.

3) SIGNAL COMBINATION & CONCATENATION

For every 30 s signal segment with 50% overlap, all 72 sig-
nals of the PSM are weighted by a SNR-maximizing sensor
signal combination method, with unequal weights based on
the quality of their information [13]. Therefore, sensors with
stronger signals (and better SNR) contribute more heavily
than others. Next, in each segment, the weighted signals are
combined to produce a single signal that has higher signal
quality compared to each of the 72 signals.

Defining Zi[n] =
[

zi,1[n] zi,2[n] . . . zi,N [n]
]T

as the cur-
rent samples from each of the N signals in the ith segment of
data and Wi =

[

wi,1 wi,2 . . . wi,N
]T

as the weights applied
to the samples from each signal during the ith segment,
the output samples of the signal combination are:

yi[n] = W T
i Zi[n] (1)

where theweightsWi for each segment are computed from the
cross-covariance between the reference signal (i.e., r th signal
with the maximum power in the breathing frequency band)
and the other signals:

Wi =











∑M
n=1 (zi,r [n] − z̄i,r )(zi,1[n] − z̄i,1)

∑M
n=1 (zi,r [n] − z̄i,r )(zi,2[n] − z̄i,2)

.

.

.
∑M

n=1 (zi,r [n] − z̄i,r )(zi,N [n] − z̄i,N )











(2)

where z̄i,j is the sample mean from samples of the jth signal
during the ith segment, andM is the number of samples within
a segment (i.e., 300 samples for a PSM with a sampling rate
of 10 Hz).

Different window sizes are needed in different parts of a
CSA detection system, especially since the minimum dura-
tion of CSA events is 10 s. Thus, the output signals of the
combining process for every 30 s segments are concatenated
to produce a single signal.
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4) SIGNAL NORMALIZATION

PSM signal amplitude can be affected by body movements
and different body postures [14]. The signals must be nor-
malized by the means of the body movement to estimate the
respiration more accurately in terms of depth and volume.
Bodymovements cause large fluctuations in the signal. These
fluctuations are detected as a value that is more than three
median absolute deviations (MAD) away from the median
of the combined signal [25]. Next, each part of the signal
between any two movements is normalized in two consec-
utive steps: first removing the average of the signal, next
dividing the signal by the maximum absolute value of the
signal, excluding the 5% largest negative and positive values.
The resulting output of this pre-processing pipeline, q[n],

is a single normalized signal per day. It is then fed to all
the different systems designed in sections II.D, II.E and
II.F. Depending on the method used, q[n] is segmented into
smaller sequences of 9 s with a 50% overlap, or it is injected
into a detection system as a single observation for each day.
Regardless of different data segmentation, the data of two
patients (equivalent to 14 days of data) are randomly selected
as test data. The test data are the same for all methods, to allow
a meaningful evaluation and comparison.

D. POWER DETECTOR METHOD

The method presented in [27] is based on the AASM rules
for detecting SA events by sleep technicians. [31]. As stated
in the article, this method consists of two consecutive steps,
which are:

1) POWER CALCULATOR

The breathing baseline in patients with unstable breathing
patterns is specified based on the 3 largest breaths in the
2 minutes preceding the onset of an event. [31]. The breathing
baseline determines a threshold for detecting an apneic event.
For this purpose, the previous 2 minutes of data are divided
into 9 s sub-segments with a 50% overlap, and for each sub-
segment, the power of the signal is calculated.
Let xi[n], n = 1, 2, · · · ,Mp be the data samples of

the ith sub-segment taken from q[n], the normalized signal
previously described. Then the power of each sub-segment is
calculated as:

Pi =
1

Mp

Mp
∑

n=1

|xi[n]|
2 (3)

where Mp is the number of samples within a sub-segment
(i.e., 90 samples for a PSM with a sampling rate of 10 Hz).

2) DETECTOR

Considering the 2 minutes preceding the onset of an event,
the threshold of the detector is calculated as a fraction (FC)
of the sub-segment power with an 80-percentile position from
the calculated sub-segment powers sorted in ascending order.
Therefore, the threshold is less prone to cases where there are
several events or movements (with extreme signal power) in

the 2 minutes. The value of the 80-percentile segment power
is too large to be considered as the threshold by itself, and thus
the FC helps to tune the threshold. Finally, the 9 s segment
after 2 minutes of data is classified as an apneic event if its
power is smaller or equal to the threshold.

E. CLASSIC SVM

Linear SVM has been applied to classify 9 s segments of
PSM signals into two groups of apneic ‘‘A’’ and not-apneic
‘‘NA’’ [25]. Segments were considered to be class ‘‘A’’
instances if they had at least a 50% overlap with CSA events.
In addition, segments that had overlap with detected move-
ments from the preprocessing step were treated as outliers
and they were removed from the training dataset.

As illustrated in Table 1, thirty-four (34) features from the
time and frequency domains were extracted from the remain-
ing segments and fed to the SVM [25]. For time-domain
based features, x is a segment of the signal, whereas for
frequency-domain based features, X represents the power
spectrum of each segment. The average removed and the
maximum absolute value of the signal between any two body
movements, both used to produce the normalized signal q[n],
were also included as two features for each segment. This
is implemented to prevent loss of information, especially
when the part of the signal between two consecutive body
movements is too short and mostly noisy.

When implementing the SVMmodel used in [25], we need
to address the imbalanced data problem. The number of
observations in the two classes ‘‘NA’’ and ‘‘A’’ is imbalanced.
In comparison to class ‘‘A’’, class ‘‘NA’’ is significantly
over-represented in the dataset. A simple way to balance the
datasets and consequently prevent the ‘‘accuracy paradox’’
(i.e., when the accuracy does not imply the actual perfor-
mance of the classifier and only reflects the underlying class
distribution) is to perform resampling of the classes, i.e., over-
sampling the minority class or under-sampling the majority
class.

The resampling approaches have drawbacks. Oversam-
pling the minority class with a high factor introduces
duplicated instances from a small pool of observations.
Therefore, it can lead to model overfitting. On the other
hand, under-sampling the majority class can result in elimi-
nating important instances that provide important differences
between the two classes. In this work, we follow an approach
previously introduced in [25], where a combination of both
strategies is used to reduce the negative impact of each one.
Class ‘‘NA’’ was under-sampled randomly by a factor of
two. Then, the synthetic minority oversampling technique
(SMOTE, a well-known method for oversampling [32]) was
used to oversample class ‘‘A’’ by a factor of 16. The approach
balances the dataset without overfitting as much as with
basic oversampling, since it creates new instances by forming
convex combinations of neighboring instances rather than
duplicate already-existing instances.

In this study, by adopting the same idea, we apply the
combination of resampling approaches to balance classes and
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TABLE 1. List of extracted features.

feed them to a linear SVM classifier. 5-fold cross-validation
is performed on the training dataset to optimize the factors
for under-sampling the majority and oversampling minority
classes, respectively.

F. DEEP LEARNING

1) BILSTM

An LSTM is a type of RNN that can learn long-term depen-
dencies between time steps of sequential data. Contrary to
CNNs, an LSTM can remember the state of the network
between predictions. The essential components of an LSTM
network are a sequence input layer and an LSTM layer.
A sequence input layer incorporates time-series data into
the network. An LSTM layer learns long-term dependencies
between time steps of sequence data. The layer contains
hidden units providing inputs to memory cells and their cor-
responding gate units. All units (except for gate units) have
connections to all units in the next layer [33].

As an extension of the traditional LSTM network, the bidi-
rectional LSTM (BiLSTM) network can improve the per-
formance of sequence classification problems. While the
LSTM layer considers the time sequence in the forward
direction, the BiLSTM layer considers the time sequence
in both backward and forward directions [34]. In problems
where the complete time steps of the input sequence are
available, the BiLSTM network trains two LSTM networks
on the input sequence. The process involves replicating the
first recurrent layer in the network so that there are two layers
side-by-side. While the input sequence is an input to the first
layer, its reversed replica acts as an input to the second layer.
This approach delivers additional context to the network and
results in quicker and better learning of a model.

2) TCN

Sequence modeling for most deep learning practitioners is
synonymous with recurrent networks. Yet recent results have
shown that a simple convolutional architecture known as a
temporal convolutional network (TCN) can outperform recur-
rent networks such as LSTMs across a wide range of datasets
and tasks while demonstrating longer effective memory [26].

A general TCN architecture consists of multiple resid-
ual blocks. As shown in Fig. 2, each block comprises of
two sets of dilated causal convolution layers with the same
dilation factor, followed by normalization, rectified linear
unit (ReLU) activation, and spatial dropout layers. The input
to each block is added to the output of the block (including a
1-by-1 convolution on the input when the number of channels
between the input and output does not match) and a final
activation function is applied. TCN combines dilations and
residual connections with the causal convolutions needed for
autoregressive prediction. Weight normalization is applied to
the convolutional filters, and a spatial dropout is added after
each dilated convolution for regularization [26].

TCN is based on two principles:
a. The convolutions in the architecture are causal, where

an output at time t is convolved only with elements from
time t and earlier in the previous layer. Therefore, there
is no information ‘‘leakage’’ from the future to the past.

b. The architecture produces an output of the same
length as the input, just as with an RNN. It adopts
a 1D fully convolutional network architecture, where
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FIGURE 2. TCN residual block.

each hidden layer is the same length as the input
layer.

Dealing with class imbalance is also necessary for DL
approaches. Indeed, in the case of imbalanced classes, net-
works would learn that they can achieve a high accuracy
simply by classifying all observations as a member of the
majority class. To avoid this bias, for both DL approaches, i.e.
BiLSTM and TCN, a weighted classification layer is adopted
to compute the weighted cross-entropy loss.
Weighted cross-entropy is an error measure between two

continuous random variables. For prediction scores S and
training targets T , the weighted cross-entropy loss between
S and T is given by:

L = −
1

NOB

NOB
∑

n=1

K
∑

i=1

wiTni log(Sni) (4)

where NOB is the number of observations, K is the number of
classes, and w is a vector of weights for each class. It should
be noted that, as a vector of class weights in (4), w has
different meaning and definition than (2) and it is inversely
proportional to the number of training examples in each
class, to give each class equal total weight in the loss [35].
Therefore, in comparison to majority class instances, each
instance of the minority class contributes more to the final

loss and the majority class is prevented from over-exposure
to the network representation.

G. PERFORMANCE EVALUATION

Regardless of the method used, the output of the classifier is
a series of class labels for every time step (or separated by an
interval equal to the 50% segment shift). The classification
performances are assessed in terms of:

Sensitivity =
TP

(TP + FN)
×100 (5)

Specificity =
TN

(TN + FP)
×100 (6)

Accuracy =
TP+TN

(TP + TN + FP + FN)
×100 (7)

where TP, TN, FP, and FN are abbreviations for true pos-
itives, true negatives, false positives, and false negatives
respectively.
Moreover, a rule-based algorithm is adopted to have a

representation of class labels similar to the annotations of the
database [27] as follows:
a. A sequence of instances, all classified as class ‘‘A’’, are

merged as a single event.
b. A complete breathing cycle takes at least 3 s. There-

fore, parts of the signal located between detected apneic
events with a duration of less than 3 s are re-classified as
part of apneic events.

c. Detected events with a length of 60 s and more are
re-classified as ‘‘NA’’ events since an apneic event usu-
ally lasts between 20 to 40 s [36].

An event-based evaluation is used to compare the detected
events as the results of the rule-based algorithm with the
reference events scored in data [27]. The performance of the
rule-based algorithm is assessed by the F-score:

F-score =
2 × Precision × Sensitivity

Precision + Sensitivity
. (8)

For event-based evaluation, TP, FP and FN are events
defined as [37]:
- TP: An apneic event detected by the system that has a
temporal position overlappingwith an apneic event scored
in the signal.

- FP: An apneic event detected by the system that has no
overlap with any apneic event scored in the signal.

- FN: An apneic event scored in the signal that has no
overlap with any apneic event detected by the system.
Fig. 3 summarizes the process of CSA detection by apply-

ing the proposed approaches. After preprocessing, for the first
twomethods (i.e., power detector method and SVM), q[n] is a
sequence of data fed to the feature extractor to drive the most
informative features from the data to the classifiers. In this
step, while 34 features are extracted for the SVM classifier,
the number of features for the power detector method is
reduced to one feature only. One of the advantages of SVM is
that it performs feature reduction during the training process
by assigning more weights to more important features, and
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FIGURE 3. Flowchart of detection system. For the event detector, the green and magenta lines are the start and end of the CSA events, respectively.

therefore reduces the effect of possibly uninformative fea-
tures on classification. Next, the features are used as inputs
to the classifiers for training and optimizing the models.
For DL approaches (i.e., BiLSTM and TCN) the processes
of feature extraction and network optimization both occur
during the training of the networks. All methods are evaluated
on the same test data. Finally, a rule-based algorithm analyzes
the results of classification as a series of class labels, to extract
CSA events individually.

III. RESULTS

A total of four approaches are compared in this paper to
detect CSA events. The model produced by each approach
is tuned using a part of the training dataset as validation data.
The results of optimization with each method are described
next.

A. POWER DETECTOR METHOD

For the power detector method, 49 days of data are used to
tune the FC parameter. FC is the only parameter that needs
to be optimized in this method. As described earlier, FC is
the fraction of the 80-percentile sub-segment power in the
2 minutes prior to the start of an event. According to Fig. 4,
the F-score on the training data is gradually improved by
increasing FC up to FC = 0.1, and further increasing FC
reduces the F-score considerably. Therefore, FC = 0.1 is
applied to the test data (14 days) to evaluate the method.

B. SVM

The ratio of under-sampled ‘‘NA’’ class instances to
over-sampled ‘‘A’’ class instances is optimized by applying
5-fold cross-validation on the training dataset. Let α be the

FIGURE 4. F-score of power detector method on training data as a
function of FC.

ratio of oversampled ‘‘A’’ class instances to under-sampled
‘‘NA’’ class instances, which is tested for different values
from 0.05 to 0.95, with an increment of 0.1. Therefore,
the range of α is determined by two extremes where:
- The smallest α represents an under-sampling of ‘‘N’’ class
instances to reach the number of ‘‘A’’ class instances,
without oversampling the ‘‘A’’ class instances.

- The largest α represents mostly an oversampling of
‘‘A’’ class instances to reach the number of ‘‘NA’’
class instances, without under-sampling the ‘‘NA’’ class
instances.
All other values of α are between these two extremes.

According to Fig. 5, the classifier achieved the highest
F-score on validation data for α = 0.45.
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TABLE 2. Performance of the approaches considered.

FIGURE 5. Accuracy of the SVM classifier on validation data as a function
of the ratio of oversampled ‘‘A’’ class instances to under-sampled ‘‘N’’
class instances, with 0.1 increases.

C. DEEP LEARNING

For the BiLSTM and TCN models, each of the 63 days of
training signals is presented to the network as an individual
input sequence. 49 and 14 days of data are used for training
and testing, respectively. The BiLSTM and TCN make pre-
dictions based on the individual time steps of the sequence
data.

1) BILSTM

The architecture of the network contains a BiLSTM layer
with 64 hidden units, returning the hidden state output for
each input time step, with a fully connected layer of size two,
followed by a soft-max layer and a weighted classification
layer. The number of epochs for training is set to 20 so that
the network makes 20 passes through the training data. The
training data is shuffled before each training epoch.
The batch size is set to 1 so that the network considers

one day of data at a time. The learning rate is set to 10−3.
Themodel parameters are optimized byminimizing weighted
cross-entropy loss functions, based on the update rule of
the adaptive moment estimation (ADAM) solver [38]. The
ADAM solver normally performs better with RNNs than the
default stochastic gradient descent with momentum (SGDM)
solver [39].

2) TCN

TCN architecture consists of four residual blocks. Each
block contains dilated causal convolution layers, each with

175 filters of size 5. The weighted cross-entropy loss is
calculated for every batch. The final network is trained via
stochastic gradient descent by looping over the sequences
in the training dataset computing parameter gradients and
updating the network parameters via the ADAM update rule.
The number of epochs is set to 10, with a batch size of 1. For
each epoch, the training data is shuffled. The learning rate has
an initial value of 10−5, which is multiplied by 0.1 every four
epochs.

For both DL approaches, i.e., BiLSTM and TCN, the num-
ber of epochs is determined by evaluating the performance of
the networks on the training dataset and the validation dataset
(i.e., data of 2 patients selected randomly). When using more
than the final selected number of epochs in each method,
the networks start to overfit and their generalization ability
starts to degrade.

A synopsis of the results is shown in Table 2. The
Table consists of two parts:Model performance, Event Detec-
tor performance. As mentioned in Section II, in addition to
the performance of each classifier, the performance of each
method is also assessed based on event-by-event evaluation
as detected by a rule-based algorithm.

According to Table II, BiLSTM has the best performance
in both ‘‘Model Performance’’ (accuracy of 95.1%) and
‘‘Event Detector Performance’’ (F-score of 85.0%) categories
among all methods. Overall, the implemented DL methods
have better performance than the classic SVM and the simple
threshold-based algorithm.

In the following section, we discuss the performance of the
methods in detail by identifying the strengths and weaknesses
of each.

IV. DISCUSSION

In the previous section, we optimized DL and machine learn-
ing approaches to automatically detect CSA events from
PSM data collected nocturnally. We demonstrated that the
proposed DL models (i.e. TCN and BiLSTM) attained a high
level of accuracy and outperformed the previously imple-
mented methods (Table 2).

It is worth noting that attempts to automate the detec-
tion of SA events by adopting DL approaches have previ-
ously been made by others. In [21], a three-layer LSTM
model was applied to photo-plethysmogram (PPG) signals
for the classification of sleep apnea-hypopnea events [21].
In another study, the detection of sleep apnea was performed
by a CNN model built from scratch based on oxygen satu-
ration (SpO2) signals. The CNN model outperformed other
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models including linear discriminant analysis (LDA), SVM,
bagging representation tree, and artificial neural networks
(ANN) [23]. In [22], six DL methods were validated to find
the optimal method for automatic detection of SA events
from ECG signals. The methods included one-dimensional
CNN, LSTM, two-dimensional CNN, deep neural network
(DNN), and gated-recurrent unit (GRU) [22]. In [24], transfer
learning was applied, using pre-trained CNN models for fea-
ture extraction (not as a classifier) from spectrogram images
of pulse transition time (PTT) signals. With the features
obtained, SVM and k-nearest neighbors (KNN) algorithms
classified the participants to SA patients or healthy individu-
als. The paper did not address the separate classifications of
each SA event.
All these studies employed inconvenient and obtrusive

techniques to collect data. Moreover, the process of SA detec-
tion was either based on the whole signal sequence of inter-
est or blind segmentation with no temporal event-by-event
evaluations.
Inspired by the above, we applied DL approaches that are

suitable for time series data to automatically detect CSA
events from PSM signals. Moreover, in addition to evaluat-
ing the performance of the optimized models, we evaluated
the implemented methods through a rule-based algorithm
and event-by-event metrics. The number of SA events per
hour of sleep indicates the severity of SA and therefore
it is important for the clinical diagnosis of this disorder.
However, developing and validating algorithms for SA mon-
itoring only by comparing the number of estimated events
with the one reported in the database is not sufficient. It is
important to validate any detection method through a tempo-
ral event-by-event evaluation. Additionally, previous studies
have suggested that respiratory event duration is an important
physiological biomarker of SA and can be used for better
management of the pathophysiology of this disorder [40].
Here, the rule-based algorithm can provide information about
individual event durations since it is based on the temporal
information of events in signal sequences.
PSMs measure the information of body movement through

a mattress rather than measuring respiratory effort or the
airflow signal directly. Patients are not restricted to a certain
position on the mattress. Therefore, the position of the body
parts, including the shoulders, torso, and limbs can vary
with respect to the location of the sensors. Nevertheless,
respiratory signals and therefore CSA events can still be
captured by applying signal processing to PSM data. In [14],
it was claimed that among different positions including prone,
supine, and side, the supine position has the lowest signal-
to-noise ratio, which affected the ability of a threshold-tuning
algorithm to correctly classify CSA events. In this work,
in order to mitigate the sensitivity of PSM to different body
positions, the 72 measured PSM signals are combined based
on their quality of capturing the breathing signal, and then the
output is normalized to achieve consistency in the strength of
the signal. However, according to the results in Table 2, given
the sensitivity of PSM to bodymovements, the power detector

method as a simple method with an adaptive threshold is
less reliable for CSA event detection, in comparison to more
complex methods. The method has an event-based approach.
It achieves the lowest precision (i.e., many FP events) on test
data among all the implemented methods (Table 2).

In type-4 devices of sleep monitoring, signals such as
oronasal thermal signals, positive airway pressure flow,
or alternative signals such as RIP sum (sum of the thorax and
abdomen belt signals) are usually used to score apneic events
for adults. [31]. These signals are less sensitive to move-
ment than PSM. Perhaps applying a simple threshold-based
method to these signals could achieve better performance.
Here, although the threshold in the power detector method
is tuned adaptively, great signal amplitude variations due
to body movements can cause the misdetection of normal
breathing as an apnea, especially since normal breathing has
very low variance in comparison to body movements. This
can be seen as the weakness of a simple threshold-tuning
method since it is incapable of reducing the sensitivity of the
system to factors such as body movements.

Moreover, PSMs are used as unsupervised home-
monitoring devices. Unlike supervised sensing with PSG,
several unknown environmental parameters can affect the
process of data acquisition using PSMs. Optimizing a thresh-
old over all these parameters can be more challenging than
for other approaches. Indeed, the presence of other physi-
ological signals such as SpO2 would be helpful to reduce
FP events and allow using a simpler method. However, this
would be contrary to the unobtrusive use of PSM as a home
monitoring device.

In comparison to the power detector method, SVM has
better performance with an F-score of 70.8% (Table 2). SVM
is a discriminative model that attempts to model the training
data even if data is noisy. As mentioned in section III, in order
to deal with imbalanced classes, the ratio of under-sampled
‘‘NA’’ class instances to over-sampled ‘‘A’’ class instances is
optimized by applying 5-fold cross-validation on the training
dataset. We found that for our setup and data, different values
of α did not change the accuracy of the classifier significantly.
At α = 0.45 (Fig. 5), the classifier has a slightly better
performance. Therefore, this value was used to generate the
data. It should be noted that although the value of α, and
consequently the scale of resampling the two classes ‘‘NA’’
and ‘‘A’’, does not have much effect on the system optimiza-
tion and associated metrics, it is a must-do step to prevent the
‘‘accuracy paradox’’ from imbalanced classes.
SVM treats the input data as a feature vector and therefore

discards the temporal information of the signals. In contrast,
BiLSTM is a static model that models temporal relations
among time steps of sequence data or incorporates temporal
consistency (by temporal pooling and/or regularization) [41].
For BiLSTM, the batch size is set to 1 to prevent the network
from interpreting signals incorrectly due to padding (so that
all sequences have the same length in the same batch of data).
Unlike RNNs (including BiLSTM) where the predictions

for subsequent time steps must wait for their predecessors to
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complete, in TCN networks convolutions can be performed
in parallel because the same filter is applied in each layer.
Therefore, in both testing and training, the input sequence
can be processed as a whole in TCN networks, rather than
sequentially in BiLSTM networks.
An epoch is one complete presentation of the training

data to a DL network. The number of epochs used depends
on a variety of factors, such as network architecture and
solver, as well as the data available for the training procedures
and the complexity of the problem. Due to the fundamental
differences in the structure of TCN and BiLSTM networks,
the number of epochs is individually optimized for each
method.
For the BiLSTMand TCN approaches, the need for manual

feature extraction is eliminated and discriminative features
are directly learned from temporal PSM signals. These meth-
ods can be more flexible than SVM since each building
block can be modular [42]. However, DL networks are com-
putationally expensive, and they require high-end GPUs to
train in a reasonable amount of time. Here, all approaches
were implemented using MATLABTM 9.6 with an NVIDIA
GTX1050 TiTM GPU on a Windows 10TMenvironment.
Using the GPU, the TCN and BiLSTM networks needed
respectively 182 min and 265 min to be trained, whereas
with a single CPU the SVM method was trained in 118 min.
These execution times are independent from the time taken
to optimize the hyperparameters for each method. Table 3
summarizes the training time and hardware adopted for these
three methods. Comparing the two DL approaches, training
the TCN is found to be faster than BiLSTM.

TABLE 3. Speed comparison between the methods.

According to Table 2, the BiLSTM method outperforms
all other methods with an F-score of 85%. Contrary to the
results for generic data in [26], we observe that when dealing
with PSM sequence data, the BiLSTMnetwork leads to better
performance than the TCN network. Overall, in compari-
son with the two other conventional classification methods,
the implemented DL models had a greater ability to detect
CSA events with the highest accuracy of 95.1% achieved by
the BiLSTM. This is most likely due to exploring a broader
range of features and finding a more suitable feature set
by DL networks than those manually defined by the human
operator.

V. CONCLUSION

In comparison with the manual operation of detecting and
diagnosing SA by an expert, computer-assisted signal anal-
ysis systems can reduce errors due to inter- and intra- opera-
tion variability and fatigue caused by the tedious process of

annotation [35], [36]. In addition, most computer-based anal-
yses can be performed in a more cost-effective and quicker
way [18].

In this study, we combined the best modeling approach
(DL models) and a practical unobtrusive data collection
approach (PSM) to detect CSA events. To our best knowl-
edge, this study is the first to use DL approaches for detecting
CSA events on unattended data collection records from PSM
as a home monitoring device.

The main contributions of our work can be summarized as
follows: firstly, we employed PSM as an unobtrusive device
to detect CSA events from data with no need for user inter-
vention to collect data. In particular, PSM can be categorized
as a type 4 sleep testing device to facilitate the identification
of SA events in a variety of clinical scenarios such as home
and intensive care units. Our approach can be utilized in
conditions with personalized preferences on lighting, sound,
and bed positions.Moreover, our work potentially has various
applications for personalized health in smart hospitals, where
automated detection of SA events can save time and effort
and will result in more accurate values compared to manually
going through PSG data.

Secondly, for automatic and computer-based detection of
CSA from PSM signals, we implemented two DL approaches
including BiLSTM (as a representative of RNNs) and TCN
(as a representative of CNNs), and compared them to
approaches used in previous studies: SVM (as representa-
tive of manual features combined with conventional clas-
sification approaches) [25] and a threshold-based method
(implemented based on AASM rules for SA detection and
diagnosis) [27]. We conducted various analyses to have the
correct hyper-parameter setup for each of the four different
approaches. In our experiments, the implemented DL models
(with a highest accuracy of 95.1%, achieved by the BiLSTM
model) outperformed classical machine learning approaches
and have shown a greater ability to detect CSA events,
because of their better capacity to automatically extract deep
spatial and temporal features from the sequence.

Finally, we successfully solved the imbalanced data set
problem. SA event detection is an anomaly detection where
the data are highly imbalanced. Given the characteristics of
each method, different approaches were implemented to han-
dle the imbalance issue, including data resampling methods
and a cost-sensitive approach (i.e. weighted cross-entropy).

We acknowledge that in supervised learning and especially
in DL, a large amount of training data are required but are
often not available in the medical domain. Obtaining datasets
that are comprehensively labeled and annotated still remains
a challenge in the biomedical field. [45]. Our study was
affected by this limitation to some extent. Even with more
than 400 hours of information, its variety was limited to only
9 patients. Nonetheless, we believe that the nocturnal data
collected by PSM proved to contain valuable information and
our study paves the way for the practical use of PSM as a
home monitoring device on a larger scale.
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