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ABSTRACT This paper proposes a predictive techno-economic analysis in terms of voltage stability and 

cost using regression-based machine learning (ML) models and effectiveness of the analysis is validated. 

Predictive analysis of a power system is proposed to address the need for faster and accurate analyses that 

would aid in the operation and control of modern power system. Several methods of analyses including 

metaheuristic optimization algorithms, artificial intelligence techniques and machine learning algorithms are 

being developed and used. Predictive ML models for two modified IEEE 14-bus and IEEE-30 bus systems, 

integrated with renewable energy sources (solar and wind) and reactive power compensative device 

(STATCOM) are proposed and developed with features that include hour of the day, solar irradiation, wind 

velocity, dynamic grid price and system load. An hour-wise input database for the model development is 

generated from monthly average data and hour-wise daily curves with normally distributed standard 

deviations. The data feasibility tests and output database generation is performed using MATLAB. Linear 

and higher order polynomial regression models are developed for the 8760hr database using Python 3.0 in 

JupyterLab and a best-fit predictive ML model is identified by analysing the coefficients of determination. 

The voltage stability and cost predictive ML models were tested for a 24hr input profile. The results obtained 

and the comparison with the expected values are furnished. Prediction of the outputs for the test data validate 

the accuracy of the developed model. 

INDEX TERMS Cost Analysis, Machine Learning, Predictive analysis, Renewable Generation, 
STATCOM, Voltage Stability.

I. INTRODUCTION 

Power Systems have largely expanded to integrate and rely 

on small-scale renewable energy generation to meet the 

escalating demand with good quality power at reasonable 

rates. In order to get better efficiency and economic 

operation, grid has to be operated near to its physical limits 

[1]. Voltage stability is defined as “the ability of a power 
system to maintain acceptable voltage in the system both 

under normal conditions and also after being subjected to a 

disturbance”. Hence, it should be maintained within safe 

limits in a good power grid. Various methods for evaluating 

voltage stability are L-index, P-V curve, V/V0 index, modal 

analysis, line stability index (Lmn), fast voltage stability 

index (FVSI), line stability factor (LQP), voltage collapse 

point indicators (VCPI) etc. [2]. The stability and reliability 

of the power system can be improved by providing decision 

making support in real time. 

Involvement of machine learning techniques (MLTs) in 

complex applications has been increased vastly in present 

times. Especially in power systems various MLTs such as 

artificial neural network (ANN), decision tree (DT) and 

principal component analysis (PCA) have proven their 

capabilities in stability and reliability assessments. ML 

approach is based on the training of database model from 

unexposed measurements for accurate predictions by its 

generalization capability. 

In recent years, the assessment of voltage stability has been 

investigated using data mining and artificial intelligence. 

Voltage stability assessment can be divided into Long-Term 

Voltage Stability (LTVS) and Short-Term Voltage Stability 

(STVS). For online assessment of voltage stability, different 



This work is licensed under a Creative Commons Attribution-NonCommercial-NoDerivatives 4.0 License. For more information, see https://creativecommons.org/licenses/by-nc-nd/4.0/

This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication. Citation information: DOI

10.1109/ACCESS.2021.3110774, IEEE Access

 

2 
 

MLTs were used such as Support Vector Machine (SVM) 

[3], [4], ANN [5] and DT [6]–[8], for LTVS, and Extreme 

Learning Machine (ELM) technique for STVS [9], [10]. But 

the validation and testing are lacking for the improvement of 

real-time performance. Increased computational capabilities 

and efficient automation tools resulted rapid growth in MLTs 

for analysis of advanced power systems.  

The real-time scheduling of intermittent renewable energy 

sources (RES) to meet the highly varying load depends to a 

great extent on the forecast and analysis of the system. 

Predictive analysis forms the basis for several aspects of a 

power system viz., optimal operation, maintenance 

scheduling, generation dispatch, load shedding etc. For 

predictive analysis, computational intelligence has been 

widely used in recent years to analyze system stability. 

Artificial Neural Network (ANN) based online long-term 

voltage stability analysis was proposed by using phasor 

values of system voltages [11]. Comprehensive research has 

been carried out in the field of power system analysis with a 

techno-economic analysis (TEA) considering the crucial 

technical and economic parameters of a power system 

integrated with RES [12]. Here, the incorporation of 

STATCOM and the analysis of voltage stability and cost for 

IEEE standard systems were also discussed. Several other 

types of research are carried out in the areas of extreme 

learning machine, support vector machine, multiple voltage 

stability indices and multiple machine learning models [13]. 

This wide pool of research on the predictive analysis of 

voltage stability in terms of long-term or short-term stability 

margin, loadability margin etc. using computational 

intelligence has served as a basis for carrying out the 

presented research work. This paper proposes a regression-

based machine learning approach to predict both voltage 

stability and cost of a power system with integrated 

renewable energy sources and reactive power compensation 

devices. Major contributions of the work include: 

1) Predictive techno-economic analysis of renewable energy 

integrated system, without actual prediction of renewable 

energy output based on climatic conditions. 

2) Prediction of voltage stability of a system and the cost of 

energy purchased from the grid for faster and precise 

analysis and control. 

3) Development, validation and comparison of Linear and 

Polynomial regression-based ML models. 

The proposed method is described in detail in the next 

section.  

II. PROPOSED METHOD 

In the proposed method, RES integrated IEEE standard 14-
bus and 30-bus systems with STATCOM are considered for 
the prediction of voltage stability and cost based on techno-
economic analysis using machine learning. 
Developing a Machine Learning model is done in three 
major stages as shown in Fig. 1. Most crucial and sensitive 
part of the model development is to create a valid and 

accurate dataset. The generated input-output database is then 
used to develop an ML model by a process of training and 
testing. The accuracy of the developed model and its 
prediction is also greatly affected by the features (input 
variables) chosen for training a model. Correlation between 
the features and the output is analyzed to select the features. 
A considerable part of the updated database (based on feature 
selection) is used to train an ML model, while the remaining 
data is used to test the developed model.  
Training the model involves the development of an equation 
(the model) that relates the input and output variables. 
Testing, on the other hand, involves computation of the 
output for the test input data using the developed model. 
Accuracy of the model is determined by comparing the 
predicted output with the actual output of the test dataset. A 
well trained and accurately developed ML model can be used 
for predicting the output for any futuristic system input 
condition. 
 

 

FIGURE 1. General block diagram of machine learning. 

 
A predictive techno-economic analysis of modern power 

system is proposed. The entire framework, as presented in 

Fig. 2, can be broadly split into two parts viz., database 

generation and ML model development. Database generation 

involves the development of raw input data from the 

available profiles, followed by validation of the developed 

input data points.  

 

 

FIGURE 2. Block diagram of proposed method. 

 

The valid input dataset for a year consisting of 8760 hourly 

datapoints is fed to the Techno-economic analysis codes 

developed in MATLAB to obtain the corresponding output 

(L-index and cost) datapoints. The 8760hr input-output 

database generated is then used to develop ML models 

through a series of steps which include feature selection, ML 
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model training, testing, and validation. Four ML models 

namely multi-linear regression and polynomial regression 

models of order 3, 4 and 5 are developed, and a best-fit model 

is chosen for the proposed predictive analysis. The final ML 

model is then validated by predicting the output for a 24-hour 

profile. 

Two IEEE standard power system models (14-bus and 30-

bus) are considered in this proposed work. The IEEE-14 bus 

system is modified with the incorporation of Renewable 

Energy sources (PV and Wind) and a FACTS device 

(STATCOM) as shown in Fig. 3. The renewable energy 

sources, PV and Wind are added to Bus no 13 and 9 

respectively.  

 

FIGURE 3. Single-line diagram of Modified IEEE 14 bus system with 
RES and STATCOM. 

 

 

FIGURE 4.  Single-line diagram of Modified IEEE 30 bus system with 
RES and STATCOM. 

The location of PV and windfarm is decided considering two 

factors. The first factor is the L-index of the bus which 

indicates the voltage stability of the local bus and the second 

factor is the load at a particular bus. The FACTS device, 

STATCOM is a reactive power compensation device when 

added to the system improves the voltage of the system. In 

the IEEE 14-bus system, STATCOM is added to bus no 11 

based on the voltage profile obtained from the Newton 

Raphson load flow analysis. 
 

 

FIGURE 5.  Flow diagram of proposed methodology. 

 
Similarly, the IEEE 30-bus system is modified with the 
incorporation of PV, wind and STATCOM as shown in 
Fig.4. The renewable Energy sources, PV and wind are 
added to Bus no 21 and 7 respectively. The STATCOM is 
connected to bus no 22.  
As described earlier, a predictive techno-economic analysis 

is carried out in this work. The entire process is presented 

with the help of flow diagram as represented in Fig. 5. 

Initially, raw input data set is generated and its feasibility is 

checked using power computations. Based on the feasibility 
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input data set is modified. For generation of input-output 

database, TEA is performed in MATLAB. By analyzing the 

correlation between features and output, feature selection is 

performed. Here, four regression-based ML models are 

developed and validated using five-fold cross validation 

technique. By comparison of the cross-validation results, the 

best-fit model is selected. This final model is validated by 

the prediction of voltage stability and cost for a futuristic 24-

hour profile. 

 
III. DATA-SET GENERATION FOR PREDICTIVE 

ANALYSIS 

A comprehensive dataset for the predictive analysis is 

developed in three stages viz., random input data generation, 

checking for feasibility, and input-output dataset generation 

for the feasible inputs. The detailed dataset generation is 

described as follows. 

A. INPUT DATA GENERATION 

Inputs considered in the analysis are system load (for both 

IEEE 14-bus and 30-bus power systems with RES and 

STATCOM), electricity price, solar irradiation and wind 

velocity.  

The monthly averages of each of these inputs for a year are 

considered as shown in Table I. An hour-wise daily profile of 

load, electricity price, irradiation and wind velocity are shown 

in Fig. 6. The daily profile data provided in Table II, is 

repeated for each day in a month and is fitted under the 

monthly averages. The obtained hour-wise yearly input profile 

is then modified by introducing normally distributed random 

deviations using (1). This resulted in an initial raw input 

profile for 8760hr which optimally covers the search space. 

 𝑓(𝑥) = 1𝜎√2𝜋 𝑒−(𝑥−𝜇)22𝜎2   (1) 

 
TABLE I 

MONTHLY AVERAGE INPUT DATA 

Month 

Avg. Load (MW) Average 
Electricity 

Price 
($/MWh) 

Avg.  
Solar 

Irradiation 
(kWh/m2) 

Avg. 
Wind 

Velocity 
(m/s) 

14 Bus 30 Bus 

Jan 215.08 234.23 46.172 1.67 3.5 
Feb 180.14 187.53 40.6742 3.02 3.74 

March 182.83 199.71 38.4965 4.75 4.7 
April 190.55 208.14 40.1149 4.88 8.3 
May 259.98 283.59 54.6091 5.33 9.5 
June 244.57 267.14 51.4913 5.79 7.7 
July 257.03 280.76 54.1093 6 6.62 

August 217.26 237.32 45.7436 6.05 5.9 
Sept 251.1 274.27 52.8598 5.9 4.94 
Oct 190.55 208.14 40.1149 4.88 4.82 
Nov 150.46 155.11 46.3267 2.52 4.7 
Dec 260 284 54.74 1.46 4.7 

TABLE II 
HOURLY INPUT PROFILE 

Time  
(hr) 

Solar 
Irradiation 
(kW/m2) 

Wind 
Velocity 

(m/s) 

Dynamic 
Price 

($/MWh) 

Load 14 
Bus 

(MW) 

Load 30 
Bus 

(MW) 

1 0 5.1 39.38 166.4 181.2096 
2 0 4.3 36.97 156 169.884 
3 0 3.7 35.57 150.8 164.2212 
4 0 3.6 35.27 145.6 158.5584 
5 0 3.3 35.28 145.6 158.5584 
6 0.02 3 37.73 150.8 164.2212 
7 0.9 2 42.89 166.4 181.2096 
8 2.16 1 51.72 197.6 215.1864 
9 3.68 2 54.54 226.2 246.3318 

10 5.01 4 53.69 247 268.983 
11 5.81 4 53.43 257.4 280.3086 
12 4.57 4 53.57 260 283.14 
13 3.38 2 53.40 257.4 280.3086 
14 3.14 5 51.28 254 276.606 
15 2.67 7 47.49 254 276.606 
16 3.69 5 46.33 252.2 274.6458 
17 1.99 3 45.89 249.6 271.8144 
18 0.81 3 48.03 249.6 271.8144 
19 0 3 50.22 241.8 263.3202 
20 0 2 52.05 239.2 260.4888 
21 0 3 52.30 239.2 260.4888 
22 0 2 46.89 241.8 263.3202 
23 0 3 43.09 226.2 246.3318 
24 0 3 41.07 187.2 203.8608 
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(a) 

 

(b) 

FIGURE 6. Daily profiles – Input Data, (a) Solar irradiation and wind velocity, (b) Dynamic Price and Load. 

 

B. DATA FEASIBILITY 

The generated input dataset, comprising of the hourly profiles 

of system load, solar insolation, wind velocity and electricity 

prices for 8760hr, is checked for feasibility to ensure that the 

data generated is within the practical scope of the variable. The 

detailed modelling and analysis of the system, along with the 

procedure for feasibility tests are described. 

1)  MODELLING OF SOLAR PV 

For modelling of solar PV system, only steady-state behavior 

is considered. In the integration of PV into the grid, reactive 

component of power is considered as zero and only the active 

power injection into the grid is taken into account [14] as 

described in (2) and (3).  

 𝑃 = 𝑚𝑎𝑥{𝑃𝑝𝑣(𝑉)}  (2)  

 𝑃𝑝𝑣(𝑉) = 𝑉𝐼 = 𝑁𝑝𝐼𝑆𝐶𝑉 {1 − m [𝑒𝑥𝑝 ( 𝑛𝑁𝑠 𝑉) − 1]}  (3)  

IEEE 14-bus and 30-bus test systems are connected to the 

solar PV farm of 25MW. The solar irradiance at standard test 

condition is set as 1000W/m2. 

2)  MODELLING OF WIND TURBINE 

The active power output of the wind turbine [15] is expressed 

in (4). 

 𝑃𝑊𝐺 = 𝑃𝑚 = 12 𝜌(𝜋𝑟2)𝑣𝑤3 𝐶𝑝(, 𝛽)  (4)  

where 
Pm – mechanical power  
ρ   – density of the wind (kg/m3) 
r    – rotor blade swept area (m) 
vw   – wind speed (m/s) 
Cp – performance coefficient which is the function of tip 

speed ratio(λ) and pitch angle (β) 
For IEEE 14-bus and 30-bus systems, the Wind farm of 50 

MW is connected. It consists of 25 turbines, each with a rated 

power of 2MW. In all the 25 WT, the nominal wind speed of 

10 m/s, the cut-in speed of 2.7 m/s and cut out speed of 25 

m/s are considered. 

3)  MODELLING OF STATCOM 

STATCOM controls the magnitude of the voltage by 

adjusting reactive power (Q) injected into or consumed from 

the system [16]. For low system voltage, the STATCOM 

produces reactive power (capacitive). On the other hand, 

high system voltage consumes reactive power (inductive). 

This shunt controller is modelled as follows to regulate 

voltage. Active and reactive powers are expressed in (5) and 

(6). 

 𝑃 = 𝐸.𝑉𝑋 sin 𝛿  (5)  

 𝑄 = 𝐸2𝑋 − 𝐸.𝑉𝑋 cos 𝛿  (6)  

where 
E – voltage of the transmission line  
V – voltage source converter’s generated voltage  
X – interconnected transformer’s equivalent reactance  
δ – phase angle of E with respect to V. 
 
If 𝑉𝑠ℎ  = 𝑉𝑠ℎ∠𝜃𝑠ℎ  and 𝑉𝑖  = 𝑉𝑖∠𝜃𝑖, then P and Q constraints of 
STATCOM are represented in (7) and (8). 

 𝑃𝑠ℎ  =  𝑉𝑖2𝑔𝑠ℎ  −  𝑉𝑖  𝑉𝑠ℎ  (𝑔𝑠ℎ cos  (𝜃𝑖 − 𝜃𝑠ℎ) +                         𝑏𝑠ℎ sin  (𝜃𝑖 − 𝜃𝑠ℎ)) (7) 

 𝑄𝑠ℎ  =  −𝑉𝑖2𝑏𝑠ℎ  − 𝑉𝑖  𝑉𝑠ℎ  (𝑔𝑠ℎ sin  (𝜃𝑖 − 𝜃𝑠ℎ) −                         𝑏𝑠ℎ cos  (𝜃𝑖 − 𝜃𝑠ℎ)) (8) 

where 𝑔𝑠ℎ + 𝑗𝑏𝑠ℎ  = 1𝑍𝑠ℎ 

Vi  – voltage at bus i,  
Vsh – STATCOM voltage 
Psh – shunt converter branch active power flow  
Qsh – shunt converter branch reactive power flow   
Zsh – equivalent STATCOM shunt coupling transformer 

impedance. 

4) LOAD FLOW ANALYSIS – NEWTON RAPHSON 
METHOD 

The load flow analysis of the system, which includes 

computation of its line and node parameters in terms of 

voltage, current, power etc., is done using the Newton-

Raphson (NR) method of power flow analysis [17], to have 

accurate analysis with simple control. 
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5) DATA FEASIBILITY TEST 
The data feasibility test of the power system load is done by 

checking the convergence of load flow, and that of solar and 

wind input data by comparing the power output with the 

rated power of the installed farm. The pseudocodes for both 

the tests are shown below. 

The input profiles for 8760hr are updated according to the 

feasibility tests conducted in MATLAB under the developed 

pseudocode. 

 

Pseudo Code – Load Data Feasibility 

FOR each hour 
    PERFORM Load flow using NR method 
        IF (it > it_limit) THEN 
            IF (NR not converged) THEN 
     MODIFY Load Data 

 
Pseudo Code – DG Data Feasibility 
FOR each hour 
    COMPUTE Solar and wind power 
         IF (power >= rating) THEN 
        UPDATE power = efficiency * rating 

 COMPUTE radiation or speed 

C. INPUT-OUTPUT DATASET GENERATION 

A machine learning-based model is developed to predict the 

voltage stability and cost of the system. As the ML models are 

developed by training and testing a base model with a huge 

input-output dataset, the two output parameters under 

consideration are computed for each hourly generated input 

data. 

1) VOLTAGE STABILITY 
Voltage stability within the safe limit should be maintained 

for successful power system operation [18]. One of the basic 

and efficient analytical techniques to inspect voltage stability 

is L-index [19]–[21], and is expressed in (9). 

 𝐿𝑗 = |1 − ∑ 𝐹𝑗𝑖 𝑉𝑖𝑉𝑗𝑔𝑖=1 |  (9) 

The term Fji can be calculated using the admittance matrix 

calculation using (10). 

 [𝑉𝑙  𝐼𝑔 ] = [𝑍𝑙𝑙  𝐹𝑙𝑔  𝐾𝑔𝑙  𝑌𝑔𝑔  ][𝐼𝑙  𝑉𝑔  ] (10) 

where [𝐹𝑙𝑔] = −[𝑌𝑙𝑙]−1[𝑌𝑙𝑔]  𝑌𝑙𝑙  is self-admittance at the node l. 𝑌𝑙𝑔 is mutual admittance between node l and g. 

L-index denotes the level of voltage stability. Its value can 

range from 0 to 1. If there is no load in a load bus, the value 

of the L-index is 0. An L-index value of 1 indicates a voltage 

collapse at the particular bus. So, the lower the L-index 

value, the higher will be the stability of the system. 

2) COST OF ENERGY PRODUCED 
The hourly cost of the system is computed for analysis. The 

hourly operation and maintenance costs of renewable energy 

sources [22] are minimal and can be neglected when 

compared to the price of electricity procured from the grid. 

The costs of electricity procured from the power grid are 

considered under a dynamic or time-varying pricing system. 

The hourly power consumption from the grid is computed 

and multiplied with the corresponding dynamic rates of 

electricity to obtain the operating costs. Aiming at the 

reduction of computational time, the outputs have been 

computed as an extension of the power flow executed during 

the feasibility cycle. The entire input-output dataset 

generated is stored in the database and are used in the ML 

model development. 

IV. PREDICTIVE ML MODEL DEVELOPMENT 

It is aimed to achieve high accuracies in prediction of the two 

distinct output parameters, and two separate models are 

developed.  

A. FEATURE SELECTION 

Feature selection is a key factor that greatly affects the 
accuracy of the developed ML model. Extensively used 
broad classes of feature selection are the correlation-based 
and probability-based selection. In this proposed method, 
correlation-based feature selection is incorporated.  
 

 
FIGURE 7.  Heatmap of correlation among the input variables for 14 
Bus. 

 
Correlation defines the extent of the relationship between 
two variables. A higher correlation between two input 
variables indicates that both the variables have similar 
characteristics and hence similar impact on output. So, one 
of the two variables can be considered for the analysis. 
Various features proposed here for the predictive analysis are 
hour of the day, hourly load, solar irradiation, wind velocity 
and dynamic pricing. The heatmap showing the correlation 
between the input variables is plotted using seaborn library 
for 14-bus and 30-bus systems database.  
The obtained heatmaps are shown in Fig. 7 and Fig. 8. A 
value of +/-1 indicates perfect correlation, while zero 
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indicates no correlation at all. From the heatmaps, it is clear 
that no two features have a strong correlation of 0.9 or 
greater. So, all the five proposed features are considered in 
training and testing the ML models for predictive analysis. 
Further, the impact of each variable on the output is also 
computed and analysed using Spearman’s rank correlation.  
 

 

FIGURE 8.  Heatmap of correlation among the input variables for 30 
Bus. 

 
Spearman’s rank correlation coefficient ρ (rho), which 
indicates the monotonicity of the relationship between two 
variables, is computed for the entire input-output data set. 
This correlation is depicted as heatmaps in Fig. 9 and Fig. 
10. A correlation coefficient of +/- 1 indicates a monotonic 
relationship, while zero signifies a non-monotonic 
relationship. Monotonicity in a function indicates that the 
function is either continuously increasing or continuously 
decreasing with a positive first order derivative.  

 

 
FIGURE 9.  Heatmap of Spearman correlation – Voltage stability and 
Cost for 14 Bus. 

 
FIGURE 10.  Heatmap of Spearman correlation – Voltage stability and 
Cost for 30 Bus. 

 

It is observed from the heatmap that the input and output 

variables are non-monotonic, with poor correlation 

coefficient values less than 0.9. This can be attributed to the 

complementary profiles of solar, wind and load profiles. It is 

thus, proposed to develop higher order polynomial 

regression models, as linear regression models are highly 

unlikely to fit the entire non-monotonic dataset. 

B. ML MODEL DEVELOPMENT 
An ML model is developed through a process of training and 

testing using the generated database. ML algorithms in 

developing a model can be broadly classified into supervised 

and unsupervised learning algorithms. Supervised ML 

algorithms are used when there is sufficient database to train 

and test the model. As sufficient database is available, 

supervised regression-based ML model is considered. For 

best suitability of the generated database, a higher order 

multi-variable polynomial regression model is developed. A 

linear model is also developed and compared with the 

proposed polynomial model for validation. 

1) TRAINING 
Training is the most essential stage of ML model 

development where both input and output data is fed to the 

ML algorithm to train and develop the model. The entire 

dataset is split into two parts in the ratio of 4:1 for training 

and testing, where 80% of the data is used for training the 

model, and 20% is used for testing.  

Linear regression model and polynomial regression models 

of order 3, 4 and 5 are developed using the training data. 

Polynomial regression models are developed through a 

process of transformation (normalization and polynomial 

transformation) and prediction (using linear regression). All 

of these stages can be combined using pipeline function, and 

thereby reducing the computational burden and time. 
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2) TESTING 
Testing is the stage of ML model development that validates 

or evaluates the developed model. The inputs of the test data 

(remaining 20%) are used to predict and compute the 

corresponding outputs according to the developed model. 

The developed models can be analysed in terms of two 

factors namely the root-mean-square error (RMSE) and the 

R2 scores. The R2 values indicate the fraction of accurate 

predictions that the developed model can make. A value of 1 

indicates perfect fit. Hence, R2 values are used to analyse the 

fitness of the developed model with the test data.  

To obtain the maximum accuracy of the developed model, it 

is compared with the results obtained by performing a 5-fold 

cross validation. In this validation method, the entire data is 

split into 5-folds and different combinations of 4:1 train-test 

data is chosen from the folds. The combination that gives the 

best fit is chosen in the cross validation. The model that has 

the best fit in both single hold-out train-test split and the 

cross validation is chosen as the final model. The result and 

selection of the best-fit model among the developed models 

are discussed in the next section. 

C.  BEST-FIT MODEL SELECTION 

All the ML models for the predictive analysis are developed 

using the 8760hr database generated for the study. Several 

training methods such as multi-variable linear regression, 

polynomial regression and 5-fold cross-validation are used 

and their corresponding R2 scores are computed.  
 

TABLE III 
ML MODEL VALIDATION FOR VOLTAGE STABILITY 

System 
Increase 
in Load 

R2 values 

Linear 
Regression 

Polynomial 
Regression 

deg(3) 

Polynomial 
Regression 

deg(4) 

Polynomial 
Regression 

deg(5) 

5-fold Cross 
Validation 

(Mean) 

IEEE 
14 bus 

0 % 0.9638 0.9948 0.9976 0.9989 
0.978 (poly 3) 
0.946 (poly 4) 
-5.199 (poly 5) 

10 % 0.9679 0.9956 0.99 0.9989 
0.973 (poly 3) 
0.962 (poly 4) 
-2.438 (poly 5) 

20 % 0.971 0.9962 0.9982 0.9989 
0.972 (poly 3) 
0.964 (poly 4) 
-1.873 (poly 5) 

IEEE 
30 bus 

0 % 0.9154 0.979 0.9932 0.9985 
0.924 (poly 3) 
0.845 (poly 4) 
-10.46 (poly 5) 

10 % 0.922 0.98 0.9861 0.998 
0.942 (poly 3) 
0.862 (poly 4) 
-7.745 (poly 5) 

20 % 0.9305 0.9815 0.9942 0.9986 
0.935 (poly 3) 
0.893 (poly 4) 
-6.376 (poly 5) 

TABLE IV 
ML MODEL VALIDATION FOR COST OF ENERGY PURCHASED 

System 
Increase 
in Load 

R2 values 

Linear 
Regression 

Polynomial 
Regression 

deg(3) 

Polynomial 
Regression 

deg(4) 

Polynomial 
Regression 

deg(5) 

5-fold Cross 
Validation  

(Mean) 

IEEE 
14 bus 

0 % 0.9648 0.9958 0.9988 0.9999 
0.988 (poly 3) 
0.966 (poly 4) 
-5.181 (poly 5) 

10 % 0.9689 0.9966 0.991 0.9999 
0.989 (poly 3) 
0.979 (poly 4) 
-2.42 (poly 5) 

20 % 0.972 0.9972 0.9992 0.9999 
0.99 (poly 3) 

0.982 (poly 4) 
-1.853 (poly 5) 

IEEE 
30 bus 

0 % 0.9164 0.98 0.9949 0.9995 
0.945 (poly 3) 
0.865 (poly 4) 
-11.56 (poly 5) 

10 % 0.923 0.981 0.9871 0.999 
0.947 (poly 3) 
0.886 (poly 4) 
-8.745 (poly 5) 

20 % 0.9315 0.9825 0.9952 0.9996 
0.958 (poly 3) 
0.912 (poly 4) 
-5.368 (poly 5) 
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TABLE V 
COMPARISON OF DEVELOPED MODELS (BASE LOAD CASE) 

  R2 values 

  IEEE 14-bus IEEE 30-bus 

Voltage 
Stability 

Linear Reg. 0.9638 0.9154 

4th deg. 
Polynomial Reg. 

0.9976 0.9932 

5-fold CV 0.9460 0.8450 

Cost 

Linear Reg. 0.9648 0.9164 

4th deg. 
Polynomial Reg. 

0.9988 0.9949 

5-fold CV 0.9660 0.8650 

 
 

For the prediction of voltage stability, L-index is considered 

as one of the output variables to be predicted and analysed. 

The model developed for this analysis considered the L-

index of the entire system which is the maximum of the L-

indices computed for each load bus. R2 values of the models 

developed for predicting the voltage stability is given in 

Table III. The best model selected by comparing R2 scores 

can be used to predict the system’s voltage stability for any 
futuristic input data.  

For predicting cost of energy purchased from the grid for the 

best-fit model is chosen by comparing the R2 values of the 

developed models viz., multi-variable linear regression, 

polynomial regression and 5-fold cross-validation. The R2 

values of the models developed for predicting the cost is 

given in Table IV. The operating cost of any futuristic input 

data can be predicted using the selected model.  

Both voltage stability and cost prediction require a best-fit 

ML model. As the models of different loading conditions 

show similar R2 values, base load case is considered to select 

the best fit model. It is also observed from Table III and 

Table IV that the 4th degree polynomial regression model 

exhibits a better fit among the other polynomial models.  

The comparison of R2 scores obtained in the linear 

regression, 4th degree polynomial regression and 5-fold 

cross-validation (CV) of the 4th degree polynomial 

regression for base load case is tabulated in Table V. It can 

be observed from the scores that the polynomial regression 

models of degree 4 are considered most suitable, for the 

prediction of both cost and voltage stability in a power 

system. 

V. RESULT ANALYSIS 

The developed best-fit ML model for predictive analysis of 

cost and voltage stability of 14-bus and 30-bus systems is 

tested for a 24hr profile. The predicted values, actual values 

and the coefficient of determination for each of the 

prediction are analysed. The results are discussed in four 

cases formed with the combination of the two outputs and 

the two systems considered. The R2 values obtained in the 

prediction of these four cases are tabulated in Table VI. The 

detailed predictive analysis of each case is discussed. The 

voltage stability (L-index) prediction and cost prediction for 

IEEE 14-bus and 30-bus systems are presented in Fig. 11 to 

Fig. 14 respectively. 
TABLE VI 

VALIDATION AND TESTING OF 4TH DEG. POLYNOMIAL REG. MODEL – 24 HR 

TEST DATA 

  R2 values 

  IEEE 14-bus IEEE 30-bus 

Voltage 
Stability 

Model Development 0.9976 0.9932 

Validation – Test Data 0.9932 0.9794 

Cost 
Model Development 0.9988 0.9949 

Validation – Test Data 0.9934 0.9651 

 

 

FIGURE 11. L-index Prediction for 14-bus system.  

 

FIGURE 12. Cost Prediction for 14-bus system.  

 
FIGURE 13. L-index Prediction for 30-bus system.  

 

FIGURE 14. Cost Prediction for 30-bus system.  
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TABLE VII 
VOLTAGE STABILITY AND COST PREDICTION FOR IEEE 14-BUS SYSTEM 

Hr of 
Day 

L - Index  Cost  

Actual Predicted Error (%)  Actual ($) Predicted ($) Error (%) 

1 0.198051 0.196356 0.86  532.2 545.4 2.47 
2 0.198079 0.195069 1.52  471.0 474.2 0.68 
3 0.19807 0.197608 0.23  438.0 437.2 0.19 
4 0.198014 0.19899 0.49  401.1 402.8 0.41 
5 0.198028 0.198186 0.08  415.6 414.2 0.33 
6 0.198095 0.199744 0.83  528.4 517.7 2.02 
7 0.198209 0.197952 0.13  808.8 783.7 3.10 
8 0.198477 0.19838 0.05  1366.6 1345.3 1.56 
9 0.199429 0.199469 0.02  1711.2 1743.6 1.90 

10 0.199634 0.2006 0.48  1742.8 1794.6 2.97 
11 0.199727 0.201586 0.93  1817.8 1870.7 2.91 
12 0.199868 0.200826 0.48  1878.5 1926.2 2.54 
13 0.200588 0.199758 0.41  1984.1 2021.5 1.89 
14 0.200618 0.200104 0.26  1690.2 1697.6 0.44 
15 0.199332 0.198983 0.18  1148.8 1229.9 7.06 
16 0.200436 0.199773 0.33  1400.1 1462.9 4.48 
17 0.200614 0.200429 0.09  1562.1 1557.3 0.30 
18 0.200711 0.200162 0.27  1682.5 1703.0 1.22 
19 0.200668 0.200303 0.18  1725.9 1759.9 1.97 
20 0.200605 0.199965 0.32  1818.9 1849.0 1.66 
21 0.200631 0.200477 0.08  1792.7 1828.3 1.98 
22 0.200641 0.199805 0.42  1611.7 1595.9 0.98 
23 0.200449 0.200401 0.02  1283.9 1292.4 0.67 
24 0.199933 0.200121 0.09  899.8 900.3 0.05 

 
TABLE VIII 

VOLTAGE STABILITY AND COST PREDICTION FOR IEEE 30-BUS SYSTEM 

Hr of 
Day 

L - Index  Cost 

Actual Predicted Error (%)  Actual ($) Predicted ($) Error (%) 

1 0.317424 0.316247 0.37  923.4 894.7 3.11 
2 0.313473 0.313666 0.06  964.9 870.9 9.74 
3 0.311397 0.312388 0.32  984.1 886.3 9.94 
4 0.311151 0.312238 0.35  967.9 977.7 1.02 
5 0.310382 0.311707 0.43  989.0 1003.1 1.42 
6 0.309679 0.309794 0.04  1062.7 1071.3 0.80 
7 0.308198 0.309431 0.40  1237.2 1233.8 0.28 
8 0.307299 0.307486 0.06  1549.4 1529.8 1.27 
9 0.308581 0.307604 0.32  1710.3 1797.3 5.09 

10 0.313302 0.312143 0.37  1607.4 1746.7 8.67 
11 0.313246 0.311652 0.51  1639.3 1730.3 5.55 
12 0.313421 0.312579 0.27  1693.6 1769.2 4.46 
13 0.30994 0.309062 0.28  1875.1 1955.7 4.30 
14 0.320795 0.320243 0.17  1474.9 1510.3 2.40 
15 0.339876 0.33894 0.28  1077.9 971.3 9.89 
16 0.32077 0.318072 0.84  1357.9 1345.1 0.94 
17 0.311668 0.312202 0.17  1628.9 1521.1 6.62 
18 0.312334 0.307559 1.53  1712.4 1692.9 1.14 
19 0.312246 0.30856 1.18  1747.1 1766.6 1.11 
20 0.310473 0.306125 1.40  1832.8 1965.9 7.26 
21 0.312286 0.309042 1.04  1784.0 1924.6 7.88 
22 0.31042 0.307272 1.01  1713.9 1746.6 1.91 
23 0.312489 0.309585 0.93  1496.9 1531.0 2.28 
24 0.313067 0.309435 1.16  1394.7 1483.1 6.34 

 
 

A. IEEE 14-bus Voltage Stability Prediction 

The voltage stability of the 14-bus system predicted by the 

developed ML model is shown in Table VII along with the 

actual values. It is observed that the maximum percentage 

error in the prediction is as low as 1%. The graph depicting 

the deviations between the expected and predicted values is 

presented in Fig. 11. On further analysing the prediction 

error percentage, it can be observed that a very few values 

are closer to 1, while the others are closer to zero. This 

validates the higher value (0.9932) of R2 obtained for this 

prediction data. 

B. IEEE 30-bus Voltage Stability Prediction 

Voltage stability of 30-bus system predicted by the 
developed ML model is shown in Table VIII along with the 
actual values. It is evident that the maximum percentage 
error in the prediction is as low as 1.5%. The graph depicting 
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the deviations between the expected and predicted values is 
presented in Fig. 13. Further analysis of the prediction error 
percentage shows that the number of values close to 1 is a 
little higher compared to the results of the 14-bus system. 
The same is also reflected in the R2 value of 0.9794 given in 
Table VI. 

C. IEEE 14-bus Cost Prediction 

Cost of energy purchased from the grid is predicted for the 

24hr profile of 14-bus system using the developed ML 

model. A graph depicting the deviations between the actual 

and predicted values is presented in Fig. 12. The predicted 

cost is furnished in Table VII along with the actual values. It 

is observed that the maximum percentage error in the 

prediction is around 7%. However, most of the values are 

less than 5%, and an error of greater than 5% in prediction is 

observed for very few hours. This validates the higher value 

(0.9934) of R2 obtained for this prediction data. 

D. IEEE 30-bus Cost Prediction 

Cost of energy purchased from the grid predicted for 30-bus 

system, using the developed ML model is presented in Table 

VIII along with the actual values. It is evident that the 

maximum percentage error in the prediction is less than 10%. 

The graph depicting the deviations between the actual and 

predicted values is presented in Fig. 14. On further analysing 

the prediction error percentage, it can be observed that a 

larger portion of the prediction error is greater than 5%. The 

same is also reflected in the R2 value of 0.9651 shown in 

Table VI. 

VI. CONCLUSION 

Predictive analysis of a power system in terms of voltage 

stability and cost has been carried out. Two modified power 

systems, IEEE 14-bus and IEEE 30-bus systems, with 

integrated renewable generation and STATCOM devices, 

were considered for the analytical study. Analysing the 

heatmaps of correlations suggested that no two features have 

a strong correlation, so all the proposed features were 

suggested for developing the predictive ML models. It was 

also observed that the relationship between inputs and outputs 

is non-monotonic, suggesting that a polynomial model is best 

suited for the database. ML models were developed using 

several methods including multi-variable linear regression, 

polynomial regression (of 3rd, 4th and 5th degrees) and 5-fold 

cross-validation. These models were analyzed in terms of their 

R2 scores, which suggested that 4th order polynomial 

regression model with R2 values greater than 9 is optimally 

suited for all the systems in the prediction of both voltage 

stability in terms of systems’ L-index and cost in terms of 

energy purchased from the grid.  

The validation tests for the predictive voltage stability and cost 

analysis were performed for both IEEE 14-bus and 30-bus 

systems for a 24hr test data. R2 values greater than 0.9 suggest 

the effectiveness of the developed ML models. This 

effectiveness was further validated by performing a detailed 

comparative study of each of the four cases of predictive 

analysis. The comparison of predicted and actual values of all 

the cases were furnished and analyzed in terms of deviation 

and percentage error.  

The validation tests conducted for predicting the voltage 

stability and cost of the considered systems for a 24hr test data 

confirm the effectiveness of the developed ML models.  

The proposed method can be extended to predict voltage 

stability in case of other disturbances or sequence of events 

(short circuits, tripping of network elements, etc.) by including 

additional features like bus voltage, line current, line voltage 

drop etc. to the model development. This can be done by 

merely adding the values of bus voltage, line current etc. as 

additional inputs (dimensions) to each datapoint while 

generating the input-output dataset using MATLAB. 

The proposed ML model can also be applied for any larger 

power network with the availability of dataset. As both 

MATLAB and Machine Learning codes are generalized, i.e., 

they can interchangeably be used for any system by replacing 

the input data in the developed MATLAB codes for dataset 

generation and replacing the modified dataset to train the ML 

models. 
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