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Abstract
NIR spectroscopy is a non-destructive characterization tool  for the blend uniformity (BU) assessment. However, NIR spectra 
of powder blends often contain overlapping physical and chemical information of the samples. Deconvoluting the information 
related to chemical properties from that associated with the physical effects is one of the major objectives of this work. We 
achieve this aim in two ways. Firstly, we identified various sources of variability that might affect the BU results. Secondly, 
we leverage the machine learning-based sophisticated data analytics processes. To accomplish the aforementioned objectives, 
calibration samples of amlodipine as an active pharmaceutical ingredient (API) with the concentrations ranging between 
67 and 133% w/w (dose ~ 3.6% w/w), in powder blends containing excipients, were prepared using a gravimetric approach 
and assessed using NIR spectroscopic analysis, followed by HPLC measurements. The bias in NIR results was investigated 
by employing data quality metrics (DQM) and bias-variance decomposition (BVD). To overcome the bias, the clustered 
regression (non-parametric and linear) was applied. We assessed the model’s performance by employing the hold-out and 
k-fold internal cross-validation (CV). NIR-based blend homogeneity with low mean absolute error and an interval estimates 
of 0.674 (mean) ± 0.218 (standard deviation) w/w was established. Additionally, bootstrapping-based CV was leveraged as 
part of the NIR method lifecycle management that demonstrated the mean absolute error (MAE) of BU ± 3.5% w/w and 
BU ± 1.5% w/w for model generalizability and model transferability, respectively. A workflow integrating machine learning 
to NIR spectral analysis was established and implemented.

Keywords bias-variance decomposition · blend uniformity · clustered linear regression · cross-validation · data pre-
processing · data quality metrics · machine learning · near infrared spectroscopy · performance metrics · statistics

Abbreviations
AR  AdaBoost regression
BR  Bagging regression
BU  Blend uniformity
BVD  Bias-variance decomposition
CR  CatBoost regression
CU  Content uniformity
CV  Cross-validation
DQM  Data quality metrics
DT  Decision tree
DoE  Design of experiment
EMSC  Extended multiplicative scatter correction
ETR  Extreme tree regression

Applications of Machine Learning and A.I. in Pharmaceutical Development 
and Technology

Synopsis NIR spectra of samples often contain overlapping physical 
and chemical information. This study proposes a machine learning 
framework (clustering regression) in deconvoluting the sample chemical 
information from those related to physical properties. A versatile NIR 
method to estimate amlodipine API as part of blend uniformity was 
successfully developed using different calibration datasets. The results 
demonstrate that K-fold cross-validation produced MAE of BU±0.9% 
w/w whereas bootstrap at 95% CI yielded MAE of BU±1.5% w/w. 
Additionally, our research overcomes the barrier, bringing us a step 
closer to the routine implementation of NIR-based BU assessment.
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FT  Fourier transform
GBM  Gradient boosting machine
HPLC-UV  High-performance liquid chromatography 

ultraviolet
KNN  K-nearest neighbours
LightGBM  Light gradient boosting machine
LOOCV  Leave one out cross-validation
LoR  Logistic regression
LR  Linear regression
MAE  Mean absolute error
MSC  Multiplicative scatter correction
MSE  Mean square error
NIR/NIRS  Near-infrared spectroscopy
OFAT  One factor at a time
PLS  Partial least squares
R2  Coefficient of determination
CI  Confidence interval
RF  Random forest
RMSE  Root mean square error
RTRT   Real time release testing
SA  Sensitivity analysis
SG  Savitzky-Golay
SNV  Standard normal variate
UV-Vis  Ultraviolet or visible
VIF  Variance inflation factor
XGB  Extreme gradient boost

Introduction

Powder blending is one of the critical steps in pharmaceuti-
cal solid dosage form manufacturing that needs to be moni-
tored to ensure content uniformity of the final drug product 
[1–4]. To ensure patient safety and therapeutic efficacy of 
the drug products, powder blend uniformity (BU) or con-
tent uniformity (CU) is highly relevant for highly potent as 
well as low-dose drug products [2]. BU method develop-
ment currently entails dry powder blending for a prede-
termined time period, manually stopping the blender and 
removing representative unit dose samples, which are then 
analysed using time-consuming ultraviolet or visible (UV/
Vis) spectroscopy or high-performance liquid chromatogra-
phy (HPLC) approaches [3, 5]. Near-infrared spectroscopy 
(also known as NIR or NIRS) is non-intrusive and non-
destructive, thus requiring relatively none to minimal sam-
ple preparation procedures, and the total analysis time could 
become much shorter than the current approaches making it 
a real-time analysis tool [6–9]. NIR spectroscopy is a vibra-
tional spectroscopic method that utilizes the absorbance or 
transmittance by the sample within the near-infrared region 
(wavenumbers ranging between 4,000 and ~ 15,000  cm−1) 
[6–9]. Fine chemicals, agricultural, food and dairy sector, 
pharmaceutical, cosmetics, pulp and paper, 3D printing and 

precision medications, petrochemicals, polymer synthesis, 
and oil industry are just a few of the industries that use NIRS 
to appropriately assess both chemical (related to functional 
groups) and physical characteristics of solid samples [4, 
10–20].

Because NIR data is rich in chemical and physical infor-
mation, it can detect several metrics relevant to drug product 
performance and quality in a single measurement. To name 
some, this can be API/excipient characteristics, assay, con-
tent uniformity, dissolution, process analysis, water content, 
viscosity, etc. [3–5, 12] Although NIRS provides a plethora 
of information on a sample’s physical and chemical char-
acteristics, separating the two can often be difficult, par-
ticularly for BU/CU analysis where the data is hierarchical 
and regression analysis is one of the first steps. Similarly, 
physical features of the samples (e.g. particle size, shape, 
and surface areas), as well as experimental variables, can 
alter NIR spectra, masking chemical information relating 
to the analyte(s) of interest [1, 2, 21–26]. Various data pre-
processing approaches are implemented to overcome the 
effect of artefacts on NIR data.

Savitzky-Golay (SG)-based derivatization (first or sec-
ond derivative), normalization (min–max normalization), 
standard normal variate (SNV), multiplicative scatter cor-
rection (MSC), and extended MSC (EMSC) are commonly 
used parametric data pre-processing approaches [3, 27–29]. 
On the contrary, testing every possible combination of pre-
processing methods to address the spectral artefacts would 
be unsurmountable. Hence, Mishra and co-workers proposed 
parallel pre-processing through orthogonalization (PORTO), 
pre-processing ensembles with response oriented sequential 
alternation calibration (PROSAC), sequential pre-process-
ing through orthogonalization (SPORT), and various other 
approaches [12, 24–26]. With respect to chemical properties, 
NIR peaks are often broad; therefore, occasionally overlapping 
peaks can limit their precision. As a result, NIR cannot pro-
vide precise spectroscopic fingerprints of different chemical 
functional groups. In other words, NIR spectroscopy has two 
significant drawbacks: (i) overlapping peaks and the (ii) inabil-
ity to detect or quantify trace or multicomponent analytes. One 
of the most significant and beneficial approaches available to 
spectroscopists, chemometricians, and data scientists in gen-
eral is deconvolution of spectral peaks with respect to reduced 
chi-square value (which, in principle, signifies good spectral 
resolution). To deconvolute the overlapping spectral patterns, 
the other spectral resolution enhancement approaches are deri-
vatization (1st, 2nd, or 4th), difference spectroscopy, curve 
fitting, two-dimensional (2D) correlation spectroscopy, and 
chemometrics like self-modelling curve resolution methods 
(SMCR) [30, 31]. As mentioned, spectral analysis in NIR 
is quite a daunting task. The recent add-on to the resolution 
enhancement approaches is machine learning (ML) and deep 
learning (DL) [32]. Similarly, ML approaches have been 
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extensively employed in formulation development to learn 
and predict various complex systems [33–40]. However, the 
integration of machine learning in pharmaceutical analytical 
development has so far been limited [41, 42].

For NIR-based BU or CU, current pre-processing 
approaches involving normalization, second derivative, 
MSC, EMSC, and SNV might not be pertinent if any of the 
following conditions exist: (1) data demonstrating hetero-
scedasticity, non-normality, multicollinearity which are the 
prerequisites for the parametric models [43–45]; (2) also, 
if physical properties are of simultaneous importance; (3) 
the types of physical fluctuations are uncontrollable or may 
not be representative of future samples; (4) the artefacts are 
non-linear/non-parametric. To the best of our knowledge, 
this is the first work to provide an intuitive understanding 
of the gaps in existing NIR-based BU analysis. We employ 
the following multidisciplinary strategy to accomplish this, 
which incorporates the section on AQbD “development of 
multivariate analytical procedures”.

1. Data transformation: Several data quality evaluation 
metrics to assess the applicability of existing pre-pro-
cessing procedures is carried out, and an artefact-agnos-
tic framework is investigated.

2. Variable selection and model development: Cause-and-
effect nature of various data learning approaches is rec-
ognised and ranked.

3. Robustness of model: Fit, reliability, and validity of 
algorithms, as well as their generalizability, are inves-
tigated utilizing multiple model evaluation and cross-
validation methodologies.

4. Recalibration and model maintenance: Lifecycle man-
agement of the developed ML models are explored.

Materials and Methods

Materials

Amlodipine besylate (Glochem Industries Pvt. Ltd., India) 
was used as the model active pharmaceutical ingredi-
ent (API), mannitol (Pearlitol® 100SD, Roquette Frères, 
France), microcrystalline celluloses (Avicel® PH112, 
DuPont Pharma, USA), croscarmellose sodium (Ac-Di-
Sol®, DuPont Pharma, USA), and magnesium stearate 
(Ligamed MF 2-V®, Peter Greven, Germany) were used as 
excipients.

Sample Preparation for BU Analysis‑Physical 
Mixture

Sample preparation for the off-line calibration involved 
accurately weighing API and excipients equivalent to unit 
dose (gravimetric approach) which was filled in vial as 

physical mixture (~ 1.5 g). To keep measuring system vari-
ability under control, only single batches of API and excipi-
ents were used. To establish repeatability, five measurements 
per unit dose vial were collected. A 1 × 1 × 5 design was 
adopted to depict batch, reproducibility, and repeatability, 
respectively. A total of 13 calibration samples were prepared 
and analysed ranging between 67 and 133% w/w of API dose 
(~ 3.6% w/w). As part of the database building, individual 
components were contained in vials and their NIR spectra 
were collected.

Sample Preparation for BU Analysis‑Processed 
Mixture

A GEA bin blender with a stainless-steel shell was used 
for preparation of powder mixture/blend. Blender was oper-
ated for 15 min at a rotation speed of 25 rpm to blend API 
and excipients. A total of 3 blend mixtures each equivalent 
to ~ 3,000 tablets were prepared comprising API content of 
70% w/w, 100% w/w, and 130% w/w. After the mixing was 
completed, the entire contents of the blender were trans-
ferred into an HDPE bottle. Samples were filled in triplicate 
in NIR vials that were approximately the same size as the 
unit dose, such as 1.5 g per vial. Three NIR scans were per-
formed on each vial. A 1 × 3 × 3 design was used to empha-
size batch, reproducibility, and repeatability, respectively.

NIR Spectroscopy

Frontier transform-NIR (FT-NIR) spectrometer (Perki-
nElmer, Waltham, MA, USA) equipped with a reflectance 
accessory and with a liquid nitrogen cooled mercury cad-
mium telluride (MCT) detector was utilized for raw mate-
rial analysis. Each spectrum was collected over the range 
of 15,000 to 4,000  cm−1 wavenumbers at an average of 64 
scans with a spectral resolution of 8  cm−1. The spectra of the 
investigated samples were collected using the spectrum 10 
software (version 10.7). Off-line calibration samples were 
prepared and data acquisition was carried out by placing the 
sample holders to allow the incident NIR source to probe the 
contents within the sample. Five NIR measurements were 
acquired on the individual samples to ensure repeatability. 
Between each measurement, random shaking and tapping 
was employed to determine any significant variations. This 
procedure was carried out in a similar fashion for all the 
samples.

HPLC Analysis

Amlodipine blend uniformity in powder physical mixture 
blends was performed using a validated high-performance 
liquid chromatography-UV (HPLC–UV) method as the ref-
erence. The chromatographic parameter employed in this 
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investigation are as follows: column is Waters symmetry 
C18 150 × 3.9 mm, 5 µm; mobile phase triethylamine buffer 
(1% v/v, pH 2.8): mixture of methanol & ACN (70:30 v/v) in 
gradient elution program of (0–3 min, 50:50 v/v; 15–20 min 
30:70 v/v; 20.1–25 min 50:50 v/v); flow rate of 1 mL/min; 
column temperature 30 ℃; and sample temperature of 10 
℃. The detection was performed at 237 nm for amlodipine. 
Under the given chromatographic conditions, the total run 
time is set to 25 min and retention time was ~ 6–7 min for 
amlodipine.

Statistical Machine Learning

Understanding NIR Blend Uniformity Data

The NIR data for the blend uniformity was organized into 
a table with rows and columns. Within the table, the rows 
represent observations, and the columns represent attrib-
utes/features for those observations. The NIR BU dataset 
employed in this study consist of 65 observations (rows). 
The data consist of ~ 11,001 columns (termed features/
attributes) of which 11,000 represents independent features 
termed wavenumber while 1 column represents dependent 
or target variable which is blend uniformity. Each row rep-
resents spectral log 1/R values (arbitrary units/a.u) for each 
repeat run of sample. The target variable represents 13 dif-
ferent concentrations of content uniformity in % w/w with 5 
repeat measurements per concentration (13 concentration × 5 
NIR repeat measurements yielding a total of 65 observa-
tions). Typical representation to understand the nir blend 
uniformity data is depicted in Table S1.

Data Quality Metrics (DQM)

To choose among the various modelling approaches, the 
following quality metrics were performed: (i) whether the 
data follows a normal distribution (Shapiro–Wilk test); (ii) 
whether the variances across sample points are homogene-
ous (Levene’s test); (iii) presence of multi-collinearity (vari-
ance inflation factor/VIF test); (iv) test for linearity (Pearson 
R and scatter plot matrix); (v) test for outliers (Mahalano-
bis, T2 Hotelling, Jack-knife test); and (vi) Hopkin’s test for 
dimensionality reduction of instances or rows.

Model Selection

In supervised machine learning, we assume a definitive 
link between a feature(s) and the target. To estimate this 
unknown relationship, a model function called “f” is used, 
which can accurately depict the relationship between fea-
tures and target (Eq. 1). In general, the following supervised 
approaches were executed: univariate linear regression (LR), 
multivariate linear regression (MLR), and machine learning. 

Univariate regression required the selection of a single peak 
for either API or mannitol, whereas MLR required the selec-
tion of multiple peaks of API, mannitol, or both. On the 
other hand, various machine learning algorithms from the 
class of (1) conventional linear machine learning (partial 
least squares (PLS), linear regression (LR), multiple linear 
regression (MLR), logistic regression (LoR), ridge regres-
sion (RR), lasso regression (LaR)); (2) conventional non-
linear machine learning (support vector machine (SVM), 
k-nearest neighbours (kNN), decision tree (DT)); (3) bag-
ging-based ensemble learning (bagging regression (BR), 
random forest (RF), extreme tree regression (ETR)); (4) 
boosting-based ensemble learning (AdaBoost regression 
(AR), gradient boosting machine (GBM), extreme gradi-
ent boost (XGB), CatBoost regression (CR), light gradient 
boosting machine (LightGBM)); and (5). hybrid approach 
(clustered regression). The mathematical representation of 
the estimation of function (f), which maps the dependent 
variable (y) against the independent variable (x) with a cer-
tain error (residual error, E), is as follows:

Clustered Regression

It is a hybrid strategy that involves binary encoding of each 
blend of uniformity samples. Although the total number of 
samples is 65, the BU data can be considered as cohorts or 
grouped based on either amlodipine or mannitol content. In 
such scenarios, one-hot encoding of features can be accom-
plished [46]. For example, samples consisting of BU 67% 
w/w will be encoded as 1, and the rest of the samples like 
72% w/w or 133% w/w or others will be encoded as 0. Using 
the same approach, the remaining BU composition sam-
ples were encoded. These samples were then subjected to 
a supervised ML regression model (as stated in the “Model 
Selection” section).

Feature or Variable Selection

Different feature/variable selection involving (i) full data-
set: 15,000 to 4,000  cm−1; (ii) truncated data 1: 10,000 to 
4000  cm−1; (iii) truncated data 2: 6,099 to 4,000  cm−1; and 
(iv) truncated data 3: only encoded features were prepared 
to finalize the model based on performance metrics and per-
form sensitivity analysis and bias-variance decomposition.

Performance Metrics

To measure the model’s prediction abilities, the coefficient 
of determination (R2), mean absolute error (MAE), mean 
square error (MSE), and root mean square error (RMSE), 

(1)y = f (x) +Model Error
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as defined in Eqs. 2–5, respectively, were implemented 
[47, 48]. MAE is a metric that quantifies the accuracy of a 
prediction. It is defined as the average difference between 
the actual and predicted value, MSE calculates the aver-
age of the square of the difference between the actual and 
predicted values. Decomposition of MSE provides irreduc-
ible and reducible error (for more details refer to section on 
bias-variance decomposition). RMSE is the square root of 
MSE. The extent of variance in the dependent (y-variable) 
component that can be described by independent (x-variable) 
characteristics is measured by R-squared, a goodness-of-fit 
metric. It quantifies the strength of the relationship between 
the model and the dependent variable on a scale of 0 to 1. 
The R2 should be higher (> 0.95) while MAE, MSE, and 
RMSE results should be as low as possible.

where  yi
actual and  yi

pred were the reference and ML pre-
dicted content uniformity, respectively. And  yactual,mean was 
the mean of experimental value and n was the number of 
datapoints.

Training‑Test Split

In spectroscopy and analytical method development, we fre-
quently employ the strategy of first generating a calibration, 
and if it fulfils the requisite standards, then the validation 
step is executed. In this study, the calibration data is divided 
in an 80 (train):20 (test) proportions using a random selec-
tion approach, hereinafter referred as “hold-out data”. This 
approach is followed to ensure that the train and test data-
sets represent the original calibration data. Separating test 
data from training data enables unbiased evaluation of the 
machine learning algorithms’ performance. The 80:20 split 
was employed throughout this investigation, unless other-
wise mentioned. To gauge the robustness of the generated 
model, external validation samples to evaluate the real-world 
prediction abilities were also included. The abovemen-
tioned performance metrics were computed on following 

(2)R2 = 1 −

⎛
⎜⎜⎜⎝

Σn
i=1

�
yactual
i

− y
pred

i

�2

Σn
i=1

�
yactual
i

− yactual,mean
�2
⎞⎟⎟⎟⎠

(3)MAE =
1

n
Σn
i=1

|||y
actual
i

− y
pred

i

|||

(4)MSE =
1

n
Σn
i=1

(
yactual
i

− y
pred

i

)2

(5)RMSE =
√
MSE =

�
1

n
Σn
i=1

�
yactual
i

− y
pred

i

�2

approaches: (i) hold-out data (80:20 split) and (ii) cross-vali-
dation (internal and external). Hold-out and cross-validation 
generates point estimates; additionally, bootstrapping was 
carried out to generate interval estimates.

Internal Validation‑Hold‑Out The NIR spectra datasets 
on powder blend uniformity data were used to train the 
machine learning models. In the field of machine learn-
ing, generally, the approach is to split the available data-
set into two parts: (i) training (80%) and (ii) test (20%). 
The training subsets were used to build the models and 
perform feature engineering like determine NIR spectral 
regions of interest, using only encoded features, while the 
test subsets were used to assess model generalizability. 
The dataset has 13 subgroupings with 5 repetition data, 
regardless of the fact that the target data is continuous. 
As a result, on training-test splitting to obtain balanced 
data and achieve better performance, the stratified sampling 
approach was employed. In case of clustered regression, 
the data was first encoded (as mentioned in the “Clustered 
Regression” section), and then the data were split. This 
approach was deemed acceptable because as part of life 
cycle management of the model, we can keep adding new 
data and improvising the model. Point estimates generated 
from hold-out data are not always reliable; hence, sensitiv-
ity analysis needs to be carried out.

Internal Validation‑Sensitivity Analysis (Cross‑Validation and 
Bootstrapping) The examination of divergence in a model’s 
output linked to sources of variance/bias in the model input 
is known as sensitivity analysis (SA). It is employed for 
improving the accuracy and quantifying the uncertainty of 
a performance measure. In general, there are four approaches 
[49–52]: (i) comparing predictions and coefficients to phys-
ical theory, (ii) outcome comparison between theory and 
simulation, (iii) validating the prediction model on new data 
(external validation), and (iv) resampling methodologies 
such as k-fold cross-validation (internal validation) or boot-
strap. Resampling is an economic approach for sensitivity 
analysis of the developed model, and it performs such analy-
sis by leveraging available data. In k-fold cross-validation, 
a dataset is partitioned into k groups, with each group hav-
ing the option of being utilized as a training set while the 
remaining groups serve as the test set [37]. When k = 1, it is 
leave one out cross-validation (LOOCV). Bootstrapping is 
a statistical process that creates several simulated samples 
by resampling a single dataset with replacement [43, 53]. 
Those instances that were not resampled are used in the test 
set. Also known as uncertainty estimates, bootstrapping cre-
ates resampled datasets of size similar to original dataset 
enabling generation of standard errors, confidence intervals, 
or interval estimates. In summary, cross-validation as well as 
bootstrapping aids in understanding model generalizability 
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(predicting future unseen data) and transferability (extrapo-
lation to similar problems).

External Validation Samples On the other hand, new sam-
ples as in-process blends could be employed as the exter-
nal validation sample. That said, to combine the power of 
external validation with the benefits of a prediction model 
based on available internal validation data, this research 
utilized an internal–external validation design/architecture. 
That is, physical mixture samples at 72% w/w, 100% w/w, 
and 128% w/w were substituted with processed samples 
at the lowest (70% w/w), mid (100% w/w), and highest 
(130% w/w) concentrations to generate an internal–external 
cross-validation dataset (resembling 13 clusters).

Bias‑Variance Decomposition (BVD)

The bias-variance decomposition (BVD) of error is another 
valuable approach employed to unravel both data as well 
as learning algorithm’s performance characteristics [54]. 
Based on these results, the need for hyperparameter tuning 
was approached. The BVD demonstrates that mean squared 
error of a model generated by a certain algorithm is indeed 
made up of two components: (1) irreducible error (as noise) 
and (2) reducible error (as bias, and variance), as shown in 
Eqs. 6 and 7. Lowering bias and/or variance would allow 
in developing more accurate models. Bias measures how 
closely the learning algorithm’s average prediction matches 
the optimal prediction, while variance describes how much 
the prediction varies over different training sets of a par-
ticular size. Irreducible error includes instrument, sample, 
or sampling-related causes. A model with minimal bias and 
variance is better often difficult to achieve. Hence, the bias-
variance trade-off principle is used.

Data Analysis and Statistics

NIR data from the instrument were converted to.csv file 
on Microscoft® Excel® for Microsoft 365. DQM was car-
ried out using JMP standard package (JMP®, Version 16, 
SAS Institute Inc. Cary, NC, 1989–2022) and R 3.6.2 (R 
Development Core Team, The R Foundation for Statisti-
cal Computing, 2020) using the RStudio Desktop 1.2.5019 
(RStudio, PBC., Boston, MA, USA) which is an integrated 
development environment (IDE) for R http:// www. rstud io. 
com/. Data analysis based on peak, ML were performed 
using Python (version 3.9.0). Machine learning involving 
the LightGBM, XGB, and CatBoost models were built by 

(6)
Mean Squared Error (Model) = Reducible Error + Irreducible Error

(7)
Mean Squared Error (Model) = Bias2 (model) + Variance (model) + Irreducible Error

using the LightGBM package (version 3.2.1) [55], Xgboost 
package (version 1.5.2) [56], and CatBoost package (ver-
sion 1.0.4) [57, 58] in Python. Univariate linear regression, 
multivariate linear regression, and other models were built 
by using the sci-kit sklearn package (version ‘0.24.0’) in 
Python [59]. The bias variance decomposition was per-
formed using the mlxtend package (version ‘0.18.0’) [54] 
in Python (Raschka, 2018). Matplotlib package (version 
‘3.4.1’) [60] and JMP were employed in generating plots.

Results

Risk‑Based Approach in Assessing NIR‑Based Blend 
Uniformity

Potential sources of variability that could influence the blend 
uniformity results measured using NIRS are indicated in 
Fig. 1. As much as six primary categories (albeit not exhaus-
tive) for the Ishikawa diagram with all components stated 
under each category are captured. Several major areas 
were kept constant, including sampling related, instrument 
related, measurement related, and environment related. 
Errors contributing to bias can exist, even when the equip-
ment and standards are routinely calibrated and are under 
the control. The source of bias with respect to NIR measure-
ments arising due to instrument-based was controlled using 
routine calibrations and employing FT-NIR; the errors due 
to instrument were mostly reduced. The influence of temper-
ature (25° ± 5°C) and humidity variations (60% ± 5% RH) on 
the chemical characteristics and powder properties (such as 
agglomeration, caking) were mitigated by incorporating the 
API that is stable to such extraneous effects. Because the 
API is in a low dose (~ < 5% w/w), the sample preparation 
technique was considered critical. To avoid issues about 
segregation or blend uniformity caused by powder mixing 
procedures, the samples were externally prepared (“offline”) 

as a “single dose” in the NIR glass vial. Similarly, glass 
vials were also NIR inspected to rule out any inconsistency. 
A total 13 calibration samples were prepared and analysed 
ranging between 67 and 133% w/w. Sampling for HPLC was 
carried out including the entire powder blend contained in 
the vial once the NIR measurements were completed. That 
is, the “offline unit dose vial” utilized for NIR data acqui-
sition is considered “a population”, while for HPLC, it is 
subsampling of NIR vial or statistically “a sample”. The 
entire idea is if HPLC results would be linear and yields 
correlation coefficient R2 = 0.99 or so, the NIR results should 
be also at par. To avoid people-related errors, one analyst 
trained in both HPLC and NIR technique was employed. 
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Using such an approach, the authors believe that NIR results 
are primarily dependent on scattering or physical variations, 
as well as accompanying data analysis methodologies like 
pre-processing and processing which is prima focus of this 
paper.

Interpretation of NIR Spectra of API, Excipients, 
and Blend‑NIR Feasibility Studies

The NIR spectra (raw data or zero derivative) of pure 
components (amlodipine, mannitol, microcrystalline cel-
lulose, croscarmellose, magnesium stearate) are displayed 
in Fig. 2. Figure 3 depicts the second derivative NIR 
spectra for pure components from 6,100 to 4,000  cm−1 
and expanded region from 5,000 to 4,500  cm−1, respec-
tively. The other expanded regions for clarity are shown 
in Figure S1 (from 6,100 to 5,700  cm−1) and Figure S2 
(from 4,500 to 4,000  cm−1). The characteristic peak cen-
tres of API assessed were 4,336  cm−1 (CH stretch + CH 
deformation combination), 4,450  cm−1 (OH stretch + C-O 
stretch combination), 4,578  cm−1 (CH stretch + Carbonyl 
stretch), 4,661  cm−1 (aromatic stretch + aromatic bend 
combination), and 6,004  cm−1 (aromatic first overtone), 
while the unique peaks for mannitol were monitored at 
4,310  cm−1 (polysaccharide CH stretch + CH deformation 
combination), 4,619  cm−1 (asymmetric C-H stretch/C-H 
deformation), 4,805  cm−1 (aliphatic OH combination), 
5,748  cm−1 (pyranose or furanose CH stretch first over-
tone), and 5,931  cm−1 (CH stretch first overtone). The 
precise NIR band assignments are challenging since a 
single band may be attributed to multiple different pos-
sible combinations of fundamental and overtone vibra-
tions, all of which are severely overlapping. Various 
resolution enhancement approaches are available. In 
this study, the calibration curve for blend homogeneity, 
however, is based on changes in the concentrations of 

amlodipine and mannitol which ranged between 67 and 
133% w/w. The concentration of other ingredients, how-
ever, remains unchanged. Additionally, for qualitative 
reasons, the intensity of regions between ~ 5,000  cm−1 
and ~ 4,500  cm−1 were tracked as a function of concentra-
tion variations; see Fig. 4. The spectral patterns for 133% 
w/w and 67% w/w can be interpreted as being qualita-
tively similar to amlodipine and mannitol, respectively, 
whereas, 100% is between 133 and 100% w/w. The prior 
information allowed it to be determined that the selected 
peaks were unique. Note that the second derivative spec-
tra utilized for diagnostic and/or visualisation purposes 
only. The ability of machine learning and deep learn-
ing to extract and decode the NIR signal from noise has 
been demonstrated to be effective, particularly in terms 
of quantitative analysis  [30]. Hence approaches like 
machine learning and/or deep learning are employed [32, 
61–63] wherein the raw NIR spectral data was utilized 
directly.

Samples for Calibration and Validation

To explore the precision and accuracy of the NIRS 
measurements as well as to optimize the machine learn-
ing parameters, 65 blend uniformity samples (a set of 
13 class with 5 repeatable measurements) ranging from 
about 67 to 133% w/w were generated. NIR spectra of 
these samples along with the regions of interest (ROI) 
are shown in Fig. 5. Initial analysis suggests that there 
is no apparent linear demarcation between the samples, 
as hypothesized.

Model and Feature Selection: Pre‑Screening

A framework for the selection of a suitable baseline 
model, including both linear and non-linear models, is 

Fig. 1  Cause-and-effect chart 
depicting the factors influencing 
the NIR method performance 
in assessing blend uniformity. 
(Instrument-related, measure-
ment-related, environment-
related, sampling-related factors 
were kept constant, while the 
factors of scattering and data 
analysis as indicated in “red 
fonts” were intensively studied) 
(Note: OFAT is one factor at a 
time)
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used as a preliminary method to analyse blend content 
uniformity of amlodipine. The three separate spectral 
regions of interest that were considered as features will 
also be presented in this section. The performance 
assessment metrics R2, MAE, MSE, and RMSE were 
employed to rank order the best-performing models. In 
summary, Table I shows the outcomes of several models 
(top 10) as well as various feature selection approaches 
and performance indicators. Linear models perform bet-
ter, and the ROI 3 is the most efficient, as evidenced 
by its spectral appearance. For clarity, please refer the 
second derivative spectral region Fig. 4.

Comparison of Performance of NIR with Primary 
Tools

Figure 6 displays the content uniformity results of amlodi-
pine blends as a measure of gravimetry, HPLC, and NIR. 
The peak purity determination and the profiles for amlodi-
pine employing HPLC are shown in Figures S3 and S4. No 
interferences and co-elution with amlodipine peak were 
apparent. The linear regression-predicted results were used 
to compare NIR and HPLC performance with gravimetry as 
reference measurements. The results are surprising, and fur-
ther analysis to decode this non-performance is carried out.

Fig. 2  Comparison of the zero 
derivative NIR spectra of API 
and excipients

Fig. 3  Expanded second deriva-
tive spectra (region between 
5000 and 4500  cm−.1) of the 
pure components (amlodipine/
API and excipients)
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Data Quality Metrics

Understanding the reliability of data through the appli-
cation of diverse data quality metrics is a prerequisite; 
otherwise, poor quality might have adverse effects on 
model prediction [43, 44]. In this regard, the BU data was 
subjected to rigorous tests to examine for normality, lin-
earity, multicollinearity, homogeneity in variance/homo-
scedasticity, presence of outliers, sample adequacy, and 
clustering tendency. The results indicated that the data 
is non-normal, non-linear, inhomogeneity in variance/
heteroscedasticity. That is NIR BU data were found to 

have violations of parametric assumptions [43, 44]. On 
the other hand, no outliers were identified. Moreover, data 
demonstrated clusterable tendency. The results of DQM 
are shown in Table II.

Clustering Regression

Clustering is a method for splitting a dataset into a collec-
tion of groups or clusters which is based on unsupervised 
machine learning. The Hopkins test demonstrated that the 
data in this study can be clustered; nevertheless, the num-
ber and quality of clusters were determined using cluster 

Fig. 4  Expanded second deriva-
tive spectra (region between 
5,000 and 4,500  cm−.1) of the 
pure components (amlodipine 
and mannitol) and blend sam-
ples (physical mixtures)

Fig. 5  Overlay NIR spectra of averaged amlodipine BU calibration samples with different regions of interest
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validation indices (CVIs), which are divided into four cat-
egories: (I) relative clustering validation, (II) internal cluster 
validation, (III) external cluster validation, and (IV) cluster 
stability validation. The intrinsic approaches are preferable 
over the other CVIs since they do not require prior knowl-
edge of subgroups. In general, intrinsic validation methods 
examine how effectively clusters are separated and com-
pacted. This study employed ICVs (distortion score, silhou-
ette index, Calinski-Harabasz/CH index) as well as domain 
knowledge. The distortion score metric calculates the sum of 
squared distances between each point and its corresponding 
centre. Silhouette score measures the similarity of datapoints 
within cluster (cohesion) as well as between clusters (sepa-
ration) thereby determining the mean silhouette coefficient 
across all samples. On the contrary, the Calinski-Harabasz 
index is computed as the ratio of inter-cluster and intra-
cluster dispersion for all clusters (where dispersion is the 
sum of squared distances). Elbow method based on distor-
tion metric and elbow method based on silhouette score are 
shown in Fig. 7A and B, respectively. The scores for dis-
tortion metric as well as silhouette metric should be lower. 
The computed Calinski-Harabasz index or score is shown 
in Fig. 7C, and higher the CH scores, the more defined the 
clusters. As shown in Fig. 7D, 13 BU calibration samples 

were produced, ranging from 67 to 133% w/w, and ideally, 
there should be 13 clusters based on domain knowledge.

Following the determination of the number of clusters, 
clustered regression a hybrid method involving the fol-
lowing steps was carried out: (1) cluster analysis of data 
with independent variable (three different spectral regions 
of interest) using the K-means algorithm; (2) the samples 
are then categorized according to how similar they are in 
clusters (number of clusters determined using CVIs and 

Table I  Performance Metrics (R2, MAE, MSE) Results for Various Models (Top 10) as a Function of Feature Selection (Region of Interest based 
on Wavenumber) 

Feature selection 1: 15,000 to 4,000  cm−1

Performance metrics Linear PLS Ridge SVM Lasso RF kNN LightGBM AdaBoost XGB
R2 Train 1.00 0.99 0.21 0.00 0.00 0.87 0.39 0.27 0.85 1.00

Test 0.77 0.83 0.00  − 0.03  − 0.05  − 0.81  − 0.70  − 0.36  − 0.86  − 0.78
MAE Train 0.00 1.86 16.66 18.49 18.55 6.24 13.76 15.26 7.14 0.00

Test 6.69 6.73 14.23 15.92 16.10 17.81 17.83 17.86 18.21 18.29
MSE Train 0.00 5.93 362.86 457.57 459.80 57.85 282.70 334.87 67.66 0.00

Test 71.15 52.02 304.73 315.40 319.75 554.48 519.05 416.11 567.12 544.30
Feature selection 2: 10,000 to 4,000  cm−1

Performance metrics PLS Linear AdaBoost Bagging RF LightGBM Ridge ETR CatBoost GB
R2 Train 0.93 1.00 0.75 0.85 0.89 0.60 0.17 1.00 1.00 0.99

Test 0.95 0.94 0.15 0.15 0.14 0.09 0.09 0.02 0.02 -0.01
MAE Train 4.37 0.00 9.12 6.18 5.72 9.72 16.60 0.00 0.85 1.10

Test 4.44 4.67 20.06 18.74 19.71 21.38 21.49 19.79 19.46 18.51
MSE Train 29.10 0.00 108.22 63.39 49.94 175.95 360.76 0.00 1.28 2.37

Test 27.31 35.34 512.49 514.06 516.99 546.48 551.75 590.23 592.03 611.15
Feature selection 3: 6,099 to 4,000  cm−1

Performance metrics PLS Linear XGB Bagging CatBoost RF Ridge GB LightGBM AdaBoost
R2 Train 0.94 1.00 1.00 0.84 1.00 0.87 0.14 0.99 0.46 0.73

Test 0.94 0.94 0.17 0.13 0.09 0.08 0.04 0.02 0.01 0.01
MAE Train 4.27 0.00 0.00 6.79 1.08 6.17 16.82 1.64 12.30 9.52

Test 5.00 4.96 18.45 19.47 17.86 20.70 21.99 19.17 22.14 20.80
MSE Train 25.30 0.00 0.00 70.15 1.96 57.31 376.75 4.49 237.16 117.02

Test 34.49 36.52 501.89 527.84 552.10 556.02 581.62 591.13 594.80 597.01

Fig. 6  Comparison of HPLC and NIR (conventional machine learn-
ing) performance against gravimetry method
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domain knowledge; (3) the new sorted data is reassembled, 
and the regression-based machine learning is performed; and 
(4) the optimal model (linear/non-linear) is chosen based 
on the lowest MSE/MAE/RMSE in relation to the test data, 
whereas the R2 metric was employed as a support tool to 
understand the linearity.

Comparison of Performance Metrics to Finalize 
the Feature Selection and Linear Model

Comparison for various univariate, multivariate, conventional 
machine learning, and hybrid machine learning approaches 
and their respective performance is sorted in descending 
order using the “mean squared error of test” (Fig. 8A) and 
“mean absolute error of test” (Fig. 8B), while the “coeffi-
cient of determination (R2)” is depicted in ascending order 
in Fig. 8C. The hybrid machine learning models were found 
to outperform the univariate, multivariate, and conventional 
machine learning models as indicated through the very low 
MAE, RMSE scores and very high or equal to unity R2 values.

Bias‑Variance Decomposition

In order to understand the overfitting/variance and under-
fitting/bias, these models were subjected to bias-variance 
decomposition. Traditional univariate and multivariate 
regression, as well as regression based on machine learn-
ing, did not work effectively. To this end, the component of 
the mean-squared error was separated into bias and variance 

error. Bias represents the error from the erroneous assump-
tions about the training data (quality). On the other hand, 
variance arises due to error from sensitivity of small changes 
in the training data (quantity). Because MSE and bias both 
have similar deviations, under-fitting is assumed as the main 
reason (refer to Fig. 9). The error may be reduced because of 
diverse methodologies, but the error is considerably larger 
than that of primary analytical methods like HPLC and 
gravimetry. This is surprising because samples for HPLC 
procedures were withdrawn from NIR vial. That is, NIR 
outcomes should be on par with or better. When nonpara-
metric pre-processing (clustering) was combined with linear 
regression (termed clustered linear regression), the findings 
showed a ~ 350% reduction in bias when compared to con-
ventional machine learning approaches.

Sensitivity Analysis‑Cross‑Validation

The findings (point-estimates) of the hold-out sample 
strategy are well-known to be inefficient. Hence, cross-
validation methods (like internal, external, or combina-
tion) to extract interval-estimates are required. Internal 
CV techniques such as fivefold cross-validation, LOOCV, 
and bootstrapping are used, with the results shown 
in Table III. The mean absolute error based on tenfold 
cross-validation was BU ± 0.9% w/w while bootstrapping 
interval estimate yielded about BU ± 3.5% w/w at 95% 
confidence interval. To evaluate these disparities, leave 
one out cross-validation was performed. There were few 

Table II  Data quality metrics

Test What for? Decision Rule Results

Shapiro–Wilk test Test for normality • Null hypothesis: p > 0.05, data 
follow normal distribution

• Alternate hypothesis: p 
value < 0.05 implies data do not 
follow normality

• Non-normal (Figure S5)

Levene’s test Test for homogeneity of variance 
(homoscedasticity)

• Null hypothesis: p > 0.05, data 
shows homoscedasticity

• Alternate hypothesis: p 
value < 0.05 implies data is not 
show homoscedastic

• Heteroscedasticity (Figures S6 
and S7)

Scatterplot matrix (SPLOM) Test for linearity • Pairwise combinations of con-
tinuous variables

• Independent features are linear 
non-linear with target cell (Fig-
ure S8)

Variance inflation factor (VIF) Test for multicollinearity • Values < 5 indicate less or no,
• Values 5–10 imply moderate
• Values > 10 indicate severe

• Multicollinear (Figure S9)

Mahalanobis Test for outliers • A datapoint that has extreme 
values (either large or small) than 
nearest value

• No outliers observed (Figure S10)
T2 hotelling
Jackknife test
Hopkin’s test Test for clustering as dimension-

ality reduction in row-wise or 
instance-wise or x-direction

• To identify the presence of clus-
ters in data

• H-statistic value 0.05 (should 
be < 0.25 a.u) hence the data 
clusterable
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Fig. 7  Expected number of 
clusters based on “distortion 
metric (A)”, “silhouette metric 
(B)”, and “Calinski-Harabasz 
metric (C)”, and domain under-
standing representation (D)
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datapoints that yielded MAE from 1.5 to 5.1% w/w which 
further evidences the disparities. That is, these outlier data-
points may cause bootstrap interval estimations to be skewed. 
In this study, an internal–external validation design involving 
new samples (like processed amlodipine blend) were added 
to the existing internal validation data. Importantly, physical 
mixture samples at 72% w/w, 100% w/w, and 128% w/w were 
substituted with processed samples at the lowest (70% w/w), 
mid (100% w/w), and highest (130% w/w) concentrations to 
generate an internal–external cross-validation dataset (resem-
bling 13 clusters). As previously indicated, the clustered linear 
regression model is re-run on this data, and the results are pre-
sented in Table III. However, the target labels were obtained 
from reference techniques like gravimetry. Entire procedure 
of clustered linear regression was run on the internal–external 
validation samples. The tenfold cross-validation results were 
0.332% w/w ± 0.285% w/w, and bootstrapping CI at 95% were 
BU ± 1.5% w/w.

Discussion

The work carried out is in accordance with the analyti-
cal quality by design (AQbD) for multivariate statistical 
approach. The various stages of AQbD can be classified 
into broad section involving development, verification, and 
lifecycle management.

Analytical Target Profile and Risk Assessment

The robustness of an analytical methodology during its 
application can be addressed by using a systematic and 

scientific approach to method development. The require-
ments associated to a measurement on a quality attribute 
that must be met by an analytical technique are prospectively 
described by employing the analytical target profile (ATP). 
This frequently necessitates selecting the optimal tool fol-
lowed by screening the potentially fit-for-purpose analytical 
procedure. In this study, ATP selected is in determining the 
blend uniformity of amlodipine in the presence of excipients 
from 67 to 133% w/w. Since NIR results are prone to non-
linearities, in one of the study, Rantanen et al. [64] identified 
various physical factors influencing the performance of the 
model. The author employed more than one quality profile 
in increasing the robustness of the NIR analytical procedure. 
That said, the major goal of this study is to ascertain whether 
the selection of pre-processing and processing techniques 
influences the results of the analytical data. To this end, risk 
assessment-based approach involving Ishikawa/fishbone 
analysis wherein variability due to material, process, envi-
ronment, analyst, and product were accounted, enabling the 
focus to concentrate on data analysis.

Variable Selection and Model Selection

For NIR-based BU analysis, the amlodipine and man-
nitol were blended at 13 concentrations (between  67 
and 133% w/w), while other excipients remained unchanged. 
HPLC and gravimetric analysis were utilized as primary tool 
to estimate the true API content. Different feature/variable 
selection involving (i) full dataset: 15,000 to 4,000  cm−1; 
(ii) truncated data 1: 10,000 to 4,000  cm−1; (iii) truncated 
data 2: 6,099 to 4000  cm−1; and (iv) truncated data 3: only 
encoded features were prepared. The top ML models on 
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these samples were ranked using performance metrics, sen-
sitivity analysis, and bias-variance decomposition results; 
the findings are discussed below. With an MAE of 5–9% 
w/w, linear baseline models outperformed non-linear base-
line models, which means HPLC (MAE ~ 2.5% w/w) is more 
precise than NIR. Because HPLC sampling occurs after NIR 
analysis, its results should have been equivalent. This non-
performance was attributed to violation of assumptions with 
respect to linear regression like normality, inhomogeneity in 
variance, and multicollinearity leading to bias in the results. 
Clustered regression models, in which the BU data is first 
grouped over which regression is executed, are used to over-
come these restrictions. As illustrated in Fig. 10, this tech-
nique produces good linearity while reducing bias, resulting 
in improved BU outcomes comparable to primary analytical 
procedures. In low-risk scenarios, interpretability, explain-
ability, generalizability, and/or transferability of the machine 
learning models are not considered to pose any concerns 
[65]. On the other hand, it is crucial and needs to be high 
risk with respect to critical quality attributes like BU [66]. 
Because the purpose of this project is to develop approaches 
to address disparities and biases caused by physical artefacts, 

the ML models have been validated. Similarly, the sample 
size and population selection are discussed. On the other 
hand, the validation of the NIR method, on the other hand, 
is beyond the scope of this study.

Sample Size, Population, and Data Transformation

In this investigation, a sample design with 13 concentra-
tions ranging from 67 to 133% w/w  is employed. NIR 
data were collected five times at each concentration. In 
total, there are 65 samples. BVD of mean squared error 
(cf. section on bias-variance decomposition) was adopted 
to comprehend the cause-and-effect (interpretability) [67, 
68]. According to BVD, it is interpreted that bias/under-
fitting of algorithms is the cause-and-effect of NIR non-
performance. The variance factor of for all the models 
remained a constant. As a result, integrating and lever-
aging data clustering reduced bias, which enhanced the 
regression model’s performance. DQM was employed to 
demonstrate how significant is the selection of data pre-
processing approaches that contribute to the success of the 
final model (explainability) [67, 68]. Data quality metrics 

Fig. 9  Bias-variance decom-
position for various univariate 
machine learning conventional 
and machine learning hybrid 
approaches
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assessment indicated that the multitude of linear paramet-
ric assumptions like normality, linearity, multicollinearity, 
and homoscedasticity was violated which might mislead 
prediction or inferences due to biased and/or imprecise 
coefficient estimates. It is well-known that NIR data is 
prone to physical artefacts, which requires spectral pre-
processing, that utilizes derivatization (1st/2nd), SNV, and 
MSC/EMSC. These are, however, parametric approaches; 
hence, non-parametric feature transformation/categoriza-
tion like data clustering/segmentation was adopted. On the 
segmented data, there was ~ 350% reduction in bias, and 
the clustered-linear regression model performed better than 
HPLC with a MAE of ~ 0.5% w/w. Interestingly, when the 
bias was addressed, there was profound decrease in vari-
ance. These results also reflect that the data or sample or 
population is of appropriate quality and quantity for ML 
analysis.

Robustness of Model

To examine the model’s robustness/generalization capa-
bility, sensitivity analysis like cross-validation (such 
as tenfold, bootstrapping, and leave one-out) was per-
formed [40, 67, 69]. As with hold-out validation, tenfold 

cross-validation had lower error rates. Conversely, the 
implemented bootstrapping (at 95% confidence interval) 
on the internal validation dataset produced marginally 
wider cross-validated estimates, emphasizing a degree of 
variability. LOOCV was also performed, and few obser-
vations ascribing to this variability were also identified. 
These observations were not anomalies (refer Table III 
for details), according to orthogonal evaluation for out-
lier analysis (employing Hotelling T2 and Mahalanobis 
distance). In general, a range of performance metric 
approaches have been utilized to identify the models’ 
robustness or generalization capabilities of the devel-
oped ML model. Reiterating, near-infrared spectra are 
known to be sensitive to physical artefacts, and the 
observed deviations in NIR-based BU results can be 
attributed to strong scattering effects of pharmaceutical 
powders [70]. Therefore, additionally, we adopted leave 
one out cross-validation-based performance metrics 
in assessing the error. Results indicated that the error 
was limited to few datapoints (< 5); hence, no additional 
investigations were performed. In summary, the model 
generalization error of BU ± 3.5% w/w (95% confidence 
interval) was tolerable and suggest that the CLR model 
is robust [70].

Table III  MAE Results of 
Hold-Out Data and Resampling 
Approaches on Hybrid Cluster 
Linear Regression

The discrepancies in the performance error metrics MAE against internal validation/cross-validation/model 
generalizability (hold-out, fivefold CV, LOOCV, Bootstrapping) are due to the following observations: 55 
(122% w/w), 56–59 (128% w/w), 62 (133% w/w)
The results of univariate outlier test using Mahalanobis, Jackknife, and Hotelling T2 indicate that the rows 
or observations describing 9 (72% w/w), 12 (78% w/w), 13 (78% w/w), 34 (100% w/w), 64 (133% w/w) 
were found to be closer to the upper control limit (UCL) and probable outliers (refer to Figure S10).
On the other hand, these observations in the scatter plot (refer to Figure S8) exist as usual count; hence, 
these were not considered as outliers (therefore were not be removed/transformed)
In summary, the observations causing performance metric errors are not anomalous or outlier datapoints. 
The investigation is beyond the scope of this work, however, might be a subject of future research.

Internal validation (model generalizability)
Contents 6,099–4,000  cm−1 (MAE in 

% w/w)
Cluster features (MAE in 

% w/w)
Hold-out test results 0.4389 0.077
fivefold cross validation 0.674 ± 0.218 0.211 ± 0.174
LOOCV (only abnormal or high error 

values are presented with instance/sample 
number)

Observation (55) 0.9638 Observation (55) 1.00000
Observation (56) 0.7254 Observation (56) 1.00000
Observation (57) 0.6673 Observation (57) 1.00000
Observation (58) 1.4390 Observation (58) 1.00000
Observation (59) 0.1505 Observation (59) 1.00000
Observation (62) 5.0001 Observation (62) 5.00000

Bootstrapping at 95% CI (0.078, 2.265) (0.077, 3.866)
Internal–external validation data (model transferability)
Contents 6,099–4,000  cm−1

(MAE in % w/w)
Cluster features
(MAE in % w/w)

Hold-out test results 0.001 0.000
fivefold cross validation 0.327 ± 0.650 0.325 ± 0.975
Bootstrapping at 95% CI (0.000, 1.547) (0.000, 1.580)
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Recalibration and Model Maintenance

It is well-known that when sample size is small (as in this 
study), cross-validated estimates are susceptible to variabil-
ity or heterogeneity in the dataset. Determining the model’s 
transferability, recalibration, and/or model maintenance 
cannot be a binary concept because there are no univer-
sally accepted procedures [67, 69, 71, 72]. In this study, 
an internal–external validation architecture was employed 
where in-process blends were incorporated to an already 
generalized internally cross-validated model. These samples 
were the most realistic approximations and could resemble 
data from alternate suppliers or new batches of raw materi-
als/processed samples. The described procedure should be 
considered as a catalyst for the timely and effective imple-
mentation of post-approval changes to the NIRS procedure 
in conformity with regulatory bodies. Economically effi-
cient methodology for a given dataset is chosen using the 
“quadro” approach (like DQM, BVD, clustering, and cross-
validation) from a pool of machine learning algorithms and 
feature transformation modalities.

Summary and Limitations

Since the preliminary study presented herein was focussed 
on model’s interpretability, explainability, generalizability, 
and transferability, the procedures employed were carried out 
manually like determining the number of clusters (requir-
ing domain knowledge as well as statistical approaches) 
and determining the cluster label, which requires the results 
of primary techniques such as HPLC or gravimetry. With-
out automating these two steps, the regression coefficients 
are hard to determine on new datasets. As part of future 
work, we intend to address the limitations of clustered lin-
ear regression in an unsupervised manner or automate the 
present methodology.

Conclusion

Interestingly, machine learning on spectroscopy data is a 
field which is not researched much, at least within the phar-
maceutical domain. In this study, a versatile NIR method 

Fig. 10  Outline of the NIR-based content uniformity assessment using methodical statistical machine learning approach
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to estimate quantify amlodipine API as part of blend uni-
formity was successfully developed using different calibra-
tion dataset. The research presented here is based on the 
formalism of data analytics, which includes understanding 
the data, leveraging statistics, selecting appropriate machine 
learning approaches, and incorporating domain knowl-
edge or first principles approach. The results show that at 
95% CI, the MAE is BU ± 3.5% w/w and BU ± 1.5% w/w 
for generalizability and transferability, respectively. As a 
result, this approach can be regarded as a unique toolbox 
for solving various technical and business-related chal-
lenges. In summary, for the first time, a domain-agnostic, 
artefact-agnostic, interpretable, explainable, generalizable, 
and transferable machine learning model to measure blend 
uniformity of API/excipient under investigation has been 
demonstrated. The approaches employed were part of the 
development of multivariate statistical approaches (as per 
ICH Q14 AQbD) which are extensible to machine and deep 
learning methodologies. According to the authors, this will 
enable implementation of NIR-based BU evaluation in the 
pharmaceutical environment for applications such as batch 
and continuous manufacturing, PAT-related routines, and to 
the best, real-time release testing.

Supplementary Information The online version contains supplemen-
tary material available at https:// doi. org/ 10. 1208/ s12249- 022- 02403-9.
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