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## Introduction

Kristof T. Schütt, Stefan Chmiela, O. Anatole von Lilienfeld, Alexandre Tkatchenko, Koji Tsuda, and Klaus-Robert Müller


#### Abstract

Rational design of molecules and materials with desired properties requires both the ability to calculate accurate microscopic properties, such as energies, forces, and electrostatic multipoles of specific configurations, and efficient sampling of potential energy surfaces to obtain corresponding macroscopic properties. The tools that provide this are accurate first-principles calculations rooted in quantum mechanics, and statistical mechanics, respectively. Both of these come with a high computational cost that prohibits calculations for large systems or samplingintensive applications, like long-timescale molecular dynamics simulations, thus presenting a severe bottleneck for searching the vast chemical compound space. To overcome this challenge, there have been increased efforts to accelerate quantum calculations with machine learning (ML).


[^1]The success of ML methods, and artificial intelligence (AI) in general, rests on their ability to uncover and exploit regularities within data, without an explicit concept of the underlying principles that cause them (e.g., [1,2]). This allows the description of phenomena that are not yet fully understood or computationally too expensive to calculate exactly. Recently, AI was able to beat the champion in Go, one of the most challenging classical games [3]. Traditional rule-based algorithms have failed to perform at an even remotely comparable level in the face of the enormous search space that needs to be traversed. The proposed AI method, on the other hand, was able to develop more efficient strategies in a reinforcement learning scheme. Similarly, ML and AI have been used to enable medical decision making (e.g., [4-7]) or contribute to analyzing data in the neurosciences (e.g., [811]). While a careful application of ML can aid in revealing insights like that, it is crucial to ascertain their robustness beyond any doubt. The field of explainable AI addresses this long standing challenge, by highlighting the reliability of problemsolving behaviors of learning machines to which standard performance evaluation metrics are oblivious (e.g., [12, 13]).

For the field of quantum chemistry, training nonlinear regression models, such as Gaussian processes or neural networks, on accurate reference calculations allows to shortcut quantum mechanics and directly predict chemical properties [14-16]. ML predictions of atomic forces can drive molecular dynamics simulations, while uncertainty estimates and active learning guide the acquisition of more reference calculations to further improve the previously trained models [17, 18]. Having immediate access to such accurate predictions of chemical properties allows for extensive, large-scale studies that would have been infeasible with conventional quantum chemistry simulations. Beyond that, chemical insights can be obtained by developing interpretable models and employing techniques from explainable AI [19]. This book has emerged from the 2016 IPAM Long Program Understanding Many-Particle Systems with Machine Learning as well as the NeurIPS Workshops 2017 and 2018 on Machine Learning for Molecules and Materials. It aims to provide researchers that are new to this quickly developing field both with the fundamental concepts and a cross-section through the various lines of research. While the focus lies on physics-based machine learning that models electronic and atomistic properties, the book also touches on related fields of chemo- and materialsinformatics. In the following, we give an overview of the topics covered in the book. As the subject of this book is inherently interdisciplinary, its first part starts off with an introduction of the fundamental concepts and techniques. This includes a chapter on the basics of quantum and statistical mechanics for modeling molecules and materials as well as chapters on two of the most popular machine learning techniques in this field-kernel methods and neural networks.

Incorporating prior physical knowledge into the machine learning models is crucial to obtain accurate predictions given as few computationally expensive reference calculations as possible. Part II is concerned with various approaches to achieve this. In particular, it covers the design of $n$-body force-fields based on physical principles such as smoothness and invariances, modeling response properties as well as choosing the kernel complexity for optimal generalization.

While manual design of kernels and features may be informed by prior knowledge, some aspects need to be chosen using heuristics. In contrast, deep neural networks aim to learn a representation of the data. Part III presents deep learning approaches to model molecules and materials and shows how to extract insights from the learned representation.

The second half of the book focuses on applications, starting with ML-enhanced atomistic simulations in Part IV. The chapters cover the application of neural networks and kernel methods to drive molecular dynamics simulations, computing uncertainty estimates as well as dealing with long time-scales. Part V addresses the discovery of novel molecules and materials and the exploration of chemical compound space. This includes ML predictions across chemical compound space as well as approaches from chemo- and materials-informatics such as recommender systems and graph generative models.

We expect that combining approaches from all these directions of researchranging from prediction of chemical properties over the sampling of potential energy surfaces to recommender systems and generative models for molecular graphs-will enable researchers to build powerful multi-step frameworks to facilitate targeted, rational design.

Acknowledgments All editors gratefully acknowledge support by the Institute of Pure and Applied Mathematics (IPAM) at the University of California Los Angeles during the long program on Understanding Many-Particle Systems with Machine Learning.
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## Fundamentals

## Preface

In recent years, applying machine learning techniques to model atomistic systems has led to promising advances towards accelerated sampling of potential energy surfaces and inverse chemical design. This quickly developing field is inherently interdisciplinary and brings together fundamental techniques from material modeling and quantum chemistry as well as machine learning.

The first part of the book aims to introduce important concepts from these domains. Chapter 2 [1] briefly covers material modeling, including the necessary fundamentals of statistical and quantum mechanics. In the following, Chaps. 3 [2] and 4 [3] introduce kernel methods and neural networks, respectively. Those are among the most common machine learning techniques in the field and applied in many chapters throughout the book.
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# Introduction to Material Modeling 

Jan Hermann


#### Abstract

This introductory chapter presents material modeling, or computational materials science, as a discipline that attempts to computationally predict properties of materials and design materials with given properties, and discusses how machine learning can help in this task. At the center of material modeling is the relationship between the atomic structure and material properties. This relationship is introduced together with the quantum and statistical mechanics as the two main tools for material modeling from first principles, which should also guide the development of new machine learning approaches to computational materials science. Material modeling operates with an abundance of technical terms, and some of these are explained in a glossary at the end of the chapter.


### 2.1 Introduction

Material modeling, or computational materials science, refers to the problem of computational prediction of material properties, and also to the inverse problem of computational discovery of materials with given properties [1-4]. Traditionally, modeling of materials is based on the underlying fundamental physical laws-quantum and statistical mechanics-expressed in the form of mathematical equations, which provide an in principle exact framework for building the right models. This bottom-up approach is limited by the complexity of the equations, and by the difficulty in recognizing a priori which of the degrees of freedom in the

[^2]description of a system are relevant for the solution of the equations, and which can be omitted to reduce the complexity. Material modeling sometimes resorts to the opposite top-down approach as well, in which known materials and their properties are used to parametrize or simplify the models, but such techniques are often used in an ad-hoc fashion without any systematic theoretical guidelines. Here, machine learning as a discipline can fill this void and provide precisely such guidelines in the form of a solid mathematical framework for inferring unknown models from known data, extracting the relevant degrees of freedom along the way. Delivering on such a promise, this book presents a series of works that pave the way towards incorporating machine learning into material modeling. The challenge in such a program is to avoid creating an entirely orthogonal branch of research to the established techniques. Instead, the goal is to either incorporate machine learning into existing methods, thus enhancing them, or use the existing methods to bootstrap the machine learning approaches. For this reason, this introductory chapter gives a brief introduction into the traditional bottom-up approach of material modeling in the form of fundamental physical laws.

One possible way to characterize learning is that it involves inferring probability distributions from data that are assumed to be sampled from those distributions. In the common meaning of the word learning, the "data" may be observed instances of behavior and the probability distributions would be the "rules" according to which one behaves, both in terms of what behavior is possible (marginal distributions) and which behavior is appropriate for a given situation (conditional distributions). In some types of learning problems, with seemingly or evidently deterministic rules, the formulation in terms of probabilities may seem superfluous, but even in such cases it enables a rigorous handling of the fact that one always works with limited amount of data, and as such there can never be a certainty about the underlying inferred rules. In traditional machine learning tasks, e.g., image recognition, natural language processing, or optimal control, it is in general assumed that very little is known about the underlying distributions besides some general and often obvious properties such as locality or certain invariances. Either the data being modeled are too complex to derive anything meaningful about the distributions from theory, or, more commonly, there is no theory available.

When applying machine learning to molecules and materials, on the other hand, one has the whole toolbox of quantum and statistical mechanics to derive all sorts of general approximations or exact constraints to the distributions that underlie the data. The approximations can serve as a basis which a machine learning model improves, or as motivation for constructing specialized features and architectures. The constraints, such as symmetries or asymptotic behavior, can improve data efficiency and numerical stability of the learning algorithms, and in the case of unsupervised learning may even be a necessity to avoid learning unphysical solutions. In many applications, the methods of quantum and statistical mechanics do not enter the machine-learning techniques directly, but they are used to generate the data that are used to train the machine-learning models. In such cases, the question of feasibility and accuracy of the generated data becomes an integral part of the design of the machine learning approach.

This chapter aims to give a brief introduction to the problem of modeling of molecules and materials intended for a reader with only the most rudimentary knowledge of physics and chemistry. It attempts to provide a context for the technical parts of the book, and place the subsequent chapters in the broader map of materials science. The topic and scope of this chapter preclude any chances at being comprehensive, but it should give an explanation of some of the core principles and ideas, and point to topics of possible further study.

Section 2.2 presents the traditional problems encountered in material modeling in the framework of the relationship between material structure and material properties. Sections 2.3 and 2.4 present quantum mechanics and statistical mechanics-the two main disciplines of physics and theoretical chemistry that provide the theoretical framework for modeling molecules and materials. The chapter is concluded in Sect. 2.4 by a glossary of common terms that are frequently used in the subsequent technical chapters and where they are assumed to be understood.

### 2.2 Structure-Property Relationship

The ultimate goal of material modeling is to replace real-world lab experiments using materials and measuring instruments with (cheaper) computer simulations in the task of predicting the physical and chemical properties of a material [5]. This is the so-called forward problem in materials science. The corresponding inverse problem is to produce a (usually novel) material that has a set of desired properties, using computational techniques-this branch of materials science is called materials design or discovery [6]. The inverse problem is usually considered to be much harder than the forward problem, at least with existing techniques.

The reason for calling the material property prediction a forward problem is that, in principle, it has an exactly known unique solution. The mathematical solutions of the Schrödinger equation of quantum mechanics, applied to materials, can give answers to many questions about the properties of a material [7]. The rest of the questions can be, again in principle, answered by the tools of statistical mechanics [8, 9]. Unfortunately, the Schrödinger equation can be solved analytically only for the simplest "molecule"-a single hydrogen atom-and the numerical techniques that give sufficiently accurate solutions are computationally too expensive for many materials of interest. A large portion of the efforts in material modeling then deals with a careful analysis of these numerical models and their errors, with attempts to have these errors under control, and ultimately with devising more accurate, more general, and more computationally efficient models. The first technical part of the book, Representations, covers attempts to entirely avoid having to deal with the Schrödinger equation by learning the properties obtained from its solutions directly from data. Similarly, statistical mechanics can provide analytical answers only for the most rudimentary models, such as noninteracting harmonic oscillators, hard spheres, or two-dimensional lattices, and relies on statistical sampling from various types of thermodynamic distributions (ensembles) for more realistic systems. The biggest (unsolved) problem is then to generate representative samples from these
distributions. The second part of the book, Atomistic Simulations, deals with applications of machine learning to this sampling problem. The inverse problem of materials science, as every inverse problem, is likewise solvable in principle, by enumerating all possible materials and solving the forward problem for all of them. But this is unfeasible in most cases due to the sheer combinatorial size of the problem space in question. The third part of the book, Discovery, covers the use of machine learning to accelerate materials design by reducing the effective search space.

### 2.2.1 Atomic Structure

An important part of the discussion of material properties is the question of unique specification of a material or a molecule. All materials are composed of atoms, and specifying a material is usually understood as specifying its atomic structure. Disregarding quantum mechanics for a moment, the state of a piece of material is fully given by listing the positions and velocities of all its atoms, and to which element each of them belongs-this is called a microstate. However, since one gram of a typical solid or liquid contains on the order of $10^{21}-10^{23}$ atoms, this is practically impossible and in fact not necessary. The vast majority of the degrees of freedom involved in such a specification are constantly changing in any given piece of material, and as such do not pertain to any kind of permanent structure.

Which of the degrees of freedom constitute the atomic structure depends largely on the type of material and sometimes on the material property being investigated in the structure-property relationship. Although the term "material" is usually reserved for solid objects, consider water vapor for a moment as an example of a simple material. Water vapor consists of individual water molecules, each of which consists of one oxygen $(\mathrm{O})$ and two hydrogen $(\mathrm{H})$ atoms and whose geometry can be specified by the two $\mathrm{O}-\mathrm{H}$ distances and the angle between them. At any given moment, the distances and angles in all the molecules in a drop of water are narrowly distributed around some mean values. (The actual width of these distributions increases with temperature and is a subject matter of statistical mechanics.) The same distributions would be found if one repeatedly measured the geometry of a single molecule over a period of time. The individual molecules move fast along straight lines between relatively rare collisions, spinning as they do, so the relative positions of the molecules change rapidly. It then follows that the only structurally persistent motif is the mean geometry of a water molecule-two OH distances and one $\mathrm{H}-\mathrm{O}-\mathrm{H}$ angle. In the case of water vapor, this is all that can be said about its atomic structure, and many properties of water vapor can in fact be determined from studying just a single molecule as a representative of all the molecules.

Going to liquid water, the geometry of the individual molecules is unchanged, and they still constantly vibrate, move around, and spin, but they are now condensed and essentially touching each other. Many interesting water properties do not follow from the properties of a single molecule like in vapor anymore, but rather are a result
of the statistical characteristics of the relative positions and movement of the water molecules, which can be very complex. However, these characteristics do uniquely follow from the interactions between individual water molecules. In principle, there could be different "kinds" of water, for which the statistical characteristics and hence material properties would be different, but this is not the case, and neither is for vast majority of liquids. As a result, all it takes to specify liquid water as a material is the geometry of a water molecule.

Moving on to solid water-ice-the water molecules themselves are again unchanged, they are condensed similarly to liquid water, and they still vibrate around the most likely geometry, but now their relative positions and rotations are frozen. As in the case of the intramolecular degrees of freedom ( $\mathrm{O}-\mathrm{H}$ distances, $\mathrm{H}-\mathrm{O}-\mathrm{H}$ angles), the intermolecular degrees of freedom are not sharp values, but narrowly distributed around some mean values, nevertheless they are not entirely free as in the liquid or vapor. Fortunately, it is not necessary to specify all the relative positions of all the molecules in a piece of ice. Common ice is a crystal, which means that its water molecules are periodically arranged with a relatively short period. Thus one needs to specify only the positions of several water molecules and the periodic pattern to express the atomic structure of ice. Unlike in the case of liquid water, the water molecules in ice can be arranged in different structural arrangements, and as a result there are different types (phases) of ice, each with different material properties. (Almost all ice found naturally on Earth is of one form, called $\mathrm{I}_{\mathrm{h}}$.) In general, a crystal is any material with periodic atomic structure. This relative structural simplicity enables them to be specified and characterized precisely, because a microscopic region of a crystal at most several nanometers across uniquely determines the atomic structure of the whole macroscopic piece of a material. Many common solid materials are crystalline, including metals, rocks, or ceramics. Usually a macroscopic piece of a material is not a single crystal, but a large array of very small crystals that stick together in some way. This structure on top of the microscopic atomic structure of a single crystal can sometimes have an effect on some properties of a material, but often is inconsequential and not relevant for material modeling.

Other solid materials, including glasses, plastics, and virtually all biological matter, are not crystalline but amorphous-their atomic structure has no periodic order. Still, specifying the structure of such materials does not require specifying all the atomic positions. Consider a protein as an instance of complex biological matter. Proteins are very large molecules consisting of hundreds to hundreds of thousands atoms, with typical sizes in thousands of atoms, that play a central role in all life on Earth. All proteins are constructed as linear chains, where each chain link is one of 22 amino acids, which are small organic molecules. Like in a common chain, the overall three-dimensional shape of a protein is relatively easy to change, whereas the linear sequence of the links (amino acids) is fixed. Unlike in a common chain, the amino acids themselves have internal degrees of freedom, with some of them hard as the distances and angles in the water molecules, and some of them relatively soft. When a protein molecule is constructed in a cell from the amino acids, its three-dimensional shape is essentially undetermined, and all that can be said about
its atomic structure in that moment is the linear sequence of the amino acids-this is called the primary structure. Most proteins in living organisms are not found having random shapes, but very specific native forms. As a result of the complex quantummechanical interactions within the protein and of the protein with its environment, the initially random shape folds into the native shape, referred to as the secondary and tertiary structure, at which point the protein can fulfill its biological function. This process does not only fix the overall three-dimensional shape of the protein, but also some of the previously free internal degrees of freedom within the amino acids. In the native state, the atomic structure of a protein can be characterized much more precisely. Finally, many proteins can be extracted from the cells into solutions and then crystallized, which freezes all the degrees of freedom, just like when ice is formed from water. At that point the atomic structure can be specified most precisely, with all atoms of the protein vibrating only slightly around their mean positions.

The previous examples demonstrate that what is considered to be the atomic structure of a material depends on a given context. The myriads of degrees of freedom in the atomic structure of a piece of a material can be under given circumstances (temperature, pressure, time scale) divided into hard ones and soft ones, with the caveat that there is no sharp boundary between the two. The soft degrees of freedom are described by distributions with large variance, sometimes multi-modal, and often with strong correlations between them. These distributions follow the laws of statistical mechanics, and in many cases are detrimental to the molecular and material properties, but are not considered to be part of the atomic structure per se. The hard degrees of freedom can be described by sharp probability distributions with small variance, and their mean values constitute the atomic structure of a molecule or a material. The chapters of the first part of the book deal with how best to represent the atomic structure so that machine learning approaches can then efficiently learn the relationship between the structure and the properties. These constitute both properties that follow directly from the structure and are independent of the soft degrees of freedom, as well as those that follow from the statistics of the soft degrees of freedom, which are in turn constrained by the hard degrees of freedom. The following section discusses the material properties in more detail.

### 2.2.2 Molecular and Material Properties

Having clarified what is meant by the structure of a molecule or a material, the two problems of materials science can be stated as being able to maximize the following two conditional probability distributions:

$$
\begin{aligned}
\text { forward: } & P \text { (property } \mid \text { structure }) \\
\text { inverse (materials design): } & P \text { (structure } \mid \text { property })
\end{aligned}
$$

The atomic structure was introduced above as a specification of a material that uniquely determines its properties, which would suggest that the forward problem should be formulated in terms of a function, rather than a distribution. Nevertheless, it is useful to replace the deterministic function with a probability distribution for two reasons. First, the forward problem is strictly deterministic only under idealized conditions (e.g., isolated molecule, zero temperature) and when the problem is set up in such a way that the atomic structure is indeed specified fully. For instance, temperature effects or random defects in crystals smear many sharp properties into Gaussian distributions. Furthermore, a given material modeling problem may specify atomic structure only partially, such as when one is given only the structure of a molecule, of which a molecular crystal is composed, but not the complete structure-the periodic arrangement of the molecules. Second, when the forward problem is to be learned from data, rather than derived from first principles, the uncertainty, and hence probability, arises naturally from the finite amount of available data. In contrast to the forward problem, its inverse is inherently probabilistic, because molecular and material properties are never guaranteed to uniquely specify a molecule or a material.

Listing all the material properties that scientists have ever measured would cover many books on its own, so this introduction will keep to classifying them into general categories. The molecular and material properties can be tentatively divided into two categories: electronic properties on the one hand and thermodynamic properties on the other.

Atoms themselves are not indivisible, but consist of heavy nuclei (which can be almost always considered point-like in materials science) and thousand-times lighter electrons, which form electronic "clouds" around the nuclei. The behavior of the electrons deviates strongly from classical mechanics, and is best described by quantum mechanics. The closest (but still bad) classical analogy for the electrons would be perhaps that of a liquid floating around the nuclei, rather than particles moving around them. In any case, because most of the mass of an atom is concentrated in its nucleus, its position is likewise associated with the position of the nucleus. Under almost all circumstances, the atoms moving around can be described as nuclei moving around and being instantly followed by their respective clouds of electrons. The mathematical formulation of this idea is called the BornOppenheimer approximation, which underlies most of material modeling. The hard degrees of freedom that constitute the atomic structure are then associated with fixed electronic clouds, and the material properties that can be explained by quantum mechanics from these stationary electronic clouds are considered to be electronic properties. In contrast, the thermodynamic properties can be explained by statistical mechanics from the often complex statistics of the soft degrees of freedom in the motion of the atoms (atomic nuclei).

Electronic properties of molecules and materials are essentially properties of the collection of their electrons (electronic cloud) under the influence of the nuclei located at positions given by the atomic structure. As will be discussed in a bit more detail in Sect. 2.3, the electronic cloud can be in different discrete quantum states, and under temperatures found on Earth, most matter is found in the lowest-energy
state, called the ground state. The higher-energy states, called excited states, can be reached, for instance, by exposing a material to visible light or UV radiation. In general, one can then distinguish between the ground-state electronic properties and the excited-state properties, the latter usually referring to the transitions between the ground and the excited states. Some of the ground-state properties include the atomization energy (energy released when a molecule is formed from its constituent atoms), the dipole moment and polarizability (shape and responsiveness of the electronic cloud), and the vibrational spectra (the hardness of the hard degrees of freedom). (See the Glossary for more details.) It is mostly the ground-state electronic properties that are targeted by the approaches in the first part of this book. The excited-state properties include UV and optical absorption spectra (which determine the color and general photosensitivity of a material), or the ability to conduct electrical current.

Thermodynamic properties stem from the motion of the atoms along the soft degrees of freedom in a material. Virtually all the soft degrees of freedom are not entirely free, but are associated with some barriers. For instance, in liquid water the molecules can rotate and move around, but not equally easily in all directions, depending on a particular configuration of the neighboring molecules at any given moment. The ability to overcome these barriers is directly related to the average speed of the atoms, which in turn is expressed by the temperature of the material. At absolute zero, 0 K , the atoms cease almost all motion, only slightly vibrating around their mean positions as dictated by quantum mechanics. At that point, all the degrees of freedom in the material can be considered hard, and virtually all material properties that can be observed and defined at absolute zero can be considered electronic properties. Calculations of material properties that neglect the motion of atoms essentially model the materials as if they were at zero temperature. As the temperature is increased, the atoms move faster and fluctuate farther from their mean positions, and the lowest barriers of the least hard degrees of freedom can be overcome, which turns them into soft degrees of freedom. The statistical characteristics of the resulting atomic motion, and material properties that follow from it, can be then obtained with the tools of statistical mechanics. (Statistical mechanics is valid and applicable at all temperatures, but only at higher temperatures does the atomic motion become appreciably complex.)

The study of thermodynamic properties-thermodynamics-can be divided to two main branches, equilibrium and nonequilibrium thermodynamics. The equilibrium refers to a state of a material in which the hard degrees of freedom and the probability distributions of the soft degrees of freedom remain unchanged over time. Traditionally, thermodynamic properties refer to those properties related to the motion of atoms that can be defined and studied at equilibrium. This includes the melting and boiling temperatures, the dependence of density on pressure and temperature, the ability to conduct and absorb heat, or the ability of liquids to dissolve solid materials. It is mostly properties of this kind that motivate the development of the approaches presented in the second part of this book. On the other hand, nonequilibrium thermodynamics deals with processes that occur in materials when they are out of equilibrium, that is, when the distributions of the
degrees of freedom change over time. Examples of such processes are chemical reactions and their rates, transport of matter through membranes, or the already mentioned folding of a protein to its native state.

### 2.3 Quantum Mechanics

Quantum mechanics is the set of fundamental laws according to which all objects move [10]. In the limit of macroscopic objects, with which we interact in everyday life, the laws of quantum mechanics reduce to classical mechanics, which was first established by Newton, and for which all of us build good intuition when jumping from a tree, riding on a bus, or playing billiard. On the microscopic scale of atoms, however, the laws of quantum mechanics result in a behavior very different from that of the classical mechanics.

One of the fundamental differences between the two is that in quantum mechanics, an object can be simultaneously in multiple states. In classical mechanics, an object can be exclusively either at point $\mathbf{r}_{1}$ or at point $\mathbf{r}_{2} \neq \mathbf{r}_{2}$, but not in both. In quantum mechanics, an object, say an electron, can be in any particular combination of the two states. Mathematically, this is conveniently expressed by considering the two position states, denoted $\left|\mathbf{r}_{1}\right\rangle,\left|\mathbf{r}_{2}\right\rangle$, to be basis vectors in a vector space (more precisely a Hilbert space), and allowing the object to be in a state formed as a linear combination of the two basis vectors,

$$
|\psi\rangle:=c_{1}\left|\mathbf{r}_{1}\right\rangle+c_{2}\left|\mathbf{r}_{1}\right\rangle
$$

Note that $c_{1}\left|\mathbf{r}_{1}\right\rangle+c_{2}\left|\mathbf{r}_{1}\right\rangle \neq\left|c_{1} \mathbf{r}_{1}+c_{2} \mathbf{r}_{2}\right\rangle$, that is, the object is not simply in a position obtained by adding the two position vectors together, but rather it is somewhat at $\mathbf{r}_{1}$ and somewhat at $\mathbf{r}_{2}$. Generalizing the two position vectors to the infinite number of positions in a three-dimensional space, the general state of an object can be expressed as

$$
|\psi\rangle:=\int \mathrm{d} \mathbf{r} \psi(\mathbf{r})|\mathbf{r}\rangle
$$

where $\psi(\mathbf{r})$, called a wave function plays the role of the linear coefficients $c_{1}, c_{2}$ above. It is for this reason that electrons in molecules are better to be thought of as electronic clouds (corresponding to $\psi(\mathbf{r})$ ) rather than point-like particles.

Another fundamental law of quantum mechanics is that each in principle experimentally observable physical quantity ("observable" for short) is associated with a linear operator, $\hat{L}$, acting on the Hilbert space of the object states, and the values of the quantity that can be actually measured are given by the eigenvalues, $\lambda_{i}$, of the operator,

$$
\hat{L}\left|\psi_{i}\right\rangle=\lambda_{i}\left|\psi_{i}\right\rangle
$$

One of the most important operators is the energy operator, called Hamiltonian, which determines which energies of an object can be measured,

$$
\hat{H}\left|\psi_{i}\right\rangle=E_{i}\left|\psi_{i}\right\rangle
$$

This particular eigenvalue equation is called a Schrödinger equation, and since energy plays a key role in all physical phenomena, its solution (the eigenvalues and eigenstates) enables determination of many electronic properties of both the ground state $\left(\left|\psi_{0}\right\rangle\right)$ and the excited states $\left(\left|\psi_{n}\right\rangle, n>0\right)$. The abstract eigenvalue equation can be transformed into a differential equation by expressing the state vectors using the wave function,

$$
\hat{H} \psi_{i}(\mathbf{r})=E_{i} \psi_{i}(\mathbf{r})
$$

where $\hat{H}$ becomes a differential operator. For example, consider a hydrogen atom, consisting of a single electron described by position $\mathbf{r}$ and moving around a nucleus fixed at position R. Such a system can be considered the simplest "molecule." In this case, the Schrödinger equation for the wave function of the electron (in atomic units) has the form

$$
\left(-\frac{1}{2} \nabla^{2}-\frac{1}{|\mathbf{r}-\mathbf{R}|}\right) \psi_{i}(\mathbf{r})=E_{i} \psi_{i}(\mathbf{r})
$$

where $\nabla^{2}$ is the Laplace operator. In more complex molecules with multiple nuclei and electrons, the Hamiltonian contains more terms, and the wave function is a function of the coordinates of all the electrons, but the general structure of the problem remains the same.

The Schrödinger equation for the hydrogen atom can be solved analytically $\left(E_{0}=-\frac{1}{2}, \psi_{0}(\mathbf{r}) \propto \mathrm{e}^{-|\mathbf{r}-\mathbf{R}|}\right)$, but this is not possible for more complex molecules. Direct methods for numerical solution of differential equations are inapplicable because of the dimensionality of the wave function ( 3 N dimensions for $N$ electrons). Many methods of quantum chemistry, such as the Hartree-Fock or the coupled-cluster method, attempt to solve this issue by cleverly selecting a subspace in the full Hilbert space of the electrons spanned by a finite basis, and finding the best possible approximate eigenstates within that subspace. This turns the differential Schrödinger equation into an algebraic problem, which can be solved numerically at a feasible computational cost. Another class of methods, such as the density functional theory, also change the original Hamiltonian such that the eigenvalues (and in some cases also the eigenstates) are as close to the true eigenvalues as possible. In all the approximate quantum-mechanical methods, however, the computational cost grows asymptotically at least as $O\left(N^{3}\right)$ (or much faster for the more accurate methods), and their use becomes unfeasible from a certain system size. These include the density functional theory $\left(O\left(N^{3}\right)\right.$ ), the Hartree-Fock (HF) method ( $O\left(N^{3}\right.$ )), the Møller-Plesset perturbation theory to second order (MP2, $O\left(N^{3}\right)$ ), the coupled-cluster method with single, double,
and perturbative triple excitations $\left(\operatorname{CCSD}(\mathrm{T}), O\left(N^{7}\right)\right)$, and the full configuration interaction $(\mathrm{FCI}, O(\exp (N)))$.

Once the Schrödinger equation is solved, evaluating the electronic properties from the known eigenvalues and eigenstates of the Hamiltonian is often straightforward. In particular, many properties such as the dipole moment, polarizability, or atomic forces can be calculated as integrals of the corresponding operators over a given eigenstate, or as derivatives of such integrals, which can be transformed to integrals over derivatives of the operators by the Hellmann-Feynman theorem [11]. Besides that, the solution to the Schrödinger equation also provides a direct link between the quantum mechanics of the electrons and the statistical mechanics of the atoms. The electronic Hamiltonian has terms depending on the positions of the nuclei, $\mathbf{R}_{i}$, and as a result, the energies of the eigenstates likewise depend on the positions of the nuclei. The energy of a particular eigenstate as a function of the nuclear positions, $V\left(\mathbf{R}_{1}, \ldots\right)$, is called a potential energy surface, and in principle completely determines the dynamics of the motion of the atoms.

### 2.4 Statistical Mechanics

In the context of material modeling, statistical mechanics deals with the motion in the soft degrees of freedom of the atoms in a material, and its central idea is that most of the detail in that motion ( $>10^{21}$ variables) can be safely omitted, while the physically relevant characteristics can be expressed in a smaller number of collective degrees of freedom. These collective variables can range from microscopic, in the form of a coarse-grained description of an atomistic modeling, to macroscopic, such as temperature or pressure. In all cases, the remaining degrees of freedom beyond the collective ones are treated in a statistical fashion, rather than explicitly.

The fundamental concept in statistical mechanics is that of a microstate, $\mathbf{s}$, which comprises the positions, $\mathbf{R}_{i}$, and velocities $\mathbf{v}_{i}$, of all the atoms in a material, $\mathbf{s} \equiv$ $\left(\mathbf{R}_{1}, \mathbf{v}_{1}, \mathbf{R}_{2}, \ldots\right) \equiv(\mathbf{v}, \mathbf{R})$. The total energy, $H$, of a given microstate consists of the kinetic part, arising from the velocities, and the potential part, which is determined by the potential energy surface,

$$
E(\mathbf{s})=\sum_{i} \frac{1}{2} m_{i} v_{i}^{2}+V\left(\mathbf{R}_{1}, \ldots\right)
$$

One of the central results of statistical mechanics is that given that a material is kept at a constant temperature $T$ (the so-called canonical ensemble), the probability density of finding it at any particular microstate is proportional to the so-called Boltzmann factor (in atomic units),

$$
P(\mathbf{s}) \propto \mathrm{e}^{-\frac{E(\mathbf{s})}{T}} \Rightarrow P(\mathbf{R}) \propto \mathrm{e}^{-\frac{V(\mathbf{R})}{T}}
$$

The latter proportionality follows from the fact that the kinetic and potential parts of the total energy are independent. Close to absolute zero temperature, the Boltzmann factor is very small (in relative sense) for all but the lowest-energy microstates, which correspond to small atomic velocities and atomic positions close to the minimum of the potential energy surface. This coincides with the picture of all the degrees of freedom in the atomic motion being hard close to absolute zero. As the temperature rises, the microstates with higher energy become more likely, corresponding to higher velocities and atomic positions further from the energy minimum. To see how this simple principle can be used to calculate thermodynamic properties of materials, assume that one can enumerate all the possible microstates, calculate the sum of all the Boltzmann factors-the partition function [12]—and thus normalize the probabilities above,

$$
Z(T)=\int \mathrm{d} \mathbf{s} \mathrm{e}^{\frac{-E(\mathbf{s})}{T}}, \quad P(\mathbf{s})=\frac{1}{Z(T)} \mathrm{e}^{-\frac{E(\mathbf{s})}{T}}
$$

The mean total energy, for instance, can be then calculated directly from the partition function,

$$
\langle E\rangle=\int \mathrm{d} \mathbf{s} P(\mathbf{s}) E(\mathbf{s})=T^{2} \frac{\partial \ln Z}{\partial T}
$$

A quantity closely related to the partition function is the free energy,

$$
F(T)=T \ln Z(T)
$$

Whereas the total partition function of two combined systems is a product of their respective partition functions, the logarithm in the definition of the free energy makes it an additive quantity. The multiplication by the temperature allows the free energy to have a physical interpretation-the change in the free energy between two states of a system is the maximum amount of work that can be extracted from a process (is available-free) that takes the system from one state to the other.

One of the reasons that makes the free energy (and partition function) a powerful tool is that it can be calculated not only for the set of all possible microstates, but also for physically meaningful subsets. For instance, consider the melting temperature of a solid as an example. To use the free energy, one can characterize the melting temperature as the point of inversion of the probabilities of the atoms of a material appearing solid on the one hand or liquid on the other (inversion of free energies of a solid and of a liquid),

$$
p_{\text {solid }}(T) \propto \int_{\text {solid }} \mathrm{ds} \mathrm{e}^{-\frac{E(\mathrm{~s})}{T}}=Z_{\text {solid }}(T)=\mathrm{e}^{-\frac{F_{\text {solid }}(T)}{T}}, \quad p_{\text {liquid }}(T) \propto \mathrm{e}^{-\frac{F_{\text {liquid }}(T)}{T}}
$$

where the integrals run over all microstates that correspond to the solid or liquid forms of matter. The melting temperature can then be calculated as the temperature
at which the free energies of the solid and liquid forms of a given material are equal (the probabilities of finding the two forms are identical). In the case of melting, the average potential energy of the solid microstates is lower (Boltzmann factors larger) than that of the liquid microstates, but there is many more liquid microstates than solid microstates, so the free energies (total probabilities) end up being equal.

The computational difficulty in statistical mechanics lies in the evaluation of the integrals over microstates such as those above. Even if one modeled only several hundreds atoms of a material at a time, the number of degrees of freedom involved in a microstate prohibits analytical evaluation of the integrals, and even direct numerical integration is unfeasible. Fortunately, Monte Carlo techniques present a general approach to evaluate such high-dimensional integrals by replacing them with sums over representative samples of the microstates. The task is then to generate statistically significant and diverse microstates, that is, microstates with large Boltzmann factors that completely span the physically relevant microstate subspaces. This can be achieved by many different techniques, the most common one being molecular dynamics. In this approach, the atoms are let to move according to the laws of classical mechanics along trajectories influenced by the potential energy surface, and the microstate samples are obtained by taking periodic snapshots of this dynamical system. This approach is justified by the so-called ergodic principle, which states that integral averages over the space of microstates (also called the phase space) are equal to time averages over sufficiently long times when a system is let to evolve under appropriately chosen dynamical conditions. This technique is used in most chapters in the second part of the book.

## Glossary

Atomic units The standard units of measurement (SI units), including the meter, kilogram, or joule, are convenient for macroscopic settings, but result in very small values of quantities in the microscopic world. The atomic units have been designed to alleviate this inconvenience, and also to simplify physical equations by making the numerical values of common physical constants equal to one (in atomic units). For instance, the atomic unit of energy is called Hartree, and the ground-state electronic energy of a hydrogen atom is $-\frac{1}{2}$ Hartree. In SI units, this would be equal to approximately $-2.18 \cdot 10^{-18} \mathrm{~J}$.
Boltzmann distribution A piece of material in equilibrium at temperature $T$ can be found in a microstate $\mathbf{s}$ (positions and velocities of all atoms) with a probability that is proportional to $\mathrm{e}^{-H(\mathbf{s}) / k_{\mathrm{B}} T}$. This probability distribution of the microstates is called a Boltzmann distribution. Since the energy of a microstate consists of two independent parts-the kinetic and potential energy-the distribution of the positions of the atoms also follows a Boltzmann distribution. The statistical ensemble of microstates following the Boltzmann distribution is called a canonical ensemble.

Chemical bond All chemistry is a consequence of the motion of electrons in molecules, which is in general complicated. Comparing the electronic motion across different molecules reveals common patterns, and chemical bonding is one of the most widely recognized of such patterns. For instance, when two carbon atoms get close to each other, between one to three pairs of electrons tend to concentrate between the two atoms, depending on other atoms in the neighborhood. This in turn attracts the two atoms together. This effect is an example of a chemical bond and is what holds the atoms in diamond together.
Computational cost Usually called computational complexity in computer science, the computational cost of approximate methods for solving the fundamental physical equation of quantum mechanics and statistical mechanics involved in material modeling is one of their three key properties besides accuracy and universality. The main determining factor of a given factor is usually the size of the system being modeled, that is, the number of atoms.
Configuration vs. conformation The degrees of freedom in the positions of atoms in a material can be under given circumstances, such as temperature, divided into hard and soft. The hard degrees are essentially fixed for the purpose of a given modeling task and determine the configuration. The soft degrees of freedom can change through the simulation and their particular arrangement is called a conformation. For instance, the sequence of amino acids in a protein is a configuration, whereas any particular three-dimensional shape of the amino acid chain is a conformation.
Crystal The atomic structure of many solids is characterized by a small pattern of atoms (usually units to hundreds) periodically repeated throughout the threedimensional space. Such a material is called a crystal. Most crystalline materials do not consist of single large crystals, but of many small crystals randomly stitched together, or forming a powder. Although crystals are usually modeled as being perfectly periodic, real-world crystals have various defects that make the perfect crystal only an approximation.
Density functional theory (DFT) Tracking all the interactions and correlations in the motion of electrons in molecules and materials becomes quickly unfeasible as the system size grows. DFT attempts to alleviate this problem by reformulating the electronic problem such that the electrons do not interact explicitly one with each other, but rather only via the total density of electrons, which makes the problem mathematically tractable. DFT is in principle an exact theory, but its practical realizations (the different functionals of the electron density) achieve only approximate description of the electronic motion.
Dipole moment When an electrical charge is distributed continuously in space, such as in the electronic cloud of molecules, its dipole moment is simply the mathematical first moment of the density of the charge, $\mathbf{p}=\int \mathrm{d} \mathbf{r} \mathbf{r} n(\mathbf{r})$. Its importance lies in the fact that when two molecules are sufficiently far apart, their electric interaction can be Taylor expanded around the infinite separation, and the leading term of this expansion depends on the dipole moments of the molecules.

Electronic property Material property that can be explained by the electronic structure of a material without regard for the statistics of the motion of the atoms.
Electronic structure The electronic structure of a molecule or a material refers to the particular arrangement of electrons in it and their collective properties. The electronic structure can be obtained by solving the Schrödinger equation of quantum mechanics, and used to predict and explain electronic properties.
Excitation energy The electrons in a molecule or a crystal can be collectively in different states with different electronic properties. Most matter on Earth is in the lowest-energy state, called the ground state, but electrons can be excited to higher-energy states using light or chemical reactions, which supply the necessary excitation energy. The excited states usually do not persist for long and fall back to the ground state, with the excitation energy being released back in various forms.
First principles (ab initio) Approximate methods of material modeling that are considered to be based on first principles can be straightforwardly derived from fundamental physical laws without introducing much room for tuning. They stand in opposition to empirical approaches which use flexible models that can be optimized to reproduce available data. The first principles and empirical methods are not two binary categories, but opposite extremes on a spectrum.
Force field The electronic structure methods that are able to calculate the true electronic energy for a given position of nuclei are usually too costly for them to be used for molecular dynamics simulations, which model often large systems and where the energy must be evaluated many times. Fortunately, the absolute value of the electronic energy is irrelevant for the molecular dynamics, only the forces exerted on the atoms matter. Force fields are usually relatively simple sets of functions that take the positions of atoms as an input, and map them to the forces acting on the atoms. Force fields are usually highly empirical and their parametrization from data is a tedious task.
Free energy Free energy is always associated with some subset of microstates and is a direct measure of a probability, $p$, to find a system in that subset, $F=-T \ln p$. The subsets are usually either coarse-grained degrees of freedom (e.g., all microstates of a protein with a given overall three-dimensional shape fixed, regardless of the internal degrees of freedom of individual amino acids) or macroscopic states (e.g., all microstates with a given total volume of the system). Only differences between the free energies of different microstate subsets are physically relevant.
HOMO-LUMO gap The difference between the energies of the highestoccupied molecular orbital (HOMO) and the lowest-unoccupied molecular orbital (LUMO). This quantity can only be defined within approximate models of the electrons in molecules and is not physically observable, but it is an approximation of the lowest excitation energy.
Hamiltonian The Hamiltonian is a physicist's way of uniquely specifying a given physical system, by relating the energy of a system to its internal degrees of freedom. Given a Hamiltonian, the behavior of a system can be in principle calculated using the laws of quantum mechanics, or approximately by classical
mechanics. In quantum mechanics, the Hamiltonian is mathematically expressed as an operator acting on the Hilbert space of potential states of the system. In classical mechanics, the Hamiltonian is just a function mapping from the internal degrees to energy.
Intermolecular interactions Molecules are aggregations of atoms that stick together via strong intramolecular interactions that can be broken apart only in chemical reactions (a single water molecule). Intramolecular interactions are relatively weaker forces between different molecules that determine the relative motion of molecules around each other (molecules in liquid water). Both intra- and intermolecular interactions are the end result of the single underlying Coulomb interaction between electrons and nuclei in molecules.
Many-body interactions Effective models of systems composed of multiple interacting bodies (electrons, atoms, molecules) often describe collective property or behavior as resulting from a simple aggregate effect of the property or behavior of individual bodies and of pairs of bodies (pairwise interactions). In many cases, such an effective description captures a large part of the collective behavior. Collective behavior that cannot be expressed in terms of individual bodies and pairwise interactions is said to results from many-body interactions.
Materials design One of two main branches of materials science that deals with discovery of novel materials with desired material properties. Sometimes also referred to as the inverse problem of material modeling. Computational materials design usually attempts to predict the atomic structure of the material with the desired properties, which can then be in principle prepared by synthetic experimental techniques.
Material modeling One of two main branches of materials science that deals with prediction of properties of a given material. The general approach is to approximate the real materials with simplified model systems (with fewer degrees of freedom or simpler interactions), whose properties can be calculated using the laws of quantum and statistical mechanics.
Metastable state The electrons in materials can be in different quantum states. Likewise the atoms in materials can be in different "states," which is a shorthand term for subsets of microstates that share some relevant physical feature. In both cases, if the system is allowed to interact with an environment that can "disturb" it, it can transition between the different states at any given moment with some probabilities. Some of the states are stable, which means that the probability of transitioning to any other state is low enough that it most likely does not happen on the relevant time scale. Unstable states are so short-lived, that the system never exhibits behavior that could be associated with any particular unstable state. Metastable states are between stable and unstable states in the sense that the system in a metastable state most likely transitions to other states during the relevant time scale, but it stays long enough in it that it exhibits behavior characteristic of that state.
Molecular dynamics The atoms of a material constantly transition from one microstate to another, and the statistical distribution of the microstates determines many material properties. Molecular dynamics generates samples from this
distribution by evolving the positions of atoms along classical trajectories. The particular trajectories (sequences of microstates) are inconsequential, but the overall generated statistics can be used to calculate various thermodynamic properties.
Molecular geometry Specification of the charges and positions of atomic nuclei in a molecule. Specifying the charges is equivalent to specifying the chemical identities of the atoms. The fixed nuclei are surrounded by the electronic cloud which determines the electronic properties of a molecule. The atoms of a molecule (the atomic nuclei) are in constant motion and a fixed molecular geometry corresponds to molecule frozen in time or a molecule at absolute zero temperature, when the atomic motion is greatly reduced.
Molecular symmetry The geometry of many common molecules is symmetrical with respect to rotations, inversions, and reflections around a point. As a result of this symmetry, any observable function of the molecular geometry has to by invariant or equivariant with respect to these symmetry operations.
Observable Physical laws operate with quantities. Some of these quantities can be in principle measured, and those are called physical observables, regardless of whether it is feasible to actually perform the measurement. Other quantities are only auxiliary intermediates used to formulate the physical laws, but cannot be measured directly. Examples of observables are distance, mass, square of a wave function, or an energy difference. Examples or non-observables are a wave function or absolute energy.
Periodic boundary conditions One gram of a typical material contains on the order of $10^{21}-10^{23}$ atoms. To make their modeling tractable, a common approximation is to consider a sufficiently large box containing the atoms, which is then periodically repeated throughout the space. How large the box should be depends on the material and property in question. The errors caused by using a sufficiently large box are called finite size effects. The atomic structure of crystals is in fact periodic, so in the case of crystals periodic boundary conditions are not really an approximation.
Potential energy surface The dependence of the energy of a molecule or a material on the positions of the atoms. The potential energy for the atoms is a result of the electronic motion and can be calculated by solving the Schrödinger equation of quantum mechanics. Each electronic state (ground state and excited states) has its own potential energy surface, which can cross. Such effects are important when studying the dynamics of excited states and electronic mechanisms of chemical reactions.
Quantum chemistry Chemistry is the study of chemical reactions, and much of chemical knowledge preceded the discovery of quantum physics. Every since that discovery, quantum chemistry attempts to explain chemical properties of molecules from first principles using the tools of quantum mechanics. Quantum chemistry relies heavily on numerical calculations and the computational power of modern computers.
Schrödinger equation The central eigenvalue equation of quantum mechanics that, given a specification of a system in the form of a Hamiltonian operator,
determines the possible quantum states in which the system can be found and the energies of those states. Depending on the basis in which the abstract operator equation is expressed, the Schrödinger equation can be either a differential equation or an algebraic matrix equation. Except for the simplest quantum-mechanical systems, the Schrödinger equation cannot be solved exactly, necessitating various approximations and numerical techniques.

## References

1. J.G. Lee, Computational Materials Science: An Introduction, 2nd edn. (CRC Press, Boca Raton, 2017)
2. R. LeSar, Introduction to Computational Materials Science: Fundamentals to Applications (Cambridge University Press, Cambridge, 2013)
3. K. Ohno, K. Esfarjani, Y. Kawazoe, Computational Materials Science: From Ab Initio to Monte Carlo Methods, 2nd edn. (Springer, Berlin, 2018)
4. A.R. Leach, Molecular Modelling: Principles and Applications, 2nd edn. (Pearson Education, Edinburgh, 2001)
5. S. Yip, A. Wanda (eds.), Handbook of Materials Modeling (Springer, Berlin, 2020)
6. A.R. Oganov, G. Saleh, A.G. Kvashnin (eds.), Computational Materials Discovery (Royal Society of Chemistry, Cambridge, 2018)
7. L. Piela, Ideas of Quantum Chemistry, 2nd edn. (Elsevier, Amsterdam, 2014)
8. R.K. Pathria, P.D. Beale, Statistical Mechanics, 3rd edn. (Elsevier, Amsterdam, 2011)
9. L.D. Landau, E.M. Lifschitz, Statistical Physics, vol. 5, 3rd edn. (Pergamon Press, Oxford, 1980)
10. J.J. Sakurai, J. Napolitano, Modern Quantum Mechanics, 2nd edn. (Pearson Education, San Francisco, 2011)
11. R.P. Feynman, Phys. Rev. 56(4), 340 (1939). https://doi.org/10.1103/PhysRev.56.340
12. D. Yoshioka, in Statistical Physics (Springer, Berlin, 2007), pp. 35-44

# Kernel Methods for Quantum Chemistry 

Wiktor Pronobis and Klaus-Robert Müller


#### Abstract

Kernel ridge regression (KRR) is one of the most popular methods of nonlinear regression analysis in quantum chemistry. One of the main ingredients of KRR is the representation of the underlying physical system which mainly determines the performance of predicting quantum-mechanical properties based on KRR. Several such representations have been developed for both, solids and molecules; all of them with different advantages and limitations. These descriptors correspond to a similarity measure between two chemical compounds which is represented by the kernel. As recent approaches define the kernel directly from the underlying physical system, it is important to understand the properties of kernels and how these kernel properties can be used to improve the performance of machine learning models for quantum chemistry. After reviewing key representations of molecules, we provide an intuition on how the choice of the kernel affects the model. This is followed by a more practical guide of two complementary kernel methods, one for supervised and one for unsupervised learning, respectively. Finally, we present a way to gain an understanding about the model complexity by estimating the effective dimensionality induced by the data, the representation, and the kernel.


[^3]
### 3.1 Introduction

Kernel-based learning methods [1-4] allow an efficient convex solution of highly non-linear optimization problems often encountered in quantum chemistry. A common task for the practitioner is to find a (kernel) representation of the problem at hand which encodes the distribution of the data in a complete, unique, and efficient way [5], favorably taking into account the inherent symmetries of the system such as rotational, translational, and atomic indexing invariance. As typical settings for a chemist or physicist include a low number of data points paired with a highly non-linear learning problem, kernel-based formulations are considered as suitable and powerful methods of choice. In view of these considerations, it is important to understand the kernel properties relevant for an efficient solution in a possibly much higher-dimensional, sometimes even unknown feature space induced by the kernel [6]. This is especially true, as it is non-trivial how a kernelized formulation can circumvent the so-called curse of dimensionality [7-9]. We provide insights on how the choice of the kernel helps solving these problems by introducing a function class of limited complexity from which the final model is chosen.

This chapter is structured as follows. Section 3.2 introduces a set of molecular descriptors and shows how they incorporate prior physical knowledge. This is followed by a theoretical background on kernels in Sect.3.3, where we discuss ways to tailor the kernel to the problem at hand. Section 3.4 provides two examples of kernel methods often used in the quantum chemistry domain, namely the supervised KRR and the unsupervised kernel principal component analysis. Finally, in Sect. 3.5 we present an estimation procedure for the effective dimensionality of the underlying learning problem using kernels. The conclusion Sect. 14.7 completes the chapter.

### 3.2 Representations of Physical Systems

A crucial ingredient of kernel-based methods is the representation of the physical system at hand. Such representations have been developed for a variety of physical systems [10-13]. Note that neural networks in contrast to kernel methods learn their representation from data [14-16]. This representation, together with the kernel and the data, defines the function class from which the model is chosen, e.g., to predict a given quantum-mechanical property. In this section, we discuss three exemplary molecular descriptors and show how chemical knowledge can be included to improve the predictive performance of KRR.

A physical system will be defined by a set of 4-dimensional points $\left\{\left(Z_{i}, \boldsymbol{r}_{i}\right)\right\}_{i=1}^{N}$, where $Z_{i}$ is the atomic number and $\boldsymbol{r}_{i}$ is the position of the atom $i$ in threedimensional space, respectively. While the system size $N$ is well defined for molecules (by the total number of atoms of the molecule), one workaround for solids is to use atomic environment descriptors together with a cutoff distance to limit the number of neighboring atoms used to compute the atomic representation.

Alternatively, any molecular descriptor can also be combined with a modified distance metric to account for the periodic boundary conditions [17]. A raw encoding of the physical system by the atomic positions is unsuited for use in combination with machine learning methods as it neglects invariance with respect to basic symmetry operations. Instead, a representation is defined

$$
\begin{equation*}
R:\left\{\left(Z_{i}, \boldsymbol{x}_{i}\right)\right\}_{i=1}^{N} \rightarrow \mathbb{R}^{N_{F}} \tag{3.1}
\end{equation*}
$$

with the number of features $N_{F}$. Such a mapping should encode the underlying chemical system in a complete, unique, and efficient way, including as much problem symmetries as possible. One way to incorporate translational and rotational invariance is to use pairwise atomic distances to construct the representation $R$. For molecules, a pioneering work which utilizes this observation is the Coulomb matrix (CM) [18] which is defined as

$$
C_{i j}= \begin{cases}0.5 Z_{i}^{2.4}, & i=j  \tag{3.2}\\ \frac{Z_{i} Z_{j}}{\left\|\boldsymbol{r}_{i}-\boldsymbol{r}_{j}\right\|}, & i \neq j\end{cases}
$$

Being composed based on inverse pairwise distances, the off-diagonal elements of the CM account well for Coulomb interaction terms of the atomization energy. The diagonal elements of the CM correspond to a polynomial fit of atomic energies to nuclear charge [18]. From the set of all pairwise distances, a given molecule can be uniquely reconstructed, which is not the case for the following representations of this section. For equilibrium molecules, a variant of the CM has been proposed which sorts the row (or equivalently column) norms, and which better suits the feature comparison needed for applying kernel methods [19]. The CM is a global descriptor in the sense that it lacks a direct encoding of local atomic environment features. Due to its simplicity and predictive power, the CM provides the basis for various following molecular descriptors. Being composed of two-body terms, the three-body interactions of a given molecule are implicitly learned by the intrinsic feature mapping of the kernel (see Sect. 3.3). Although sorting of the rows solves some of its problems, one possible flaw of the CM is the comparison of different kinds of atom combinations within the distance metric which brings us to the next descriptor.

The bag-of-bonds (BOB) molecular representation is a development of the CM which rearranges the elements of the CM into bags defined by a given bond type [20]. Within each feature group, the elements of BOB are sorted, thereby ensuring atomic permutation invariance. Due to this grouping, chemically more similar elements are compared with each other as compared to the CM. In addition, three-body interactions in molecules can possibly be better implicitly learned by the kernel. Similarly to the bag-of-words descriptor used in natural language processing and information retrieval applications, BOB encodes the frequencies of bonds present in a given molecule. As such, the BOB descriptor is inspired by interatomic potentials, which model a quantum-mechanical property as a sum
over such potentials. In fact, a Taylor series expansion in combination with KRR yields a low-order approximation of the BOB model by a sum over bonds and pairwise potentials [20]. This important finding indicates that the BOB model is better able to learn optimal pairwise potentials as compared to the CM, which is beneficial for some extensive properties like the atomization energy and the polarizability, respectively [21]. For BOB, the Laplace kernel performs better than the Gaussian kernel, indicating that the Laplace kernel is better able to utilize nonlocal information in chemical compound space [20].

Building on the promising feature rearrangement of BOB , a set of pairwise and three-body descriptors have been proposed to tackle some of the sorting problems encountered in the CM and BOB [22]. The invariant pairwise interaction descriptors $F_{2 \mathrm{~B}}$ are composed of the 2-body terms

$$
\begin{equation*}
F_{2 \mathrm{~B}}\left(Z_{1}, \boldsymbol{r}_{1}, Z_{2}, \boldsymbol{r}_{2}\right):=\left\{\left\|\boldsymbol{r}_{1}-\boldsymbol{r}_{2}\right\|^{-m}\right\}_{m=1, \ldots, M} \tag{3.3}
\end{equation*}
$$

where the final set of $F_{2 \mathrm{~B}, Z_{1}, Z_{2}}$ descriptors are defined by the sum over all pairs of atoms with the given atomic numbers $Z_{1}, Z_{2}$, respectively. The grouping according to pairs of atom types is extended for the three-body descriptors $F_{3 \mathrm{~B}}$ which are composed of the explicit three-body terms

$$
\begin{equation*}
F_{3 \mathrm{~B}}\left(Z_{1}, \boldsymbol{r}_{1}, Z_{2}, \boldsymbol{r}_{2}, Z_{3}, \boldsymbol{r}_{3}\right):=\left\{\left\|\boldsymbol{r}_{12}\right\|^{-m_{1}}\left\|\boldsymbol{r}_{13}\right\|^{-m_{2}}\left\|\boldsymbol{r}_{23}\right\|^{-m_{3}}\right\}_{m_{1}, m_{2}, m_{3}=1, \ldots, P} . \tag{3.4}
\end{equation*}
$$

where $\left\|\boldsymbol{r}_{i j}\right\|:=\left\|\boldsymbol{r}_{i}-\boldsymbol{r}_{j}\right\|$ for $i, j=1,2,3$. According to the pairwise terms, the $F_{3 \mathrm{~B}, Z_{1}, Z_{2}, Z_{3}}$ descriptors are defined by the sum over all triples of atoms with the given ordered atomic numbers $Z_{1}, Z_{2}, Z_{3}$, respectively. A local variant of the $F_{3 \mathrm{~B}, Z_{1}, Z_{2}, Z_{3}}$ descriptors is composed by summing over all triples which are formed by two sets of bonded atoms which have a common atom. A diverse set of possible two- and three-body molecular interaction terms are thereby explicitly encoded into the $F_{2 \mathrm{~B}}+F_{3 \mathrm{~B}}$ representation. For the concatenated features $F_{2 \mathrm{~B}}+F_{3 \mathrm{~B}}$, a Gaussian kernel is better suited than a Laplace kernel [22]. In addition to leveraging the sorting problems of CM and BOB , one possible advantage of $F_{2 \mathrm{~B}}+F_{3 \mathrm{~B}}$ can be its fixed descriptor size, making them readily applicable in combination with artificial neural network architectures. A feature importance analysis has been performed for the $F_{2 \mathrm{~B}}+F_{3 \mathrm{~B}}$ descriptors [22] to gain insights into the two- and three-body interactions in equilibrium molecules. Figure 3.1 schematically shows the discussed representations of this section for the example of a water molecule.

The features $F_{2 \mathrm{~B}}+F_{3 \mathrm{~B}}$ explicitly encode local chemical information into the representation. In the next section, we will see how to incorporate prior knowledge directly into the kernel.


Fig. 3.1 Molecular representations of the water molecule (left) defined by a set of three pairwise distances. From the Coulomb matrix (CM), the off-diagonal elements are reordered by the bag-of-bonds ( BOB ) descriptor. These two-body terms are then combined to atomic index invariant two-body and three-body features $F_{2 \mathrm{~B}}$ and $F_{3 \mathrm{~B}}$, respectively

### 3.3 Implicit Feature Mapping: The Kernel Trick

The second important ingredient of KRR (the first being the representation) is the kernel. But what is a kernel in general and how can it be useful? With a kernel, the data can be nonlinearly mapped onto a feature space, where the learning may become easier and where optimal generalization can be guaranteed. A key concept here is that this mapping can be done implicitly by the choice of the kernel. This implicit feature mapping to a possibly much higher-dimensional space is very flexible. More intuitively, the kernel encodes a real valued similarity measure between two chemical compounds. This similarity measure is primarily encoded by the representation of the physical system which is then used in combination with standard non-linear kernel functions like the Gaussian or Laplace kernel. Alternatively, the similarity measure can be encoded directly into the kernel, leading to a variety of kernels in the chemistry domain, e.g., for predicting the atomization energy with KRR, local kernels have been developed which compare atomic environments across molecules with each other.

One way to better understand the role of the kernel is to apply existing learning methods in a projected space $\phi: \mathbb{R}^{n_{i}} \rightarrow \mathbb{R}^{n_{o}}$ with the input and feature dimension $n_{i}$ and $n_{o}$, respectively. Specifically, it is required that a given algorithm (together with predictions based on this algorithm) works solely on scalar products of type $\boldsymbol{x}^{\top} \boldsymbol{y}$ which can then be translated into scalar products in feature space $\phi(\boldsymbol{x})^{\top} \phi(\boldsymbol{y})$. Then, it turns out that such scalar products in feature space can be done implicitly, replacing them with an evaluation of the kernel function $k(\boldsymbol{x}, \boldsymbol{y}):=$ $\phi(\boldsymbol{x})^{\top} \phi(\boldsymbol{y})$ [23]. This is known as the kernel trick [24] and interestingly enough, many algorithms can be kernelized this way [3]. Using the kernel trick, one never has to explicitly perform the potentially computationally expensive transformation $\phi(\cdot)$.

Table 3.1 List of Mercer kernels often used in the quantum chemistry domain

| Name | $\operatorname{Kernel} k(\boldsymbol{x}, \boldsymbol{y})$ |
| :--- | :--- |
| Gaussian | $\exp \left(-\\|\boldsymbol{x}-\boldsymbol{y}\\|_{2}^{2} /\left(2 \sigma^{2}\right)\right)$ |
| Laplace | $\exp \left(-\\|\boldsymbol{x}-\boldsymbol{y}\\|_{1} / \sigma\right)$ |
| Polynomial | $\left(\boldsymbol{x}^{\top} \cdot \boldsymbol{y}+c\right)^{d}$ |
| Matérn | $\frac{2^{1-v}}{\Gamma(v)}\left(\frac{\sqrt{2 v}}{l}\\|\boldsymbol{x}-\boldsymbol{y}\\|\right)^{\nu} K_{\nu}\left(\frac{\sqrt{2 v}}{l}\\|\boldsymbol{x}-\boldsymbol{y}\\|\right)$ |

For the Matérn kernel, $\Gamma$ denotes the Gamma function and $K_{v}$ is the modified Bessel function of the second kind, respectively

The kernel function $k(\cdot)$ thus allows to reduce some of the intrinsic difficulties of the non-linear mapping $\phi(\cdot)$. The question remains, which kernel functions allow for such implicit feature mappings. Mercer's theorem [25] guarantees that such a mapping exists, if for all elements $f$ of the Hilbert space $L^{2}$ defined on a compact set $C \subset \mathbb{R}^{n_{i}}$

$$
\begin{equation*}
\int_{C} f(\boldsymbol{x}) k(\boldsymbol{x}, \boldsymbol{y}) f(\boldsymbol{y}) d \boldsymbol{x} d \boldsymbol{y}>0 \tag{3.5}
\end{equation*}
$$

From the kernel and a set of input samples $\left\{\boldsymbol{x}_{i}\right\}_{i=1}^{N}$, we can construct a discrete version of Mercer's theorem by composing the matrix

$$
\mathbf{K}:=\left(\begin{array}{c}
k\left(\boldsymbol{x}_{1}, \boldsymbol{x}_{1}\right) \cdots k\left(\boldsymbol{x}_{1}, \boldsymbol{x}_{N}\right)  \tag{3.6}\\
\vdots \\
k\left(\boldsymbol{x}_{N}, \boldsymbol{x}_{1}\right) \cdots k\left(\boldsymbol{x}_{N}, \boldsymbol{x}_{N}\right)
\end{array}\right) .
$$

Mercer's theorem now implies that the matrix $\mathbf{K}$ is a Gram matrix, i.e., positivesemidefinite for any set of inputs $\left\{\boldsymbol{x}_{i}\right\}_{i=1}^{N}$. Thus, practically if the matrix $\mathbf{K}$ would have negative eigenvalues, then it will not fulfill Mercer's theorem. Examples of popular kernels in the quantum chemistry domain are shown in Table 3.1.

For some kernels like the Gaussian kernel, the feature map $\phi(\cdot)$ can be infinite dimensional. Due to the curse of dimensionality, it is then a question whether such a feature mapping to a much higher-dimensional space is a good idea at all, especially as the training set size increases (which corresponds to the dimension of the linear span of the projected input samples in feature space). As it turns out, one can still leverage the feature mapping if the learning algorithm is kept simple [3]. The intuitive complexity of the learning problem induced by the kernel, the data, and the learning algorithm is a measure of how well a kernel matches the data. We will review and investigate one such complexity measure in Sect. 3.5. For now, note that translation invariant kernels have natural regularization properties which help reducing the complexity of a learning algorithm. The Gaussian kernel, for example, is smooth in all its derivatives [26].

While there is a wide variety of representations of physical systems, it is less obvious how to encode prior knowledge into the kernel (see Zien et al. [27] for
the first kernels engineered to reflect prior knowledge). In the quantum chemistry domain, this is typically done by limiting the similarity measure to local information [13,28]. The definition of such locality depends on the chemical system as it limits correlations between such localized kernels and emphasized local correlations. Due to the scalar product properties of the mapping $\phi(\cdot)$ in feature space, these local kernels can be combined by a sum to yield a new kernel function.

To conclude this section, we will describe a method for choosing a good kernel among a set of candidate kernels for a given learning problem, a procedure that is commonly called model selection [19]. Typically, a class of kernels is defined by a set of hyperparameters which, e.g., control the scaling of the kernel with respect to the data in the chosen distance metric. These hyperparameters have to be determined (i.e., a kernel is selected from a given class) in order to minimize the generalization error, a measure of how good unseen data can be predicted [19]. Note that minimizing a given criterion on the training data alone with respect to the hyperparameters usually results in poor generalization due to overfitting. The most common procedure to estimate the generalization error is cross-validation. In cross-validation, the data set is divided into $k$ subsets of equal sample size. Then, the model is trained on the remaining $k-1$ subsets and evaluated on the $k$-th subset, called the validation set. The average of the error over the $k$ validation sets is a good estimate of the generalization error. After heuristically choosing a set of hyperparameters (kernels), this cross-validation scheme yields the best hyperparameters among the set which are then evaluated on an unseen test set. Repeating this procedure for different test splits is called nested crossvalidation. Both cross-validation and nested cross-validation are schematically shown in Fig. 3.2.


Fig. 3.2 Schematic fourfold cross-validation (inner loop) together with fivefold nested crossvalidation (outer loop), respectively

### 3.4 Kernel Methods

After reviewing key concepts of kernels, we present two practical applications which have been extensively used in the quantum chemistry domain, one for supervised and one for unsupervised learning, respectively.

### 3.4.1 Kernel Ridge Regression

A typical setting in machine learning problems includes the prediction of response variables $\left\{y_{i}\right\}_{i=1}^{N}$ for a set of samples $\left\{\boldsymbol{x}_{i}\right\}_{i=1}^{N}$. The kernel trick introduced in the previous section can be applied to the linear ridge regression model. In ridge regression, a cost function typically given by

$$
\begin{equation*}
C(\boldsymbol{w}):=\frac{1}{N} \sum_{i=1}^{N}\left(y_{i}-\boldsymbol{w}^{\top} \boldsymbol{x}_{i}\right)^{2}+\lambda \cdot\|\boldsymbol{w}\|^{2} \tag{3.7}
\end{equation*}
$$

is minimized with respect to the weight coefficients $\boldsymbol{w}$, where $\lambda$ is a regularization parameter of the model which penalizes the norm of the weights. Given the regularization parameter $\lambda$, the weights which minimize Eq. (3.7) are given by

$$
\begin{equation*}
\boldsymbol{w}_{\text {ridge }}=\left(\lambda \cdot \mathbf{I}+\mathbf{X}^{\top} \mathbf{X}\right)^{-1} \mathbf{X}^{\top} \boldsymbol{y} \tag{3.8}
\end{equation*}
$$

with the design matrix $\boldsymbol{X}$ which rows are composed of the inputs $\left\{\boldsymbol{x}_{i}\right\}_{i=1}^{N}$ and the identity matrix $\mathbf{I}$, respectively. Increasing the complexity regularizer $\lambda$ results in smoother functions, thereby avoiding purely interpolating the training data and reducing overfitting (see [19]). Due to its form, the ridge regression model often exhibits good stability in terms of generalization error. However, for most real-world problems the linear model is not powerful enough to accurately predict quantummechanical properties as it is difficult to find features of the underlying system which linearly correlate with the response variables $\left\{y_{i}\right\}_{i=1}^{N}$. As the simplicity of the linear ridge regression model turns out to be the main limitation, there is a need for a non-linear variant.

This non-linear variant can be provided by kernelizing the ridge regression model. In kernel ridge regression, the parameters of the model $\boldsymbol{\alpha}:=\left(\alpha_{1}, \ldots, \alpha_{N}\right)$ are calculated by

$$
\begin{equation*}
(\lambda \cdot \mathbf{I}+\mathbf{K}) \cdot \boldsymbol{\alpha}=\boldsymbol{y}, \tag{3.9}
\end{equation*}
$$

with the already introduced Gram matrix $\mathbf{K}$ and $\boldsymbol{y}:=\left(y_{1}, \ldots, y_{N}\right)$, respectively. From the parameters $\boldsymbol{\alpha}$, a new prediction for a sample $\boldsymbol{x}$ is given by

$$
\begin{equation*}
y_{\mathrm{est}}=\sum_{i=1}^{N} \alpha_{i} \cdot k\left(\boldsymbol{x}, \boldsymbol{x}_{i}\right) \tag{3.10}
\end{equation*}
$$

Due to its nice practical and theoretical properties, kernel ridge regression has been extensively used in the quantum chemistry domain [29-33]. Note that the formally same solution of Eq. (3.9) is also obtained when training Gaussian processes and starting from the framework of Bayesian statistics [34].

### 3.4.2 Kernel Principal Component Analysis

Kernel principal component analysis (kernel PCA) [35-37] is a kernelized extension to one of the most popular data dimensionality reduction techniques, namely principal component analysis (PCA). To recall, PCA is an unsupervised method that uses an orthogonal transformation to project the high-dimensional data onto a linearly uncorrelated set of low-dimensional variables called the principal components. These principal components are defined in a compact way in the sense that a given component accounts for the highest variance under the constraint of being orthogonal to the preceding ones, the first principal component having the largest possible variance.

PCA can be kernelized by virtue of the kernel trick: the evaluation of the data on the $m$-th principal component equals the $m$-th eigenvector of the kernel matrix [38]. As PCA requires the data to be centered which is not guaranteed in feature space, one common preliminary step is to centralize the kernel beforehand by

$$
\begin{equation*}
\mathbf{K}^{\prime}:=\mathbf{K}-\mathbf{1}_{N} \cdot \mathbf{K}-\mathbf{K} \cdot \mathbf{1}_{N}+\mathbf{1}_{N} \cdot \mathbf{K} \cdot \mathbf{1}_{N}, \tag{3.11}
\end{equation*}
$$

where $\mathbf{1}_{N}$ is the $N \times N$-matrix with entries $1 / N$. From the normalized eigenvectors $\left\{\boldsymbol{u}_{i}\right\}_{i=1}^{N}$ of the centralized kernel $\mathbf{K}^{\prime}$, we compute the $m$-th principal component of a new sample $\boldsymbol{x}$ by

$$
\begin{equation*}
p_{m}(\boldsymbol{x})=\sum_{i=1}^{N} \boldsymbol{u}_{m, i} \cdot k\left(\boldsymbol{x}, \boldsymbol{x}_{i}\right), \tag{3.12}
\end{equation*}
$$

where $\boldsymbol{u}_{m, i}$ is the $i$-th element of the eigenvector $\boldsymbol{u}_{m}$. Kernel PCA is often used in the quantum chemistry domain to display the data in its first two principal components [39-42], along with the label information if present. Such a projection separates the structure of the data as induced by the kernel from the response variable, possibly learning something about the difficulties to predict a given response variable.

Kernel PCA can be used in a supervised fashion by projecting the label vector $\boldsymbol{y}$ on the normalized eigenvectors of the centralized kernel matrix

$$
\begin{equation*}
z_{i}:=\boldsymbol{u}_{i}^{\top} \boldsymbol{y} \quad i=1, \ldots, N \tag{3.13}
\end{equation*}
$$

where we call the $\left\{z_{i}\right\}_{i=1}^{N}$ the kernel PCA coefficients. Analyzing the kernel PCA coefficients allows to gain additional information about the complexity of the learning problem at hand [43], as we show in the next section.

### 3.5 Relevant Dimension Estimation

In the previous sections, we indicated that one of the governing factors for the efficiency of the model is the complexity of the learning problem. Due to the potentially infinite dimensional implicit feature space induced by the kernel, it is a priori unclear how to assess this complexity in a feasible way.

One way to tackle this problem is to analyze where the relevant information of the learning problem is contained [43]. Specifically, the relevant information can be bounded by a number of leading kernel PCA-components already encountered in the previous section, under the mild assumption that the kernel asymptotically represents the learning problem and is sufficiently smooth (see [43] for a detailed definition of these aspects). This leads to an estimation of a relevant dimension $d_{\mathrm{RD}}$ representing the complexity of the learning problem at hand. Modeling the kernel PCA coefficients $\left\{z_{i}\right\}_{i=1}^{N}$ by two zero-mean Gaussians yields the following maximum likelihood fit for the relevant dimension

$$
\begin{equation*}
d_{\mathrm{RD}}:=\underset{1 \leq d \leq N}{\operatorname{argmin}}\left(\frac{d}{N} \log \sigma_{1}^{2}+\frac{N-d}{N} \log \sigma_{2}^{2}\right) \tag{3.14}
\end{equation*}
$$

with

$$
\begin{align*}
& \sigma_{1}^{2}=\frac{1}{d} \sum_{i=1}^{d} z_{i}^{2}  \tag{3.15}\\
& \sigma_{2}^{2}=\frac{1}{N-d} \sum_{i=d+1}^{N} z_{i}^{2} . \tag{3.16}
\end{align*}
$$

Alternatively, $d_{\mathrm{RD}}$ can be estimated by a leave-one-out cross-validation approach [43]. In addition to the useful side-product in form of the relevant dimension in the kernel feature space, we can gain important insights into the interplay between the kernel and data, respectively. Specifically, the boundedness of the relevant information in a possibly small amount of kernel PCA-components shows that ideally, the kernel induces a feature space in such a way that makes optimal use of the potentially high number of feature space dimensions. This dimensionality reduction is paired with an intrinsic regularization by the kernel, yielding an efficient model which generalizes well. One additional application is to use the relevant dimension to estimate the noise of a given regression task, which allows to assess whether the difficulty of the learning problem lies in its intrinsic high-dimensionality or alternatively in present noise.

### 3.6 Conclusion

In this chapter, we examined how the choice of the representation of a given chemical system and the kernel affects the model. We reviewed three recent molecular descriptors, the Coulomb matrix, the bag-of-bonds, and the $F_{2 \mathrm{~B}}+F_{3 \mathrm{~B}}$ representations, for their ability to encode prior physical knowledge. In view of highly non-linear learning problems often encountered in quantum chemistry, we discussed important kernel properties to better understand machine learning methods based on kernels. Specifically, we examined an efficient way to choose an appropriate kernel by a common model selection scheme. This was followed by a practical guide of two popular kernel methods, the supervised kernel ridge regression and the unsupervised kernel principal component analysis. As more descriptors are continuously developed, we assert the importance to better understand their interplay with the kernel and data, respectively. In the final part of this chapter, we provided an analysis tool which captures this connection in form of the relevant dimension estimation, a way how to measure the effective complexity of the learning problem at hand when using a specific kernel.
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# Introduction to Neural Networks 

Grégoire Montavon


#### Abstract

Machine learning has become an essential tool for extracting regularities in the data and for making inferences. Neural networks, in particular, provide the scalability and flexibility that is needed to convert complex datasets into structured and well-generalizing models. Pretrained models have strongly facilitated the application of neural networks to images and text data. Application to other types of data, e.g., in physics, remains more challenging and often requires ad-hoc approaches. In this chapter, we give an introduction to neural networks with a focus on the latter applications. We present practical steps that ease training of neural networks, and then review simple approaches to introduce prior knowledge into the model. The discussion is supported by theoretical arguments as well as examples showing how well-performing neural networks can be implemented easily in modern neural network frameworks.


### 4.1 Introduction

Neural networks [1-4] are a machine learning paradigm where a large number of simple computational units called neurons are interconnected to form complex predictions [5, 6]. Neurons are typically organized in layers, where each layer compresses certain components of the input data to expand other components that are more task-relevant [7, 8]. Unlike kernels [9-11], for which the problem representation is fixed and high-dimensional, neural networks are able to learn their own representation and keep it confined to finitely many neurons, thereby providing

[^4]

Fig. 4.1 Three types of machine learning problems. (a) Classification. (b) Regression. (c) Interpolation. Curves represent the ground truth, and points represent the available training data. The horizontal axis corresponds to the input space and the vertical axis the output space. This chapter focuses on the problem of interpolation
scalability. Neural networks have reached widespread successes in applications such as image recognition [12-14] and text understanding [15,16]. These successes have motivated the use of deep neural networks beyond image and text classification, for example, in physics [17-19].

Physics applications are however characterized by a strong heterogeneity in problems and datasets, preventing an outright application of the models and techniques developed for images and text. For example, learning the energy potential of a physical system requires to produce real-valued predictions that match the energy targets exactly. This is clearly not a classification task, nor a typical regression. It is better described as an interpolation problem (cf. Fig. 4.1).

In practice, the type of task being considered has significant implications on the design of the neural network and its learning procedure. For example, noise injection techniques [20] are very useful for classification by forcing the function to be lowvarying near the data. However, it would likely be detrimental in the context of regression or interpolation, where the ground truth function is clearly not flat in these regions. The interpolation task also distinguishes itself from regression by an absence of target noise, in other words, the training error must reach zero. This requires to carefully address the question of optimization. Furthermore, learning in physical systems significantly differs from other applications in terms of the representations and neural network structures that are needed for the prediction task. Overall, these multiple differences with the well-established image/text recognition pipelines have so far prevented a straightforward and systematic application of neural networks in physics, requiring instead the development of ad-hoc designs [18, 21-24].

This chapter provides a bottom-up introduction to neural networks, by first presenting the basics and then demonstrating on illustrative toy examples how simple models can be adapted to more complex scenarios. Section 4.2 presents the computation of the forward pass, backpropagation, and the simple gradient descent procedure for learning the model. Section 4.3 presents best practices to quickly bring the training error of a model to zero. These practices are analyzed from the perspective of the Hessian matrix that characterizes locally the function to optimize. Section 4.4 tackles the question of generalization, by illustrating how invariance can be added in the input representation, and how the model can be structured
to incorporate prior knowledge about the task. Using concrete code examples, we show that simple neural networks and their well-generalizing extensions can be implemented easily and concisely in modern neural network frameworks such as PyTorch. ${ }^{1}$ Finally, we give in Sect. 4.5 an overview of the question of model selection and validation with a focus on aspects that are specific to neural networks. In particular, we discuss recent techniques to explain and visualize the predictions of a neural network, and comment on the relation between the prediction accuracy of a model and its physical plausibility.

### 4.2 Neural Network Basics

At an abstract level, a neural network can be seen as a function

$$
f: \mathbb{R}^{d} \times \Theta \rightarrow \mathbb{R}
$$

It takes as input a data point $\boldsymbol{x} \in \mathbb{R}^{d}$ and a vector of parameters $\theta \in \Theta$ that must be learned from the data. The output $f(\boldsymbol{x}, \theta) \in \mathbb{R}$ is a real-valued prediction for the input $\boldsymbol{x}$. The function $f$ is structured as an interconnection of many simple neurons, usually organized in a layered structure, where neurons at a given layer receive as input the output of the neurons from the previous layer. A simple neural network is illustrated in Fig. 4.2.

Consider the neuron with index $k$. Its output $a_{k}$ is computed in two steps:

$$
\begin{aligned}
z_{k} & =\sum_{j} a_{j} w_{j k}+b_{k} \\
a_{k} & =\rho\left(z_{k}\right)
\end{aligned}
$$

The first step performs a weighted sum over all neurons $j$ that neuron $k$ receives as input. The weights $\left(w_{j k}\right)_{j}$ and bias $b_{k}$ are the neuron parameters that are learned from the data. The second step applies a predefined nonlinear function $\rho: \mathbb{R} \rightarrow \mathbb{R}$

Fig. 4.2 Illustration of a 3-layer neural network, with a neuron from the second layer highlighted in gray


[^5]called activation function. Specific choices of activation function are discussed in Sect. 4.3.3.

### 4.2.1 The Forward Pass

Consider the layered network of Fig. 4.2. The whole processing from input $\boldsymbol{x}=$ $\left(x_{i}\right)_{i}$ to output $y$ can be written as the sequence of computations:

$$
\begin{array}{rlrl}
\forall_{j}: & z_{j} & =\sum_{i} x_{i} w_{i j}+b_{j} & \\
\forall_{k}: & & a_{j}=\rho\left(z_{j}\right) \\
z_{k} & =\sum_{j} a_{j} w_{j k}+b_{k} & & a_{k}=\rho\left(z_{k}\right)  \tag{layer3}\\
& y & =\sum_{k} a_{k} v_{k}+c &
\end{array}
$$

The letters $i, j$, and $k$ are indices for the neurons at each layer. Weights and bias parameters of each neuron constitute the elements of the parameter vector $\theta$. In practice, when neurons in consecutive layers are densely connected, it is convenient to replace neuron-wise computations by layer-wise computations. In particular, we can rewrite the neural network above as:

$$
\begin{array}{rlrl}
z^{(1)} & =W^{(1)} \boldsymbol{x}+\boldsymbol{b}^{(1)} & \boldsymbol{a}^{(1)}=\rho\left(\boldsymbol{z}^{(1)}\right) \\
\boldsymbol{z}^{(2)} & =W^{(2)} \boldsymbol{a}^{(1)}+\boldsymbol{b}^{(2)} & \boldsymbol{a}^{(2)}=\rho\left(\boldsymbol{z}^{(2)}\right) \\
y & =\boldsymbol{v}^{\top} \boldsymbol{a}^{(2)}+c & & \text { (layer 1) } \\
\text { (layer 2) }
\end{array}
$$

where $\left[W^{(1)}\right]_{j i}=w_{i j}, \boldsymbol{b}^{(1)}=\left(b_{j}\right)_{j}, \boldsymbol{a}^{(1)}=\left(a_{j}\right)_{j}$, etc., and where the function $\rho$ applies element-wise. Matrix operations occurring in this formulation considerably simplify the implementation and improve the computational efficiency. This layerwise formulation can be further generalized to let the forward pass apply to $N$ data points in parallel, by using matrix-matrix multiplications in place of matrix-vector operations. For example, in PyTorch, the forward pass can be implemented as:

```
def forward(X):
    Z1 = X.matmul(W1) + b1; A1 = rho(Z1)
    Z2 = A1.matmul(W2) + b2; A2 = rho(Z2)
    Y = A2.matmul(v) + c
    return Y
```

This function takes as input a torch array of shape $N \times d$ containing the data. The function matmul performs matrix-matrix multiplications, and the function rho implements the nonlinear activation function. Note that weight matrices W1 and W2 are transposed versions of matrices $W^{(1)}$ and $W^{(2)}$. Neural network
frameworks such as PyTorch or Keras ${ }^{2}$ also come with a collection of predefined layers, including linear layers, convolutions, and a variety of nonlinear activation functions.

### 4.2.2 The Backward Pass

A crucial aspect of neural networks is the existence of an algorithm called error backpropagation $[25,26]$ to efficiently propagate the error feedback to the multiple layers of the network where the weights and biases need to be adjusted. Error backpropagation is an iterative application of the chain rule for derivatives to neural network graphs. Let $\delta_{\text {out }}=\partial(\cdot) / \partial y$ be the derivative of some quantity $(\cdot)$ that depends on the input and parameters through the output $y$. We start from the output and apply the chain rule to get the derivatives in the previous layer:

$$
\forall_{k}: \frac{\partial(\cdot)}{\partial z_{k}}=\frac{\partial a_{k}}{\partial z_{k}} \frac{\partial y}{\partial a_{k}} \frac{\partial(\cdot)}{\partial y}=\rho^{\prime}\left(z_{k}\right) v_{k} \delta_{\text {out }}
$$

We store the result of this computation in some variable $\delta_{k}$ (i.e., $\delta_{k} \leftarrow \partial(\cdot) / \partial z_{k}$ ), so that it does not need to be recomputed. Application of the (multivariate) chain rule is then used to propagate the derivatives one layer below:

$$
\forall_{j}: \frac{\partial(\cdot)}{\partial z_{j}}=\frac{\partial a_{j}}{\partial z_{j}} \cdot\left(\sum_{k} \frac{\partial z_{k}}{\partial a_{j}} \frac{\partial(\cdot)}{\partial z_{k}}\right)=\rho^{\prime}\left(z_{j}\right) \sum_{k} w_{j k} \delta_{k}
$$

We store the result in $\delta_{j}$ (i.e., $\delta_{j} \leftarrow \partial(\cdot) / \partial z_{j}$ ). A further step of backpropagation similar to the one above gives $\delta_{i} \leftarrow \partial(\cdot) / \partial x_{i}$. The whole backpropagation procedure can be written as:

$$
\begin{array}{lllll}
\forall_{k}: & \partial(\cdot) / \partial v_{k}=a_{k} \delta_{\text {out }} & \partial(\cdot) / \partial c=\delta_{\text {out }} & \delta_{k}=\rho^{\prime}\left(z_{k}\right) v_{k} \delta_{\text {out }} & \text { (layer 3) } \\
\forall_{j}: & \partial(\cdot) / \partial w_{j k}=a_{j} \delta_{k} & \partial(\cdot) / \partial b_{k}=\delta_{k} & \delta_{j}=\rho^{\prime}\left(z_{j}\right) \sum_{k} w_{j k} \delta_{k} & \text { (layer 2) } \\
\forall_{i}: & \partial(\cdot) / \partial w_{i j}=x_{i} \delta_{j} & \partial(\cdot) / \partial b_{j}=\delta_{j} & \delta_{i}=\sum_{j} w_{i j} \delta_{j} & \text { (layer 1) }
\end{array}
$$

Computations are applied from top to bottom and from left to right. The first two columns compute derivatives with the model weights and biases, and make use of the quantities $\delta_{j}, \delta_{k}$ discussed before. These quantities are obtained iteratively by computations in the last column. This last column forms the backbone of the backpropagation procedure. Derivatives with respect to weights and biases constitute the elements of the gradient that we will use in Sect.4.2.3 to train the neural network. Overall, the backward pass runs in linear time with the forward

[^6]pass. Like for the forward pass, the backward pass can also be rewritten in terms of matrix multiplications.

In practice, however, modern neural network frameworks such as PyTorch or Keras come with an automatic differentiation mechanism, where the backward computations are generated automatically from the forward pass. Consequently, the backward pass does not have to be implemented manually. For example, to get the gradient of the $n$th data point's output w.r.t. the first layer weights, we write in PyTorch:

```
W1.requires_grad_(True)
Y = forward(X)
Y [n].backward()
print(W1.grad)
```

The first line declares that the gradient w.r.t. W1 needs to be collected. The second line applies the forward pass. The third line invokes for the desired scalar quantity the automatic differentiation mechanism which stores the gradient in the variable wl.grad.

### 4.2.3 Optimizing Neural Networks

Having described how to compute activations at each layer of a neural network and the gradient w.r.t. the parameters, we now focus on the problem of learning these parameters from the data. Assume a dataset of $N$ examples $\mathcal{D}=$ $\left(\left(\boldsymbol{x}_{1}, t_{1}\right),\left(\boldsymbol{x}_{2}, t_{2}\right), \ldots,\left(\boldsymbol{x}_{N}, t_{N}\right)\right)$ where each example consists of an input $\boldsymbol{x}_{n} \in \mathbb{R}^{d}$ and an associated target $t_{n} \in \mathbb{R}$ representing what needs to be predicted for this example. The problem can be formalized by defining an error function $\mathcal{E}(\theta)$ that measures the average divergence on the training data between the predictions $f\left(x_{n}, \theta\right)$ and the targets $t_{n}$ :

$$
\begin{equation*}
\mathcal{E}(\theta)=\frac{1}{N} \sum_{n=1}^{N}\left[f\left(\boldsymbol{x}_{n}, \theta\right)-t_{n}\right]^{2} \tag{4.1}
\end{equation*}
$$

The best fitting neural network is then obtained as a solution to the optimization problem $\min _{\theta \in \Theta} \mathcal{E}(\theta)$. Because the function $\mathcal{E}(\theta)$ has potentially many (local) minima, we usually start at some given position in the parameter space and iterate the map

$$
\theta \leftarrow \theta-\gamma \cdot \nabla_{\theta} \mathcal{E}(\theta)
$$

until it converges to some local minimum $\theta^{\star}$. The hyperparameter $\gamma$ is the learning rate. The error gradient is obtained with automatic differentiation (cf. Sect. 4.2.2). Assuming our dataset is stored in torch arrays $X$ and $T$ of size $N \times d$ and $N$
respectively, the gradient descent procedure can be implemented compactly as:

```
for i in range(n_iter):
    Y = forward(X)
    E = ((Y-T)**2) mean()
    E.backward()
    with torch.no_grad():
        for p in [W1,b1,W2,b2,v,c]:
            p -= gamma * p.grad
            p.grad = None
```

The statement torch.no_grad() temporarily deactivates the automatic differentiation mechanism so that the parameters of the model can be updated. Importantly, because the call to backward() increments parameter gradients rather than replacing them by their new value, we need to manually set these gradients to None after each iteration.

### 4.3 Efficient Training of Neural Networks

The optimization procedure above assumes that the error function $\mathcal{E}(\theta)$ is such that a step along the gradient direction will result in a new parameter $\theta^{\prime}$ at which the error $\mathcal{E}\left(\theta^{\prime}\right)$ is significantly lower. In practice, this is not necessarily the case. The error function might instead exhibit pathological curvature, which makes the gradient direction of little use. Section 4.3.1 looks at the Hessian of the error function at the local minimum $\theta^{\star}$, from which we can infer how difficult it is to optimize the function locally. Building on this Hessian-based analysis, Sects. 4.3.2-4.3.5 present common practices to make neural network training more efficient.

### 4.3.1 Hessian-Based Analysis of the Error Function

To assess how quickly gradient descent converges, we need to inspect the shape of the error function $\mathcal{E}(\theta)$ locally. A Taylor expansion at $\theta^{\star}$ gives:

$$
\mathcal{E}(\theta)=\mathcal{E}\left(\theta^{\star}\right)+\left.\frac{1}{2}\left(\theta-\theta^{\star}\right)^{\top} H\right|_{\theta^{\star}}\left(\theta-\theta^{\star}\right)+\cdots
$$

where $H=\partial^{2} \mathcal{E} / \partial \theta^{2}$ is the Hessian matrix containing all second-order derivatives. Its eigenvalues $\lambda_{1} \geq \lambda_{2} \geq \cdots \geq \lambda_{\operatorname{dim}(\theta)} \geq 0$ give information about the local curvature of the error function and how well gradient descent will perform. When all the eigenvalues are strictly positive, the difficulty to converge to $\theta^{\star}$ is given by the condition number $\lambda_{1} / \lambda_{\operatorname{dim}(\theta)}$. An example of error function annotated with its eigenvalues is given in Fig. 4.3.


Fig. 4.3 Error function viewed in three dimensions (left) and from the top (right) with $\theta \in \mathbb{R}^{2}$. The highest eigenvalues correspond to the direction of highest curvature. A large ratio $\lambda_{1} / \lambda_{2}$ makes the function ill-conditioned and harder to optimize with gradient descent

A general way of computing the Hessian in a neural network makes use of the chain rule for second derivatives [27]:

$$
H=\frac{\partial Y}{\partial \theta}^{\top} \frac{\partial^{2} \mathcal{E}}{\partial Y^{2}} \frac{\partial Y}{\partial \theta}+\frac{\partial \mathcal{E}}{\partial Y} \frac{\partial^{2} Y}{\partial \theta^{2}}
$$

The vector $Y$ represents the neural network outputs, here, $Y=\left[f\left(\boldsymbol{x}_{1}, \theta\right), \ldots, f\left(\boldsymbol{x}_{N}\right.\right.$, $\theta)]$. While the Hessian is high-dimensional and hard to analyze, certain fragments of it have a simpler analytical form [28,29]. Let $\langle\cdot\rangle$ denote the mean over the training data, and $\delta_{k}=\partial y / \partial z_{k}$. The matrix $H_{k}=\left(\partial^{2} \mathcal{E} / \partial w_{j k} \partial w_{j^{\prime} k}\right)_{j j^{\prime}}$ focuses on the parameters of neuron $k$ and takes the simple form:

$$
\begin{equation*}
\left[H_{k}\right]_{j j^{\prime}}=2\left\langle a_{j} a_{j^{\prime}} \delta_{k}^{2}\right\rangle+2\left\langle a_{j} \cdot \frac{\partial \delta_{k}}{\partial w_{j^{\prime} k}} \cdot(y-t)\right\rangle \tag{4.2}
\end{equation*}
$$

The first term is a product of incoming activations $a_{j} a_{j^{\prime}}$ modulated by $\delta_{k}^{2}$ measuring the sensitivity to the output. The second term disappears when the error at the minimum is zero.

Overall, this Hessian-based analysis will serve to theoretically motivate a number of heuristics and best practices that are commonly used to prepare the data, build the neural network, and train it efficiently. These practices are presented in the next sections.

### 4.3.2 Normalizing the Input Data

A recommendation by LeCun et al. [27] is to apply a transformation to the data before giving it as input to the neural network. The transformation applies:

$$
x_{i} \leftarrow\left(x_{i}-m_{i}\right) / s_{i}
$$

to each input feature $i=1 \ldots d$, where $m_{i}$ and $s_{i}$ are the mean and standard deviation of feature $i$ computed on the training data. This transformation is known
as standardization. It is easy to compute and has been shown empirically to ease the task of optimization. Standardization can be motivated from the Hessian-based analysis. Consider the special case where $x_{i}, x_{i^{\prime}}$, and $\delta_{j}$ are independent. The Hessian matrix $H_{j}=2\left\langle\boldsymbol{x} \boldsymbol{x}^{\top} \delta_{j}^{2}\right\rangle$ computed on the original data has in that case its condition number upper-bounded as $\lambda_{1} / \lambda_{d} \leq\left(\max _{i} s_{i}^{2}+\|\boldsymbol{m}\|^{2}\right) / \min _{i} s_{i}^{2}$. A mean that is distant from the origin or a large spread in standard deviations is likely to raise the condition number significantly and make optimization harder. The standardization procedure thus clearly contributes in this simple scenario to lower the condition number. When $x_{i}$ and $x_{i^{\prime}}$ are instead strongly correlated, the condition number would remain high, and application of an additional transform, e.g., data whitening, becomes needed to ease optimization.

During training, the variables $\delta_{j}$ and $\left(x_{i}, x_{i^{\prime}}\right)$ are likely to become dependent. The neuron $j$ (and the associated sensitivity term $\delta_{j}^{2}$ ) might indeed specialize to very specific input patterns. If these patterns are distant from the origin, e.g., in the tails of the input distribution, this will lead to a poorly conditioned Hessian matrix, even after standardization or whitening. A technique to improve optimization in this case is thermometer coding [30,31]. It applies to each standardized feature the nonlinear expansion
$\forall_{i=1}^{d}: x_{i} \leftarrow\left(\ldots, \sigma\left(x_{i}+2\right), \sigma\left(x_{i}+1\right), \sigma\left(x_{i}+0\right), \sigma\left(x_{i}-1\right), \sigma\left(x_{i}-2\right), \ldots\right)$
where $\sigma$ is a sigmoid function, for example, the hyperbolic tangent. Each term of the expansion "zooms-in" on a particular range of values of the input. Thermometer coding is then followed by another step of standardization. The effect of thermometer coding is illustrated for a simple one-dimensional distribution in Fig. 4.4. We highlight in blue a specific region of the input distribution. In certain dimensions, it collapses to a constant value while in other dimensions it becomes well-expanded, making it easier to learn the local variations of the target function.


Fig. 4.4 On the left, standardized input distribution with a selection of the data shown in blue. On the right, the same distribution after thermometer coding and another standardization step


Fig. 4.5 Distribution of activations resulting from application of different nonlinearities, and the measured condition number. A low condition number makes optimization easier

### 4.3.3 Choosing the Activation Function

Another important parameter of the neural network is the choice of the activation function $\rho$. The ReLU activation given by

$$
\rho\left(z_{j}\right)=\max \left(0, z_{j}\right)
$$

was recommended by Glorot et al. [32]. It has become the "default" nonlinearity and is commonly used in state-of-the-art models [12,16,33]. Similarly to Sect. 4.3.2, this choice of nonlinearity can be motivated from the Hessian-based analysis. Let $\boldsymbol{a}=\left(a_{j}\right)_{j}$ be the vector of activations received by neuron $k$, and $H_{k}=2\left\langle\boldsymbol{a} \boldsymbol{a}^{\top} \delta_{k}^{2}\right\rangle$ its Hessian matrix. Figure 4.5 shows the distribution of input activations $\left(a_{j}\right)_{j}$ obtained from various nonlinearities, as well as the condition number of a neuron $k$ built on top of these activations. (Here, we assume constant sensitivity $\delta_{k}^{2}=1$.)

Application of the ReLU function results in activations for which the condition number is low. This hints at a good optimization behavior. For certain problems (cf. Sect. 4.4.4), a further desirable property of an activation function is smoothness. The softplus activation $\rho\left(z_{j}\right)=\beta^{-1} \cdot \log \left(1+\exp \left(\beta \cdot z_{j}\right)\right)$ is a smooth variant of the ReLU. However, it tends to produce activations that are not well centered, causing the condition number to be high. The centered softplus activation $\rho\left(z_{j}\right)=$ $\beta^{-1} \cdot\left[\log \left(1+\exp \left(\beta \cdot z_{j}\right)\right)-\log (2)\right]$ corrects for this behavior by ensuring $\rho(0)=0$.

### 4.3.4 Initialization and Network Size

A common practice for initializing a neural network is to draw the weights randomly from the Gaussian distribution $w_{j k} \sim \mathcal{N}\left(0, \sigma_{j k}^{2}\right)$ where $\sigma_{j k}^{2}$ is a variance parameter. A motivation for randomness is to break symmetries in the parameter space. This avoids scenarios where two neurons with same biases, incoming weights, and outgoing weights, would always receive the same updates and never become
different. For neural networks with ReLU activations, it was recommended in [34] to set the variance to

$$
\sigma_{j k}^{2}=2 \cdot\left(\sum_{j} 1_{j k}\right)^{-1}
$$

i.e., inversely proportional to the number of incoming connections, as a way to keep activations at each layer on the same scale. Similarly to Sects.4.3.2 and 4.3.3, this scaling can be motivated from a Hessian-based analysis (see also [28]). A block-diagonal approximation of the whole Hessian is first constructed from the Hessian matrices of each neuron at each layer: $H=$ $\operatorname{diag}\left\{H_{j}, H_{j^{\prime}}, H_{j^{\prime \prime}}, \ldots, H_{k}, H_{k^{\prime}}, H_{k^{\prime \prime}}, \ldots, H_{\text {out }}\right\}$. Eigenvalues of $H$ are then given by the collection of eigenvalues of the different blocks. Reducing the condition number can be achieved by requiring each block to have eigenvalues on a similar scale. In particular, remembering that $\left[H_{k}\right]_{j j^{\prime}} \approx 2\left\langle a_{j} a_{j^{\prime}} \delta_{k}^{2}\right\rangle$ we can impose the stronger requirement that (1) activations at each layer are on the same scale, and (2) sensitivities at each layer are also on the same scale. The weight scaling heuristic above implements the first requirement. Fulfilling the second requirement would require an alternate scaling of the weights, with variance inversely proportional to the number of outgoing connections. These seemingly contradicting requirements can be reconciled by using the same number of neurons in each layer.

One last parameter of the neural network that influences training time is its size. On the one hand, a small network will be fast to evaluate; however, it may not be expressive enough to reach zero error. On the other hand, a large neural network will be able to represent a broader class of functions and reach zero training error more easily; however, each training iteration will take longer. Therefore, the number of neurons in the network should be large enough to easily and accurately represent the target values, but not larger than necessary.

### 4.3.5 Learning Rate, Momentum, and Mini-Batches

Once we have built and initialized the neural network, the next step is to train it. The most important training hyperparameter is the learning rate $\gamma$. A simple way to choose it is to start with a fairly large learning rate, e.g., $\gamma=1.0$, and if learning diverges, repeatedly slash the learning rate by a factor 10 .

Because techniques outlined in Sects. 4.3.2-4.3.4 are heuristics based only on fragments of the true Hessian matrix, the conditioning of the optimization problem is likely to remain suboptimal. This remaining ill-conditioning can be handled at training time by incorporating momentum in the gradient descent:

$$
\begin{aligned}
& g \leftarrow \eta \cdot g+\nabla_{\theta} \mathcal{E}(\theta) \\
& \theta \leftarrow \theta-\gamma \cdot g
\end{aligned}
$$

where $0 \leq \eta<1$ is a hyperparameter. Using a strong momentum speeds up convergence along the directions of the parameter space associated with low Hessian eigenvalues. Typical choices of momentum are $\eta=0.9$ or $\eta=0.99$. Other popular choices of optimization algorithms include the Adam optimizer [35] which further improves convergence by incorporating a second-order moment. This optimizer is available in neural network frameworks such as PyTorch or Keras.

When the dataset is composed of more than a few hundreds training examples, evaluation of the error function and its gradient becomes very expensive, both computationally and in terms of memory. In that case, it is common to use stochastic gradient descent $[36,37]$, a technique that substitutes at each iteration the error gradient $\nabla_{\theta} \mathcal{E}(\theta)$ by the gradient of an estimate of the error built from a single example:

$$
\widehat{\nabla}_{\theta} \mathcal{E}(\theta)=\nabla_{\theta}\left[f\left(x_{n}, \theta\right)-t_{n}\right]^{2} \quad n \sim \operatorname{random}\{1, \ldots, N\} .
$$

The index $n$ is selected randomly at each iteration. In practice, it is common to not consider a single example, but to estimate the gradient at each iteration from a minibatch containing somewhere between 10 and 100 randomly selected examples.

### 4.4 Improving Neural Network Generalization

Application of the practical steps of Sect. 4.3 will help the neural network to reach quickly a low training error $\mathcal{E}(\theta)$. Training error however does not tell us how well the model will generalize to new data points. For this, we need to impose a preference among all models that correctly fit the training data, for those that are likely to generalize well to new data points.

### 4.4.1 Model Regularization

Regularization consists of applying a preference for simple models [38]. For example, among all models that fit the training data, we might retain the one that has the fewest variations or that is the smoothest. In the context of neural networks, a common regularization technique is weight decay [39]. The neural network is trained to match the target values while at the same time pulling its weights to smaller values. This procedure can be implemented by adding the squared weights to the objective function:

$$
\mathcal{E}_{\mathrm{reg}}(\theta)=\mathcal{E}(\theta)+\lambda \cdot\left[\sum_{i j} w_{i j}^{2}+\sum_{j k} w_{j k}^{2}+\sum_{k} v_{k}^{2}\right]
$$

The larger the hyperparameter $\lambda$, the smaller the weights will get. In practice, on interpolation tasks, $\lambda$ should be set high enough for the weights to decay quickly enough, but not too high in order to still be able to fit the training data perfectly. In

PyTorch, weight decay can be implemented by adding the squared weights to the original error function:

$$
\mathrm{E}+=\operatorname{lambd} * \operatorname{sum}((\mathrm{p} * * 2) \cdot \operatorname{sum}() \text { for } \mathrm{p} \text { in }[\mathrm{W} 1, \mathrm{~W} 2, \mathrm{v}])
$$

We then call backward () on this new quantity to get the gradients.
Other popular regularization techniques that can be applied in this context include pruning [40] or bagging [41]. Regularization techniques are generally applicable and make relatively few assumptions about the task. Next sections will show that generalization can be further improved by introducing problem-specific prior knowledge into the model and the input representation.

### 4.4.2 Invariant Input Representations

The problem of building invariant input representations has been extensively studied in the context of predicting molecular electronic properties [42-46]. We discuss below two approaches to introduce invariance: feature selection and data extension.

Feature selection [47] aims to map the data to a new representation that retains task-relevant features while discarding information to which the model should be invariant. Consider the toy problem of Fig. 4.6 where we would like to learn an energy function by integrating prior knowledge such as translation and rotation invariance. One representation that readily incorporates this invariance is the matrix

test examples



Fig. 4.6 Toy dataset representing various configurations of a one-dimensional system of eight elements. The system is governed by some ground truth energy function assumed to be unknown, but for which we have some prior knowledge that we would like to incorporate in our model
of pairwise distances:

$$
\Phi(\mathbf{r})=\left(\begin{array}{cccc}
\left\|\mathbf{r}_{1}-\mathbf{r}_{2}\right\|, & \left\|\mathbf{r}_{1}-\mathbf{r}_{3}\right\|, & \ldots & \left\|\mathbf{r}_{1}-\mathbf{r}_{L}\right\|  \tag{4.3}\\
& \left\|\mathbf{r}_{2}-\mathbf{r}_{3}\right\|, & & \left\|\mathbf{r}_{2}-\mathbf{r}_{L}\right\| \\
& & \ddots & \vdots \\
& & & \left\|\mathbf{r}_{L-1}-\mathbf{r}_{L}\right\|
\end{array}\right)
$$

Training a neural network on such representation ensures that the predictions of the model also have the desired invariance. An important property to verify when building a representation is the absence of collision in feature space between systems with different energies, i.e., $E(\mathbf{r}) \neq E\left(\mathbf{r}^{\prime}\right) \Rightarrow \Phi(\mathbf{r}) \neq \Phi\left(\mathbf{r}^{\prime}\right)$. If two systems collide, it is indeed no longer possible for the neural network to produce different predictions.

Another approach to implementing invariance is data augmentation [31, 48]. Here, instead of building a better representation, we augment the data with all transformations that leave the quantity to predict invariant. In the toy example of Fig. 4.6, the prior knowledge we have about flip invariance can be induced by building the extended dataset:

$$
\begin{equation*}
\mathcal{D}_{\text {new }}=\bigcup_{(\mathbf{r}, E) \in \mathcal{D}}\left\{(\mathbf{r}, E),\left(\mathbf{r}_{::-1}, E\right)\right\} \tag{4.4}
\end{equation*}
$$

Data extension delegates to the neural network the task of learning the required invariance. Neural networks work well with data extension, as they can scale to potentially very large datasets. The main advantage of data extension is to avoid the problem of finding a good invariant representation that is collision-free. On the other hand, data extension will require a larger neural network, and invariance outside the training data will only hold approximately.

### 4.4.3 Structured Neural Networks

Some prior knowledge can be incorporated directly into the structure of the neural network. A well-known example in computer vision is the convolutional neural network [49]. It is structured in a way that the same parameters, e.g., edge detectors, apply similarly at each location in the input image, and detected features at nearby locations contribute equally to the output. Structured models have also been proposed for applications in physics, for example, fitted pairwise inter-atomic potentials [21], fitted local environments [22], or more recently, message passing neural networks [18,50,51]. Consider again the toy example of Fig. 4.6, where we now focus on implementing the prior on the locality of the energy function.

Figure 4.7 depicts two possible neural network architectures for predicting energies. The first one is a plain network that takes as input a flattened version of the representation $\Phi(\mathbf{r})$, normalizes it, and maps it to the output through a sequence


Fig. 4.7 Plain and structured neural networks that predict the energy of systems from their feature representation
of fully connected layers. The second one is a structured network that applies the same subnetwork multiple times to distinct groups of variables, and sums the corresponding outputs into a global energy prediction. Starting from the plain neural network of Sect.4.2.1, we get the following sequence of layers:

$$
\begin{align*}
& \forall_{m=1}^{M}, \forall_{j}: \quad z_{m j}=\sum_{i} x_{m i} w_{i j}+b_{j} \quad a_{m j}=\rho\left(z_{m j}\right) \quad \text { (layer 1) } \\
& \forall_{m=1}^{M}, \forall_{k}: \quad z_{m k}=\sum_{j} a_{m j} w_{j k}+b_{k} \quad a_{m k}=\rho\left(z_{m k}\right) \quad \text { (layer 2) } \\
& \forall_{m=1}^{M}: \quad y_{m}=\sum_{k} a_{m k} v_{k}+c  \tag{layer3}\\
& y=\sum_{m=1}^{M} y_{m} \tag{layer4}
\end{align*}
$$

While this neural network architecture appears more complicated, it can actually be implemented very easily from a standard neural network. For this, a torch tensor $X$ of dimensions $M \times N \times 3$ is prepared, containing the datasets of size $N \times 3$ received by the different subnetworks. Then, we take the readily implemented forward function from Sect.4.2.1, and get the output of our structured neural network by simply applying:

```
Y = forward(X).sum(dim=0)
```

What happens is that the matmul operation used in the forward function views the added dimension of x as a batch and thus propagates the added dimension from layer to layer. The operation . sum (dim=0) applies the top-layer pooling along the dimension of the batch.

To demonstrate the practical benefit of the locality prior implemented by the structured network, a plain and a structured network are trained on the toy problem of Fig. 4.6. For the plain network, we choose layer sizes $(28 \times 5)-25-25-1$. For the structured model, layer sizes for each subnetwork are $(3 \times 5)-25-25-1$. The factor 5 for the input layer corresponds to the thermometer coding expansion. Weight decay

Energy (plain network)
$R^{2}=0.893$

$$
R^{2}=0.893
$$

Energy (structured network)
$R^{2}=0.991$

$\begin{array}{lllll}\text { A } & \text { B } & \text { C } & \text { D }\end{array}$

Fig. 4.8 Energy predictions along the test trajectories of the toy dataset. Results are shown for the plain and structured neural networks illustrated in Fig. 4.7. Shaded area represents the discrepancy between the prediction (solid blue line) and the ground truth (dotted line) and the $R^{2}$ score is the coefficient of determination quantifying the overall model accuracy
with $\lambda=0.001$ is applied to both networks. Predictions on the test trajectories are shown in Fig. 4.8. We observe that the structured neural network predicts energies much more accurately than the plain network.

While using a structured network will be the preferred choice most of the time, there are however two potential limitations to keep in mind: First, the newly imposed restriction on the structure of the model makes the error function potentially harder to optimize. Use of a strong momentum (cf. Sect. 4.3.5) is becoming especially needed here. Second, the toy example of Fig. 4.6 is artificially structured to only contain short-range dependencies. This is not representative of all real-world systems, as some of them may exhibit long-range dependencies. For such systems, the structured neural network considered here will likely see its performance saturate as more data is being observed, and in the limit case be outperformed by a plain neural network.

### 4.4.4 Smoothness of the Prediction Function

The last prior knowledge we would like to incorporate for the toy example of Fig. 4.6 is smoothness. Here, the predicted energy function $E(\mathbf{r})$ is considered to be smooth if its gradient $\nabla_{\mathbf{r}} E(\mathbf{r})$ is continuous. The sequence of computations that leads to the gradient includes (1) the mapping from the system's coordinates to the neural network input, (2) the forward pass, (3) the backward pass, and (4) the gradient of the input mapping:

|  | $\boldsymbol{x}$ | $=\operatorname{normalize}(\Phi(\mathbf{r}))$ | (neural network input) |
| ---: | :--- | ---: | :--- |
|  | $\vdots$ |  |  |
| $\forall_{m=1}^{M}, \forall_{k}:$ | $a_{m k}$ | $=\rho\left(\sum_{j} a_{m j} w_{j k}+b_{k}\right)$ |  |
|  | $\vdots$ | (forward pass) |  |
| $\forall_{m=1}^{M}, \forall_{j}:$ | $\delta_{m j}$ | $=\rho^{\prime}\left(z_{m j}\right) \sum_{k} w_{j k} \delta_{m k}$ |  |
| (backward pass) |  |  |  |

$$
\nabla_{\mathbf{r}} E(\mathbf{r})=\sum_{m=1}^{M} \sum_{i} \frac{\partial x_{m i}}{\partial \mathbf{r}} \cdot \delta_{m i} \quad \text { (gradient of input) }
$$

The mapping to the neural network input is composed of distance functions, standardization, and thermometer coding, all of them are continuous. Weighted sums occurring in the forward pass and backward pass are continuous. The gradient $\partial x_{m i} / \partial \mathbf{r}$ is continuous. The activation function $\rho$ is also continuous. However, when $\rho$ is the standard ReLU activation, the derivative $\rho^{\prime}$ used in the backward pass is not continuous. This discontinuity causes the overall gradient $\nabla_{\mathbf{r}} E(\mathbf{r})$ to be discontinuous, and the energy prediction $E(\mathbf{r})$ to be non-smooth. To enable smoothness, we can replace the ReLU activation by the centered softplus activation presented in Sect. 4.3.3 whose derivative is continuous.

To verify the effect of the activation function on the gradient continuity and the resulting accuracy of the energy prediction, we consider the structured model of Sect.4.4.3 applied to our toy example. The neural network is trained once using the original ReLU activations, and once with the centered softplus activations. The quantity $\left\|\nabla_{\mathbf{r}} \mathbf{E}(\mathbf{r})\right\|$ is plotted in Fig. 4.9 (top) for both models along the test trajectories. The discontinuous behavior for the neural network with ReLU activations is clearly visible. Figure 4.9 (bottom) plots predicted energies for the


Fig. 4.9 Top: Gradient norm $\left\|\nabla_{\mathbf{r}} E(\mathbf{r})\right\|$ as derived from the energy predictions, and computed along the test trajectories of the toy dataset. Bottom: Energy prediction $E(\mathbf{r})$. Results are shown for structured neural networks with ReLU or centered softplus activations. Shaded area represents the discrepancy between the prediction (solid blue line) and the ground truth (dotted line), and $R^{2}$ is the coefficient of determination
same models and trajectories. We observe that the neural network with the centered softplus activation outperforms the non-smooth ReLU variant, reaching near-perfect predictions. Overall, this experiment demonstrates the benefit in terms of prediction accuracy of implementing the smoothness prior.

Generally, the smoothness implemented by the centered softplus function makes it particularly suitable in the context of modeling physical systems. However, the smoothness of the prediction is likely to be useful only as long as the true function to approximate is smooth. Interpolating non-smooth functions with a smooth model may lead to poor results.

### 4.5 Model Selection, Evaluation, and Understanding

So far, we have introduced techniques for learning a neural network efficiently and in a way that it generalizes well. However, which regularization technique to use, how to set the hyperparameters, and which prior knowledge to incorporate will typically be problem-dependent. Section 4.5 .1 explains how to perform model selection quantitatively and automatically, and what are the implicit assumptions that are made about the task. Section 4.5.2 describes another set of techniques that are not subject to the same restrictions and that aim to present the neural network decision structure to a human.

### 4.5.1 Model Selection and Evaluation

A common procedure for selecting the best model and hyperparameters consists of randomly splitting the dataset in three parts. The first part is used to train a set of candidate models with different hyperparameters. The second part is used to evaluate each trained model and select the one with highest prediction accuracy. The last part of the data is used to produce an unbiased estimate of prediction accuracy for the selected model. The procedure is illustrated in Fig. 4.10. A more advanced version of this selection procedure, $k$-fold cross-validation, averages the evaluation on multiple data splits, so that a larger fraction of the data can be allocated to training. (See, e.g., [52] for further discussion.)

A first question to consider is which candidate models to select from. Given the flexibility of neural networks, taking all possible combinations of structures and hyperparameters would be computationally infeasible. Randomized or predictive approaches $[53,54]$ search only over a limited and sufficient collection of models, allowing to strongly reduce the computational requirements. Another common practice is to set most hyperparameters to best guesses, and exhaustively search for only two or three hyperparameters. In addition, for a more robust selection procedure, it is also recommended to include in the list of candidates, simple nonneural network models such as linear regression or Gaussian kernels.

The second ingredient that enters in the model selection procedure is the metric that we use to evaluate the model performance. Independently of the exact


Fig. 4.10 Illustration of a typical procedure for model selection and evaluation. The data is shuffled and partitioned in three sets, with each set having a particular role
objective used to train the model, the evaluation metric should evaluate the true model performance, reflecting what the end-user would consider to be a good prediction. Examples of common evaluation metrics are the mean square error, the $R^{2}$ coefficient of determination, or the mean absolute error. We may also more specifically measure, e.g., whether the prediction correctly ranks systems from lowest to highest energy, or whether quantities derived from the prediction such as forces are accurate.

A limitation of this simple model validation technique, and more generally of any technique based on cross-validation, is the assumption that we can truly evaluate and quantify the usefulness of the model. Such assessment may be impossible for various reasons. For example, we do not always know in advance on which input distribution the end-user will apply the model. The model may perform well on the current data but fail to extrapolate to new scenarios. Furthermore, the selection procedure assumes that the user is able to quantify what he wants from a model. In practice, the user may not only be interested in getting accurate predictions, but also to extract insight from the model. The insights to be extracted from the model are in essence not quantifiable by the user.

### 4.5.2 Understanding Neural Network Predictions

It is often desirable for a user to be able to understand what the neural network model has learned [55,56]. The structures learned by a well-functioning neural network could, for example, allow the user to refine his own problem's intuition. Furthermore, a neural network that closely aligns with the user's own physics knowledge is likely to extrapolate better outside the available data. Although prior knowledge about the task can be induced in the model through various mechanisms, e.g., input representation, neural network structure, and smooth nonlinearities, we
still would like to verify that the trained model has used these mechanisms in the way they were intended.

Interpretability is commonly achieved by exposing to the user, which input features were relevant for the model to arrive at its prediction [57,58]. For example, if the input of our neural network is the collection of pairwise distances (cf. Eq. (4.3)), the produced explanation would highlight the contribution of each pair $\left(\mathbf{r}_{i}, \mathbf{r}_{j}\right)$ to the neural network output, that is, in which pairs the modeled physical system stores its energy. A first approach to obtain these scores consists of building interpretability structures directly into the model. For example, [59,60] proposed to incorporate a top-level summing structure in the network so that summands readily give the contributions of their associated features. The summing structure is also present in recent neural networks for predicting molecular electronic properties [61,62], as well as in the simple structured neural network of Sect. 4.4.3. For this last example, we note that summands are not bound to a single input feature, but depend on three input features. Thus, one still needs to determine which of these three features are actually being used. Various methods have been proposed to determine the relevance of individual input features [58, 63-65]. In the following, we focus on layer-wise relevance propagation [58], which identifies the contribution of input features via a reverse propagation pass in the neural network.

### 4.5.3 Layer-Wise Relevance Propagation

Layer-wise relevance propagation (LRP) [58] is a technique to systematically attribute the prediction of a neural network to its input features. It is applicable to general neural network structures including CNNs $[58,66]$ and LSTMs [67]. LRP is based on a conservative reverse propagation procedure in the neural network that is illustrated in Fig. 4.11.

The notation $[y]_{j}$ indicates the share of the output that flows backward through neuron $j$. In the context of deep networks with ReLU nonlinearities, a practical propagation rule is LRP- $\gamma$ [66]:

$$
[y]_{j}=\sum_{k} \frac{a_{j} g\left(w_{j k}\right)}{g\left(b_{k}\right)+\sum_{j} a_{j} g\left(w_{j k}\right)}[y]_{k}
$$

Fig. 4.11 Illustration of the LRP procedure where the prediction is propagated from the output towards the input features, by means of propagation rules

where $g(w)=w+\gamma \max (0, w)$, with a hyperparameter $\gamma \geq 0$. A large value for $\gamma$ prevents the emergence of strong positive and negative scores in redistribution process but it also makes the resulting explanation less sensitive to local variations of the prediction. Typical values for $\gamma$ are between 0 and 1 . When neurons are linear (e.g., in the top layer), we must choose $\gamma=0$. The LRP- $\gamma$ propagation rule is applicable to all layers that receive positive activations as input. For the first layer where inputs $\left(x_{i}\right)_{i}$ are signed, we can replace the contribution terms $a_{j} g\left(w_{j k}\right)$ by the symmetrized variant $g\left(x_{i}\right) g\left(w_{i j}\right)+g\left(-x_{i}\right) g\left(-w_{i j}\right)$ where contributions from positive and negative input values are treated equally.

We now come to the question of implementation. A direct approach for implementing LRP is to manually iterate from the top layer to the bottom layer. However, the implementation can be made more concise by leveraging automatic differentiation. We first observe that, when expressing the propagated scores as $[y]_{j}=a_{j} c_{j}$ and $[y]_{k}=a_{k} c_{k}$, the standard LRP $-\gamma$ propagation procedure can be rewritten as:

$$
c_{j}=\sum_{k} g\left(w_{j k}\right) \frac{\rho\left(\sum_{j} a_{j} w_{j k}+b_{k}\right)}{g\left(b_{k}\right)+\sum_{j} a_{j} g\left(w_{j k}\right)} c_{k}
$$

This equation is similar to the one used for gradient propagation (cf. Sect. 4.2.2), except for the ReLU derivative which is replaced by a more complex term, and for the weight $w_{j k}$ that becomes $g\left(w_{j k}\right)$. Our strategy will be to redefine neurons of the forward pass in a way that their output remains the same, but results in the LRP computation when calling the automatic differentiation mechanism. This can be achieved by constructing the neuron:

$$
a_{k}=\left(g\left(b_{k}\right)+\sum_{j} a_{j} g\left(w_{j k}\right)\right) \cdot\left[\rho\left(\sum_{j} a_{j} w_{j k}+b_{k}\right) /\left(g\left(b_{k}\right)+\sum_{j} a_{j} g\left(w_{j k}\right)\right)\right]_{\mathrm{const}}
$$

where the right-hand side is treated as constant. In PyTorch, the forward pass of Sect.4.2.1 can be reimplemented as:

```
def forward(X):
    # layer 1
    # layer 2
    Z2 = A1.matmul(g(W2)) + g(b2)
    A2 = (A1.matmul(W2) + b2).clamp(min=0)
    A2 = Z2 * (A2 / Z2).data
    # layer 3...
```

where (). data detaches the variable from the graph used for automatic differentiation, making it effectively constant. Once the new architecture has been built, the


Fig. 4.12 Contribution of input features to the predicted energy, summed over the whole test set. Circle size indicates the magnitude of the contribution

LRP explanation is produced by simply calling:

```
def explain(X):
    X.requires_grad_(True)
    Y = forward(X).sum(); Y.backward()
    return X * X.grad
```

We consider the neural networks trained in Sect. 4.4.3 and use LRP to identify how much of the energy is attributed to each pair $\left(\mathbf{r}, \mathbf{r}^{\prime}\right) . \operatorname{LRP}_{\gamma=0}$ is applied in the top layer, $\operatorname{LRP}_{\gamma=1}$ in the second layer, and its symmetrized variant in the first layer. Once the explanation in terms of the neural network input is obtained, the scores are sum-pooled over the dimensions of the thermometer coding expansion. Relevance scores are then summed over all trajectories in the test set to get a dataset-wide explanation. Results are shown in Fig. 4.12.

In both cases, the inferred contributions do not sum to the ground truth, indicating that part of the predicted energy is modeled by neurons biases. We also observe that the plain network uses long-range dependencies to support its prediction. The structured network, which we have found to be more accurate on the prediction task, structurally prevents long-range dependencies from being used. As a result, inferred energy contributions are also closer to the ground truth.

### 4.5.4 What Did the Neural Network Actually Learn?

Clearly, the model selection procedure of Sect. 4.5 . 1 would have resulted in selecting the structured network over the plain network on the basis of higher predicting accuracy. The relation between high predicting accuracy and the structure of the network gives some clue to the user on the actual structure of the physical system. Yet, the LRP analysis reveals that even when the model reaches high test set accuracy, the decision structure of the learned model may still differ in certain aspects from the ground truth [68]. We note that this observation is not necessarily
contradictory: The representation $\Phi(\mathbf{r})$ given as input is indeed an overcomplete description of the system's state $\mathbf{r}$. Thus, nothing a priori prevents the machine learning model to base its prediction, e.g., on features ( $\left\|\mathbf{r}_{1}-\mathbf{r}_{2}\right\|,\left\|\mathbf{r}_{1}-\mathbf{r}_{3}\right\|$ ) rather than $\left(\left\|\mathbf{r}_{1}-\mathbf{r}_{2}\right\|,\left\|\mathbf{r}_{2}-\mathbf{r}_{3}\right\|\right)$. Both of them indeed contain all information about the relative positions of $\left(\mathbf{r}_{1}, \mathbf{r}_{2}, \mathbf{r}_{3}\right)$. In fact, the model may well choose to use all three distances in order to spread its dependency on multiple correlated features to increase robustness, or because the nonlinear relation to predict is more easily implemented in terms of indirect interactions.

To summarize, rather than converging to a physically plausible problem representation, the exact strategy implemented by the neural network, if not explicitly regularized for physical plausibility, might instead be driven by more technical factors, such as statistical robustness or representation power.

### 4.6 Conclusion

In this chapter, we have introduced neural networks, with a focus on their use in the context of physical systems modeling. Owing to their very high representation power and scalability, neural networks have been the object of sustained interest for solving a wide range of problems in the sciences, for example, in the field of atomistic simulations.

As neural network models are also intrinsically complex, training them can be a delicate task. We have outlined a number of practical steps that can be taken to facilitate this process. Once a neural network has been trained successfully, i.e., has minimized its training objective, its ability to generalize to new examples must be considered. The latter can be improved by application of common regularization techniques, and by refining its structure and input representation in a way that it incorporates prior knowledge on the modeled physical system. These techniques let the neural network learn complex problems from a fairly limited number of data points.

Furthermore, while a neural network model should be able to predict accurately, it is also important to make the model interpretable, so that the learned structures can be explored and assessed qualitatively by the user.
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## Part II

## Incorporating Prior Knowledge: Invariances, Symmetries, Conservation Laws

## Preface

When attempting to apply machine learning to atomistic simulations or prediction throughout chemical compound space, one will quickly face a crucial challengehow to smartly encode the input? A naïve choice could be to stack the atomic types and positions into a vector and apply a standard non-linear regression method, such as a neural network or a Gaussian process with a radial basis function (RBF) kernel. While it is true that those methods are universal approximators and will converge to the true solution eventually, it may require a huge amount of training data. Generating this data will not be feasible for many of the applications presented in this book, due to the high computational cost of accurate quantum chemical reference calculations.

In order to substantially increase the data efficiency of machine learning approaches, we need to incorporate all available prior knowledge about atomistic systems: We know that our input is a set of categorical atom types and threedimensional position vectors. We know that the order of the atoms does not change the chemical properties of the system and that many chemical properties are invariant or covariant to rotation and translation. These properties can be achieved by what is commonly called feature engineering or descriptor design, where the system is encoded in such a way that invariances and symmetries are reflected [1]. Finding suitable descriptors for molecules and materials has been a major aspect of research in recent years [2-7].

This part of the book will introduce several novel aspects when incorporating prior knowledge into the descriptor. Glielmo et al. [8] cover the construction of nonparametric $n$-body force fields using Gaussian processes (GPs). Several GP kernels are reviewed, in particular with respect to constraining the interaction order $n$. Chapter 6 [9] was originally published in the Handbook of Materials Modeling [10]. We reprint it here in an adapted version as it gives an excellent introduction to using the SOAP (Smooth Overlap of Atomic Positions) representation and incorporating physical principles into the machine learning framework.

Faber et al. [11] demonstrate how models for the accurate prediction of energies-here using the FCHL descriptor-can be generalized to incorporate response properties. In Chap. 7, [12] present the sGDML framework, consisting of vector-valued kernels that are constrained to model energy-conserving force fields only. In addition sGDML encompasses an efficient matching procedure that automatically extracts rigid and fluxional symmetries contained in the reference data.

In Chap. 9, [13] describe the development of machine learning models that generalize across phase transitions-a feature the authors call physical extrapolation, i.e., the extrapolation in physical input space, while interpolating in feature space. The authors discuss controlling model complexity using the Bayesian information criterium to avoid overfitting in the unknown domain.

While this part of the book encompasses mainly kernel-based learning methods, where prior domain knowledge allows the incorporation of invariances into representations, we will in part of the book also encounter representation learning using deep neural networks, where incorporating prior knowledge is mainly achieved through the choice of architecture [14-18].
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# Building Nonparametric $n$-Body Force Fields Using Gaussian Process Regression 

Aldo Glielmo, Claudio Zeni, Ádám Fekete, and Alessandro De Vita


#### Abstract

Constructing a classical potential suited to simulate a given atomic system is a remarkably difficult task. This chapter presents a framework under which this problem can be tackled, based on the Bayesian construction of nonparametric force fields of a given order using Gaussian process (GP) priors. The formalism of GP regression is first reviewed, particularly in relation to its application in learning local atomic energies and forces. For accurate regression, it is fundamental to incorporate prior knowledge into the GP kernel function. To this end, this chapter details how properties of smoothness, invariance and interaction order of a force field can be encoded into corresponding kernel properties. A range of kernels is then proposed, possessing all the required properties and an adjustable parameter $n$ governing the interaction order modelled. The order $n$ best suited to describe a given system can be found automatically within the Bayesian framework by maximisation of the marginal likelihood. The procedure is first tested on a toy model of known interaction and later applied to two real materials described at the DFT level of accuracy. The models automatically selected for the two materials were found to be in agreement with physical intuition. More in general, it was found that lower order (simpler) models should


[^7]be chosen when the data are not sufficient to resolve more complex interactions. Low $n$ GPs can be further sped up by orders of magnitude by constructing the corresponding tabulated force field, here named "MFF".

### 5.1 Introduction

The no free lunch (NFL) theorems proven by D. H. Wolpert in 1996 state that no learning algorithm can be considered better than any other (and than random guessing) when its performance is averaged uniformly over all possible functions [1]. Although functions appearing in real-world problems are certainly not uniformly distributed, this remarkable result seems to suggest that the search for the "best" machine learning (ML) algorithm able to learn any function in an "agnostic" fashion is groundless, and strongly justifies current efforts within the physics and chemistry communities aimed at the development of ML techniques that are particularly suited to tackle a given problem, for which prior knowledge is available and exploitable.

In the context of machine learning force field (ML-FF) generation, this resulted in a proliferation of different approaches based on artificial neural networks (NN) [2-11], Gaussian process (GP) regression [12-17] or linear expansions on properly defined bases [18-20]. Particularly within GP regression (the method predominantly discussed in this chapter), a considerable effort was directed towards the inclusion of the known physical symmetries of the target system (translations, rotations and permutations) in the algorithm as a prior piece of information. Among these, rotation symmetry proved the most cumbersome one to deal with, and received special attention. This typically involved either building explicitly invariant descriptors (as the Li et al. feature-matrix based on internal vectors [13]) or imposing the symmetry via an invariant [21] or covariant [14] integral to learn energies or forces. Clearly, many more detailed recipes than those featuring in the list above would be possible in virtually all situations, making the problem of selecting a single model for a particular task both interesting and unavoidable. In the following, we will argue that a good way of choosing among competing explanations is to follow the longstanding Occam's razor principle and select the simplest model that is still able to provide a satisfactory explanation [22-24].

This general idea has found rigorous mathematical formulations. Within statistical learning theory, the complexity of a model can be measured by calculating its Vapnik-Chervonenkis (VC) dimension [25, 26]. The VC dimension of a model then relates to its sample complexity (i.e., the number of points needed to effectively train it) as one can prove that the latter is bounded by a monotonic function of the former [26,27]. Similar considerations can also be made in a Bayesian context by noting that models with prior distributions concentrated around the true function (i.e., simpler models) have a lower sample complexity and will hence learn faster [28]. The above considerations suggest that a principled approach to learn a force field is to incorporate as much prior knowledge as is available on the function to be learned and the particular system at hand. When prior knowledge is not enough to


Fig. 5.1 A simple linear model (blue solid line) and a complex GP model (green dashed line) are fitted to some data points. In this situation, if we have prior knowledge that a linear trend underpins the data, we should enforce the blue model a priori; otherwise we should select the blue model by Occam's razor after the data becomes available, since it is the simplest one. The advantages of this choice lie in the greater interpretability and extrapolation power of the simpler model
decide among competing models, these should all be trained and tested, after which the simplest one that is still compatible with the desired target accuracy should be selected. This approach is illustrated in Fig. 5.1, where two competing models are considered for a one dimensional dataset.

In the rest of this chapter, we provide a step-by-step guide to the incorporation of prior knowledge and to model selection in the context of Bayesian regression based on GP priors (Sect. 5.2) and show how these ideas can be applied in practice (Sect. 5.3). Section 5.2 is structured as follows. In Sect. 5.2.1, we give a pedagogical introduction to GP regression, with a focus on the problem of learning a local energy function. In Sect.5.2.2, we show how a local energy function can be learned in practice when using a database containing solely total energies and/or forces. In Sect. 5.2.3, we then review the ways in which physical prior information can (and should) be incorporated in GP kernel functions, focusing on smoothness (5.2.3.1), symmetries (5.2.3.2) and interaction order (5.2.3.3). In Sect. 5.2.4, we make use of the preceding section's results to define a set of kernels of tunable complexity that incorporate as much prior knowledge as is available on the target physical system. In Sect. 5.2.5, we show how Bayesian model selection provides a principled and "automatic" choice of the simplest model suitable to describe the system. For simplicity, throughout this chapter only systems of a single chemical species are discussed, but in Sect.5.2.6, we briefly show how the ideas presented can be straightforwardly extended to model multispecies systems.

Section 5.3 focuses on the practical application of the ideas presented. In particular, Sect. 5.3.1 describes an application of the model selection method described in Sect. 5.2.5 to two different Nickel environments, represented as different subsets of a general Nickel database. We then compare the results obtained from this Bayesian
model selection technique with those provided by a more heuristic model selection approach and show how the two methods, while being substantially different and optimal in different circumstances, typically yield similar results. The final Sect.5.3.2 discusses the computational efficiency of GP predictions, and explain how a very simple procedure can increase by several orders of magnitude the evaluation speed of certain classes of GPs when on-the-fly training is not needed. The code used to carry out such a procedure is freely available as part of the "MFF" Python package [29].

### 5.2 Nonparametric $n$-body Force Field Construction

The most straightforward well-defined local property accessible to QM calculations is the force on atoms, which can be easily computed by way of the HellmanFeynman theorem [30]. Atomic forces can be machine learned directly in various ways, and the resulting model can be used to perform molecular dynamics simulations, probe the system's free energy landscape, etc. [13, 14, 16, 31, 32]. We can however also define a local energy function $\varepsilon(\rho)$ representing the energy $\varepsilon$ of an atom given a representation $\rho$ of the set of positions of all the atoms surrounding it within a cutoff distance. Such a set of positions is typically called an atomic environment or an atomic configuration, and $\rho$ could simply be a list of the atomic species and positions expressed in Cartesian coordinates, or any suitably chosen representation of these [ $13,15,21,33$ ].

Although local energies are not well-defined in quantum calculations, in the following section we will be focusing on GP models for learning this somewhat accessory function $\varepsilon(\rho)$, as this makes it easier to understand the key concepts [34]. We will also assume for simplicity that our ML model is trained on a database of local configurations and energies, although in practice $\varepsilon(\rho)$ is machine-learned from the atomic forces and total energies produced by QM codes. The details of how this can be practically done will be discussed in Sect. 5.2.2.

### 5.2.1 Gaussian Process Regression

In order to learn the local energy function $\varepsilon(\rho)$ yielding the energy of the atomic configuration $\rho$, we assume to have access to a database of reference calculations $\mathcal{D}=\left\{\left(\varepsilon_{i}^{r}, \rho_{i}\right)\right\}_{i=1}^{N}$ composed by $N$ local atomic configurations $\rho=\left(\rho_{1}, \ldots, \rho_{N}\right)^{T}$ and their corresponding energies $\boldsymbol{\varepsilon}^{r}=\left(\varepsilon_{1}^{r}, \ldots, \varepsilon_{N}^{r}\right)^{T}$. It is assumed that the energies have been obtained as

$$
\begin{equation*}
\varepsilon_{i}^{r}=\varepsilon\left(\rho_{i}\right)+\xi_{i} \tag{5.1}
\end{equation*}
$$

where the noise variables $\xi_{i}$ are independent zero mean Gaussian random variables $\left(\xi_{i} \sim \mathcal{N}\left(0, \sigma_{n}^{2}\right)\right.$ ). This noise in the data can be imagined to represent the combined
uncertainty associated with both training data and model used. For example, an important source of uncertainty is the locality error resulting from the assumption of a finite cutoff radius, outside of which atoms are treated as non-interacting. This assumption is necessary in order to define local energy functions but it never holds exactly.

The power of GP regression lies in the fact that $\varepsilon(\rho)$ is not constrained to be a given parametric functional form as in standard fitting approaches, but it is rather assumed to be distributed as a Gaussian stochastic process, typically with zero mean

$$
\begin{equation*}
\varepsilon(\rho) \sim \mathcal{G P}\left(0, k\left(\rho, \rho^{\prime}\right)\right) \tag{5.2}
\end{equation*}
$$

where $k$ is the kernel function of the GP (also called covariance function). This notation signifies that for any finite set of input configurations $\rho$, the corresponding set of local energies $\boldsymbol{\varepsilon}=\left(\varepsilon\left(\rho_{1}\right), \ldots, \varepsilon\left(\rho_{N}\right)\right)^{T}$ will be distributed according to a multivariate Gaussian distribution whose covariance matrix is constructed through the kernel function:

$$
\left\{\begin{align*}
p(\boldsymbol{\varepsilon} \mid \boldsymbol{\rho}) & =\mathcal{N}(\mathbf{0}, \boldsymbol{K})  \tag{5.3}\\
\boldsymbol{K} & =\left(\begin{array}{ccc}
k\left(\rho_{1}, \rho_{1}\right) & \cdots & k\left(\rho_{1}, \rho_{N}\right) \\
\vdots & \ddots & \vdots \\
k\left(\rho_{N}, \rho_{1}\right) & \cdots & k\left(\rho_{N}, \rho_{N}\right)
\end{array}\right)
\end{align*}\right.
$$

Given that both $\xi_{i}$ and $\varepsilon\left(\rho_{i}\right)$ are normally distributed, and since the sum of two Gaussian random variables is also a Gaussian variable, one can write down the distribution of the reference energies $\varepsilon_{i}^{r}$ of Eq. (5.1) as a new normal distribution whose covariant matrix is the sum of the original two:

$$
\begin{cases}p\left(\boldsymbol{\varepsilon}^{r} \mid \boldsymbol{\rho}\right) & =\mathcal{N}(\mathbf{0}, \boldsymbol{C})  \tag{5.4}\\ \boldsymbol{C} & =\boldsymbol{K}+\mathbf{1} \sigma_{n}^{2}\end{cases}
$$

Building on this closed form (Gaussian) expression for the probability of the reference data, we can next calculate the predictive distribution, i.e., the probability distribution of the local energy value $\varepsilon^{*}$ associated with a new target configuration $\rho^{*}$, for the given training dataset $\mathcal{D}=\left(\rho, \boldsymbol{\varepsilon}^{r}\right)$-the interested reader is referred to the two excellent references [35,37] for details on the derivation. This is:

$$
\begin{cases}p\left(\varepsilon^{*} \mid \rho^{*}, \mathcal{D}\right) & =\mathcal{N}\left(\hat{\varepsilon}\left(\rho^{*}\right), \hat{\sigma}^{2}\left(\rho^{*}\right)\right)  \tag{5.5}\\ \hat{\varepsilon}\left(\rho^{*}\right) & =\boldsymbol{k}^{T} \boldsymbol{C}^{-1} \boldsymbol{\varepsilon}^{r} \\ \hat{\sigma}^{2}\left(\rho^{*}\right) & =k\left(\rho^{*}, \rho^{*}\right)-\boldsymbol{k}^{T} \boldsymbol{C}^{-1} \boldsymbol{k}\end{cases}
$$



Fig. 5.2 Pictorial view of GP learning of a LJ dimer. Panel (a): mean, standard deviation and random realisations of the prior stochastic process, which represents our belief on the dimer interaction before any data is seen. Panel (b): posterior process, whose mean passes through the training data and whose variance provides a measure of uncertainty
where we defined the vector $\boldsymbol{k}=\left(k\left(\rho^{*}, \rho_{1}\right), \ldots, k\left(\rho^{*}, \rho_{N}\right)\right)^{T}$. The mean function $\hat{\varepsilon}(\rho)$ of the predictive distribution is now our "best guess" for the true underlying function as it can be shown that it minimises expected error. ${ }^{1}$

The mean function is often equivalently written down as a linear combination of kernel functions evaluated over all database entries

$$
\begin{equation*}
\hat{\varepsilon}(\rho)=\sum_{d=1}^{N} k\left(\rho, \rho_{d}\right) \alpha_{d}, \tag{5.6}
\end{equation*}
$$

where the coefficients are readily computed as $\alpha_{d}=\left(\boldsymbol{C}^{-1} \boldsymbol{\varepsilon}\right)_{d}$. The posterior variance of $\varepsilon^{*}$ provides a measure of the uncertainty associated with the prediction, normally expressed as the standard deviation $\hat{\sigma}(\rho)$.

The GP learning process can be thought of as an update of the prior distribution Eq. (5.2) into the posterior Eq. (5.5). This update is illustrated in Fig. 5.2, in which GP regression is used to learn a simple Lennard Jones (LJ) profile from a few dimer data. In particular, Fig. 5.2a shows the prior GP (Eq. (5.2) while Fig. 5.2b shows the posterior GP, whose mean and variance are those of the predictive distribution Eq. (5.5). By comparing the two panels, one notices that the mean function (equal

[^8]to zero in the prior process) approximates the true function (black solid line) by passing through the reference calculations. Clearly, the posterior standard deviation (uniform in the prior) shrinks to zero at the points where data is available (as we set the intrinsic noise $\sigma_{n}$ to zero) to then increase again away from them. Three random function samples are also shown for both prior and posterior process.

### 5.2.2 Local Energy from Global Energies and Forces

The forces acting on atoms are well-defined local property accessible to QM calculations, easily computed by way of the Hellman-Feynman theorem [30]. As a consequence, GP regression can in principle be used to learn a force field directly on a database of quantum forces, as done, for instance, in Refs. [13, 14, 31]. Local atomic energies on the contrary cannot be computed in QM calculations, which can only provide the total energy of the full system. However, the material presented in the previous section, in addition to being of pedagogical importance, is still useful in practice since local energy functions can be learned from observations of total energies and forces only.

Mathematically this is possible since any sum, or derivative, of a Gaussian process is also a Gaussian process [35], and the main ingredients needed for learning are hence the covariances (kernels) between these Gaussian variables. In the following, we will see how kernels for total energies and forces can be obtained starting from a kernel for local energies, and how these derived kernels can be used to learn a local energy function from global energy and force information.

Total Energy Kernels The total energy of a system can be modelled as a sum of the local energies associated with each local atomic environment

$$
\begin{equation*}
E\left(\left\{\rho_{a}\right\}\right)=\sum_{a=1}^{N_{a}} \varepsilon\left(\rho_{a}\right) \tag{5.7}
\end{equation*}
$$

and if the local energy functions $\varepsilon$ in the above equation are distributed according to a zero mean GP, then also the global energy $E$ will be GP variable with zero mean. To calculate the kernel functions $k^{\varepsilon E}$ and $k^{E E}$ providing the covariance between local and global energies and between two global energies, one simply needs to take the expectation with respect to the GP of the corresponding products

$$
\begin{align*}
k^{\varepsilon E}\left(\rho_{a},\left\{\rho_{b}^{\prime}\right\}\right) & =\left\langle\varepsilon\left(\rho_{a}\right) E\left(\left\{\rho_{b}^{\prime}\right\}\right)\right\rangle \\
& =\sum_{b=1}^{N_{a}^{\prime}}\left\langle\varepsilon\left(\rho_{a}\right) \varepsilon\left(\rho_{b}^{\prime}\right)\right\rangle  \tag{5.8}\\
& =\sum_{b=1}^{N_{a}^{\prime}} k\left(\rho_{a}, \rho_{b}\right) .
\end{align*}
$$

$$
\begin{align*}
k^{E E}\left(\left\{\rho_{a}\right\},\left\{\rho_{b}^{\prime}\right\}\right) & =\left\langle E\left(\left\{\rho_{a}\right\}\right) E\left(\left\{\rho_{b}^{\prime}\right\}\right)\right\rangle \\
& =\sum_{a=1}^{N_{a}} \sum_{b=1}^{N_{a}^{\prime}}\left\langle\varepsilon\left(\rho_{a}\right) \varepsilon\left(\rho_{b}^{\prime}\right)\right\rangle  \tag{5.9}\\
& =\sum_{a=1}^{N_{a}} \sum_{b=1}^{N_{a}^{\prime}} k\left(\rho_{a}, \rho_{b}\right) .
\end{align*}
$$

Note that we have allowed the two systems to have a different number of particles $N_{a}$ and $N_{a}^{\prime}$ and that the final covariance functions can be entirely expressed in terms of local energy kernel functions $k$.

Force Kernels The force $\mathbf{f}\left(\left\{\rho_{a}\right\}^{p}\right)$ on an atom $p$ at position $\mathbf{r}_{p}$ is defined as the derivative

$$
\begin{equation*}
\mathbf{f}\left(\left\{\rho_{a}\right\}^{p}\right)=-\frac{\partial E\left(\left\{\rho_{a}\right\}^{p}\right)}{\partial \mathbf{r}_{p}}, \tag{5.10}
\end{equation*}
$$

where by virtue of the existence of a finite cutoff radius of interaction, only the set of configurations $\left\{\rho_{a}\right\}^{p}$ that contain atom $p$ within their cutoff function contribute to the force on $p$. Being the derivative of a GP-distributed quantiy, the force vector is also distributed according to a GP [35] and the corresponding kernels between forces and between forces and local energies can be easily obtained by differentiation as described in Refs. [35,36]. They read

$$
\begin{align*}
\mathbf{k}^{\varepsilon \mathbf{f}}\left(\rho_{a},\left\{\rho_{b}\right\}^{p}\right) & =-\sum_{\left\{\rho_{b}\right\}^{q}} \frac{\partial k\left(\rho_{a}, \rho_{b}\right)}{\partial \mathbf{r}_{q}^{\mathrm{T}}}  \tag{5.11}\\
\mathbf{K}^{\mathbf{f f}}\left(\left\{\rho_{a}\right\}^{p},\left\{\rho_{b}\right\}^{q}\right) & =\sum_{\left\{\rho_{a}\right\}^{p}} \sum_{\left\{\rho_{b}\right\}^{q}} \frac{\partial^{2} k\left(\rho_{a}, \rho_{b}\right)}{\partial \mathbf{r}_{p} \partial \mathbf{r}_{q}^{\mathrm{T}}} . \tag{5.12}
\end{align*}
$$

Total Energy-Force Kernel Learning from both energies and forces simultaneously is also possible. One just needs to calculate the extra kernel $\mathbf{k}^{\mathbf{f} E}$ comparing the two quantities in the database

$$
\begin{equation*}
\mathbf{k}^{\mathbf{f} E}\left(\left\{\rho_{a}\right\}^{p},\left\{\rho_{b}^{\prime}\right\}\right)=-\sum_{\left\{\rho_{a}\right\}^{p}} \sum_{b=1}^{N^{\prime}} \frac{\partial k\left(\rho_{a}, \rho_{b}\right)}{\partial \mathbf{r}_{p}} . \tag{5.13}
\end{equation*}
$$

To clarify how the kernels described above can be used in practice, it is instructive to look at a simple example. Imagine having a database made up of a single snapshot coming from an ab initio molecular dynamics of $N$ atoms, hence containing a single
energy calculation and $N$ forces. Learning using these quantities would involve building a $N+1 \times N+1$ block matrix $\mathbb{K}$ containing the covariance between every pair

$$
\mathbb{K}=\left(\begin{array}{cccc}
k^{E E}\left(\left\{\rho_{a}\right\},\left\{\rho_{b}\right\}\right) & \mathbf{k}^{E \mathbf{f}}\left(\left\{\rho_{a}\right\},\left\{\rho_{b}\right\}^{1}\right) & \cdots & \mathbf{k}^{E \mathbf{f}}\left(\left\{\rho_{a}\right\},\left\{\rho_{b}\right\}^{N}\right)  \tag{5.14}\\
\mathbf{k}^{\mathbf{f} E}\left(\left\{\rho_{a}\right\}^{1},\left\{\rho_{b}\right\}\right) & \mathbf{K}^{\mathbf{f f}\left(\left\{\rho_{a}\right\}^{1},\left\{\rho_{b}\right\}^{1}\right)} & \cdots & \mathbf{K}^{\mathbf{f f}}\left(\left\{\rho_{a}\right\}^{1},\left\{\rho_{b}\right\}^{N}\right) \\
\vdots & \vdots & \ddots & \vdots \\
\mathbf{k}^{\mathbf{f} E}\left(\left\{\rho_{a}\right\}^{N},\left\{\rho_{b}\right\}\right) & \mathbf{K}^{\mathbf{f f}}\left(\left\{\rho_{a}\right\}^{N},\left\{\rho_{b}\right\}^{1}\right) & \cdots & \mathbf{K}^{\mathbf{f f}}\left(\left\{\rho_{a}\right\}^{N},\left\{\rho_{b}\right\}^{N}\right)
\end{array}\right) .
$$

As is clear from the above equation, each block is either a scalar (the energy-energy kernel in the top left), a $3 \times 3$ matrix (the force-force kernels) or a vector (the energy-force kernels). The full dimension of $\mathbb{K}$ is hence $(3 N+1) \times(3 N+1)$.

Once such a matrix is built and the inverse $\mathbb{C}^{-1}=\left[\mathbb{K}+\square \sigma_{n}^{2}\right]^{-1}$ computed, the predictive distribution for the value of the latent local energy variable can be easily written down. For notational convenience, it is useful to define the vector $\left\{x_{i}\right\}_{i=1}^{N}$ containing all the quantities in the training database and the vector $\left\{t_{i}\right\}_{i=1}^{N}$ specifying their type (meaning that $t_{i}$ is either $E$ or $\mathbf{f}$ depending on the type of data point contained in $x_{i}$ ). With this convention, the predictive distribution for the local energy takes the form

$$
\begin{align*}
p\left(\varepsilon^{*} \mid \rho^{*}, \mathcal{D}\right) & =\mathcal{N}\left(\hat{\varepsilon}\left(\rho^{*}\right), \hat{\sigma}^{2}\left(\rho^{*}\right)\right) \\
\hat{\varepsilon}\left(\rho^{*}\right) & =\sum_{i j} k^{\varepsilon t_{i}}\left(\rho^{*}, \rho_{i}\right) \mathbb{C}_{i j}^{-1} x_{j}  \tag{5.15}\\
\hat{\sigma}^{2}\left(\rho^{*}\right) & =k\left(\rho^{*}, \rho^{*}\right)-\sum_{i j} k^{\varepsilon t_{i}}\left(\rho^{*}, \rho_{i}\right) \mathbb{C}_{i j}^{-1} k^{t_{j} \varepsilon}\left(\rho_{j}, \rho^{*}\right),
\end{align*}
$$

where the products between $x_{j}, \mathbb{C}_{i j}^{-1}$ and $k^{t_{j} \varepsilon}$ are intended to be between scalars, vectors or matrices depending on the nature of the quantities involved.

### 5.2.3 Incorporating Prior Information in the Kernel

Choosing a Gaussian stochastic process as prior distribution over the local energies $\varepsilon(\rho)$ rather than a parametrised functional form brings a few key advantages. A much sought advantage is that it allows greater flexibility: one can show that in general a GP corresponds to a model with an infinite number of parameters, and with a suitable kernel choice can act as a "universal approximator": capable of learning any function if provided with sufficient training data [35]. A second one is a greater ease of design: the kernel function must encode all prior information about the local energy function, but typically contains very few free parameters (called hyperparameters) which can be tuned, and such tuning is typically straightforward. Third, GPs offer a coherent framework to predict the uncertainty associated with the
predicted quantities via the posterior covariance. This is typically not possible for classical parametrised $n$-body force fields.

All this said, the high flexibility associated with GPs could easily become a drawback when examined from the point of view of computational efficiency. Broadly, it turns out that for maximal efficiency (which takes into account both accuracy and speed of learning and prediction) one should constrain this flexibility in physically motivated ways, essentially by incorporating prior information in the kernel. This will reduce the dimensionality of the problem, e.g., by choosing to learn energy functions of significantly fewer variables than those featuring in the configuration $\rho$ ( $3 N$ for $N$ atoms).

To effectively incorporate prior knowledge into the GP kernel, it is fundamental to know the relation between important properties of the modelled energy and the corresponding kernel properties. These are presented in the remainder of this section for the case of local energy kernels. Properties of smoothness, invariance to physical symmetries and interaction order are discussed in turn.

### 5.2.3.1 Function Smoothness

The relation between a given kernel and the smoothness of the random functions described by the corresponding Gaussian stochastic process has been explored in detail [35, 37]. Kernels defining functions of arbitrary differentiability have been developed. For example, on opposite ends we find the so-called squared exponential ( $k_{S E}$ ) and absolute exponential ( $k_{A E}$ ) kernels, defining, respectively, infinitely differentiable and nowhere differentiable functions:

$$
\begin{gather*}
k_{S E}(d)=e^{-d^{2} / 2 \ell^{2}}  \tag{5.16}\\
k_{A E}(d)=e^{-d / \ell} \tag{5.17}
\end{gather*}
$$

where the letter $d$ represents the distance between two points in the metric space associated with the function to be learned (e.g., a local energy). The Matérn kernel $[35,37]$ is a generalisation of the above-mentioned kernels and allows to impose an arbitrary degree of differentiability depending on a parameter $\nu$ :

$$
\begin{equation*}
k_{M, v}(d)=\frac{2^{1-v}}{\Gamma(v)}\left(\sqrt{2 v} \frac{d}{\ell}\right)^{v} K_{v}\left(\sqrt{2 v} \frac{d}{\ell}\right), \tag{5.18}
\end{equation*}
$$

where $\Gamma$ is the gamma function and $K_{\nu}$ is a modified Bessel function of the second kind.

The relation between kernels and modelled function differentiability is illustrated by Fig. 5.3, showing the three kernels mentioned above (Fig. 5.3a) along with typical samples from the corresponding GP priors (Fig. 5.3b). The absolute exponential kernel has been found useful to learn atomisation energy of molecules [38-40], especially in conjunction with the discontinuous Coulomb matrix descriptor [38]. In the context of modelling useful machine learning force fields, a relatively smooth


Fig. 5.3 Effect of three kernel functions on the smoothness of the corresponding stochastic processes
energy or force function is typically sought. For this reason, the absolute exponential is not appropriate and has never been used while the flexibility of the Matérn covariance has only found limited applicability [41]. In fact, the squared exponential has been almost always preferred, in conjunction with suitable representations $\rho$ of the atomic environment, $[14,16,31,42]$, and will be used also in this work.

### 5.2.3.2 Physical Symmetries

Any energy or force function has to respect the symmetry properties listed below.
Translations Physical systems are invariant upon rigid translations of all their components. This basic property is relatively easy to enforce in any learning algorithm via a local representation of the atomic environments. In particular, it is customary to express a given local atomic environment as the unordered set of $M$ vectors $\left\{\mathbf{r}_{i}\right\}_{i=1}^{M}$ going from the "central" atom to every neighbour lying within a given cutoff radius $[14,15,21,33]$. It is clear that any representation $\rho$ and any function learned within this space will be invariant upon translations.

Permutations Atoms of the same chemical species are indistinguishable, and any permutation $\mathcal{P}$ of identical atoms in a configuration necessarily leaves energy (as well as the force) invariant. Formally one can write $\varepsilon(\mathcal{P} \rho)=\varepsilon(\rho) \forall \mathcal{P}$. This property corresponds to the kernel invariance

$$
\begin{equation*}
k\left(\mathcal{P} \rho, \mathcal{P}^{\prime} \rho^{\prime}\right)=k\left(\rho, \rho^{\prime}\right) \quad \forall \mathcal{P}, \mathcal{P}^{\prime} \tag{5.19}
\end{equation*}
$$

Typically, the above equality has been enforced either by the use of invariant descriptors [13, 14, 42,43] or via an explicit invariant summation of the kernel over the permutation group $[15,16,44]$, with the latter choice being feasible only when the symmetrisation involves a small number of atoms.

Rotations The potential energy associated with a configuration should not change upon any rigid rotation $\mathcal{R}$ of the same (i.e., formally, $\varepsilon(\mathcal{R} \rho)=\varepsilon(\rho) \forall \mathcal{R})$. Similarly to permutation symmetry, this invariance is expressed via the kernel property

$$
\begin{equation*}
k\left(\mathcal{R} \rho, \mathcal{R}^{\prime} \rho^{\prime}\right)=k\left(\rho, \rho^{\prime}\right) \quad \forall \mathcal{R}, \mathcal{R}^{\prime} . \tag{5.20}
\end{equation*}
$$

The use of rotation-invariant descriptors to construct the representation $\rho$ immediately guarantees the above. Typical examples of such descriptors are the symmetry functions originally proposed in the context of neural networks [3,45], the internal vector matrix [13] or the set of distances between groups of atoms [15, 42, 43].

Alternatively, a "base" kernel $k_{b}$ can be made invariant with respect to the rotation group via the following symmetrisation ("Haar integral" over the full 3D rotation group):

$$
\begin{equation*}
k\left(\rho, \rho^{\prime}\right)=\int d \mathcal{R} k_{b}\left(\rho, \mathcal{R} \rho^{\prime}\right) \tag{5.21}
\end{equation*}
$$

Such a procedure (called "transformation integration" in the ML community [46]) was first used to build a potential energy kernel in Ref. [21].

When learning forces, as well as other tensorial physical quantities (e.g., a stress tensor, or the (hyper)polarisability of a molecule), the learnt function must be covariant under rotations. This property can be formally written as $\mathbf{f}(\mathcal{R} \rho)=$ $\boldsymbol{R}(\rho) \forall \mathcal{R}$ and, as shown in [14], it translates at the kernel level to

$$
\begin{equation*}
\mathbf{K}\left(\mathcal{R} \rho, \mathcal{R}^{\prime} \rho^{\prime}\right)=\mathbf{R K}\left(\rho, \rho^{\prime}\right) \mathbf{R}^{\prime T} . \tag{5.22}
\end{equation*}
$$

Note that, since forces are three dimensional vectorial quantities, the corresponding kernels are $3 \times 3$ matrices [14, 47, 48], here denoted by $\mathbf{K}$.

Designing suitable covariant descriptors is arguably harder than finding invariant ones. For this reason, the automatic procedure proposed in Ref. [14] to build covariant descriptors can be particularly useful. Covariant matrix valued kernels are generated starting with an (easy to construct) scalar base kernel $k_{b}$ through a "covariant integral"

$$
\begin{equation*}
\mathbf{K}\left(\rho, \rho^{\prime}\right)=\int d \mathcal{R} \mathbf{R} k_{b}\left(\rho, \mathcal{R} \rho^{\prime}\right) . \tag{5.23}
\end{equation*}
$$

This approach has been extended to learn higher order tensors in Refs. [49, 50].
Using rotational symmetry crucially improves the efficiency of the learned model. A very simple illustrative example of the importance of rotational symmetry is shown in Fig. 5.4, addressing an atomic dimer in which force predictions coming from a non-covariant squared exponential kernel and its covariant counterpart (obtained using Eq. (5.23)) are compared. The figure reports the forces predicted to act on an atom, as a function of the position on the $x$-axis of the other atom, relative to the first. So that, for positive $x$ values the figure reports the forces on the


Fig. 5.4 Learning the force profile of a 1D LJ dimer using data (blue circle) coming from one atom only. It is seen that a non-covariant GP (solid red line) does not learn the symmetrically equivalent force acting on the other atom and it thus predicts a zero force and maximum error. If covariance is imposed to the kernel via Eq. (5.23) (dashed blue line), then the correct equivalent (inverted) profile is recovered. Shaded regions represent the predicted $1 \sigma$ interval in the two cases
left atom as a function of the position of the right atom, while negative $x$ values will be associated with forces acting on the right atom as a function of the position of the left atom. In the absence of the covariance force properties, training the model on a sample of nine forces acting on the left atom will populate correctly only the right side of the graph: a null force will be predicted to act on the right atom (solid red line on the left panel). However, the covariant transformation (in 1D, just a change of sign) will allow the transposition of the force field learned from one environment to the other, and thus the correct prediction of the (inverted) force profile in the left panel.

### 5.2.3.3 Interaction Order

Classical parametrised force fields are sometimes expressed as a truncated series of energy contributions of progressively higher $n$-body "interaction orders" [51-54]. The procedure is consistent with the intuition that, as long as the series converges rapidly, truncating the expansion reduces the amount of data necessary for the fitting, and enables a likely higher extrapolation power to unseen regions of configuration space. The lowest truncation order compatible with the target precision threshold is, in general, system dependent, as it will typically depend on the nature of the chemical interatomic bonds within the system. For instance, metallic bonding in a close-packed crystalline system might be described surprisingly well by a pairwise potential, while covalent bonding yielding a zincblende structure can never be, and it will always require three-body interactions terms to be present $[14,15]$. Restricting the order of a machine learning force field has proven to be useful for both neural network [55] and Gaussian process regression [14,42]. In the particular
context of GP-based ML-FFs, prior knowledge on the interaction order needs to be included in the form of an $n$-body kernel functions. A detailed and comprehensive exposition on how to do so was given in Ref. [15], and it will be summarised below and in the next subsection. The order of a kernel $k_{n}$ can be defined as the smallest integer $n$ for which the following property holds true

$$
\begin{equation*}
\frac{\partial^{n} k_{n}\left(\rho, \rho^{\prime}\right)}{\partial \mathbf{r}_{i_{1}} \cdots \partial \mathbf{r}_{i_{n}}}=0 \quad \forall \mathbf{r}_{i_{1}} \neq \mathbf{r}_{i_{2}} \neq \cdots \neq \mathbf{r}_{i_{n}} \tag{5.24}
\end{equation*}
$$

where $\mathbf{r}_{i_{1}}, \ldots, \mathbf{r}_{i_{n}}$ are the positions of any choice of a set of $n$ different surrounding atoms. By virtue of linearity, the predicted local energy in Eq. (5.6) will also satisfy the same property if $k_{n}$ does. Thus, Eq. (5.24) implies that the central atom in a local configuration interacts with up to $n-1$ other atoms simultaneously, making the learned energy $n$-body.

### 5.2.4 Smooth, Symmetric Kernels of Finite Order $n$

In the previous subsection, we saw how the fundamental physical symmetries of energy and forces translate into the realm of kernels. Here, we show how to build $n$-body kernels that possess these properties.

We start by defining a smooth translation- and permutation-invariant 2-body kernel by summing all the squared exponential kernels calculated on the distances between the relative positions in $\rho$ and those in $\rho^{\prime}$ [14-16]

$$
\begin{equation*}
k_{2}\left(\rho, \rho^{\prime}\right)=\sum_{i \in \rho, j \in \rho^{\prime}} e^{-\left\|\mathbf{r}_{i}-\mathbf{r}_{j}^{\prime}\right\|^{2} / 2 \ell^{2}} \tag{5.25}
\end{equation*}
$$

As shown in [15], higher order kernels can be defined simply as integer powers of $k_{2}$

$$
\begin{equation*}
k_{n}\left(\rho, \rho^{\prime}\right)=k_{2}\left(\rho, \rho^{\prime}\right)^{n-1} \tag{5.26}
\end{equation*}
$$

Note that, by building $n$-body kernels using Eq. (5.26), one can avoid the exponential cost of summing over all $n$-plets that a more naïve kernel implementation would involve. This makes it possible to model any interaction order paying only the quadratic computational cost of computing the 2-body kernel in Eq. (5.25).

Furthermore, one can at this point write the squared exponential kernel on the natural distance $d^{2}\left(\rho, \rho^{\prime}\right)=k_{2}(\rho, \rho)+k_{2}\left(\rho^{\prime}, \rho^{\prime}\right)-2 k_{2}\left(\rho, \rho^{\prime}\right)$ induced by the ("scalar product") $k_{2}$ as a formal many-body expansion:

$$
\begin{align*}
k_{M B}\left(\rho, \rho^{\prime}\right) & =e^{-d^{2}\left(\rho, \rho^{\prime}\right) / 2 \ell^{2}} \\
& =e^{\frac{-k_{2}(\rho, \rho)-k_{2}\left(\rho^{\prime}, \rho^{\prime}\right)}{2 \ell^{2}}}\left[1+\frac{1}{\ell^{2}} k_{2}+\frac{1}{2!\ell^{4}} k_{3}+\frac{1}{3!\ell^{6}} k_{4}+\cdots\right] . \tag{5.27}
\end{align*}
$$

So that, assuming a smooth underlying function, the completeness of the series and the "universal approximator" property of the squared exponential [35,56] can be immediately seen to imply one another.

It is important to notice that the scalar kernels just defined are not rotation symmetric, i.e., they do not respect the invariance property of Eq. (5.20). This is due to the fact that the vectors $\mathbf{r}_{i}$ and $\mathbf{r}_{j}^{\prime}$ featuring in Eq. (5.25) depend on the arbitrary reference frames with respect to which they are expressed. A possible solution would be given by carrying out the explicit symmetrisations provided by Eq. (5.21) (or Eq. (5.23) if the intent is to build a force kernel). The invariant integration Eq. (5.21) of $k_{3}$ is, for instance, a step in the construction of the (manybody) SOAP kernel [21], while an analytical formula for $k_{n}$ (with arbitrary $n$ ) has been recently proposed [15]. The covariant integral (Eq. (5.23)) of finite- $n$ kernels was also successfully carried out (see Ref. [14], which in particular contains a closed form expression for the $n=2$ matrix valued two-body force kernel).

However, explicit symmetrisation via Haar integration invariably implies the evaluation of computationally expensive functions of the atomic positions. Motivated by this fact, one could take a different route and consider symmetric $n$-kernels defined, for any $n$, as functions of the effective rotation-invariant degrees of freedom of $n$-plets of atoms [15]. For $n=2$ and $n=3$, we can choose these degrees of freedom to be simply the interparticle distances occurring in atomic pairs and triplets (other equally simple choices are possible, and have been used before, see Ref. [42]). The resulting kernels read:

$$
\begin{align*}
& k_{2}^{s}\left(\rho, \rho^{\prime}\right)=\sum_{\substack{i \in \rho \\
j \in \rho^{\prime}}} e^{-\left(r_{i}-r_{j}^{\prime}\right)^{2} / 2 \ell^{2}},  \tag{5.28}\\
& k_{3}^{s}\left(\rho, \rho^{\prime}\right)=\sum_{\substack{i_{1}>i_{2} \in \rho \\
j_{1}>j_{2} \in \rho^{\prime}}} \sum_{\mathbf{P} \in \mathcal{P}} e^{-\left\|\left(r_{i_{1}}, r_{i_{2}}, r_{i_{1} i_{2}}\right)^{\mathrm{T}}-\mathbf{P}\left(r_{j_{1}}^{\prime}, r_{j_{2}}^{\prime}, r_{j_{1} j_{2}}^{\prime}\right)^{\mathrm{T}}\right\|^{2} / 2 \ell^{2}} . \tag{5.29}
\end{align*}
$$

where $r_{i}$ indicates the Euclidean norm of the relative position vector $\mathbf{r}_{i}$, and the sum over all permutations of three elements $\mathcal{P}(|\mathcal{P}|=6)$ ensures the permutation invariance of the kernel (see Eq. (5.19)).

It was argued (and numerically tested) in [15] that these direct kernels are as accurate as the Haar-integrated ones, while their evaluation is very substantially faster. However, as is clear from Eqs. (5.28) and (5.29), even the construction of directly symmetric kernels becomes unfeasible for large values of $n$, since the number of terms in the sums grows exponentially. On the other hand, it is still possible to use Eq. (5.26) to increase the integer order of an already symmetric $n^{\prime}$-body kernel by elevating it to an integer power. As detailed in [15], raising an already symmetric "input" kernel of order $n^{\prime}$ to a power $\zeta$ in general produces a symmetric "output" kernel

$$
\begin{equation*}
k_{n}^{\neg u}\left(\rho, \rho^{\prime}\right)=k_{n^{\prime}}^{S}\left(\rho, \rho^{\prime}\right)^{\zeta} \tag{5.30}
\end{equation*}
$$

of order $n=\left(n^{\prime}-1\right) \zeta+1$. We can assume that the input kernel was built on the effective degrees of freedom of the $n^{\prime}$ particles in an atomic $n^{\prime}$-plet (as is the case, e.g., the 2 and 3-kernels in Eqs. (5.28) and (5.29)). The number of these degrees of freedom is $\left(3 n^{\prime}-6\right)$ for $n^{\prime}>2$ (or just 1 for $n^{\prime}=2$ ). Under this assumption, the output $n$-body kernel will depend on $\zeta\left(3 n^{\prime}-6\right)$ variables (or just $\zeta$ variables for $n^{\prime}=2$ ). It is straightforward to check that this number is always smaller than the total number of degrees of freedom of $n$ bodies (here, $3 n-6=3\left(n^{\prime}-1\right) \zeta-3$ ). As a consequence, a rotation-symmetric kernel obtained as an integer power of an already rotation-symmetric kernel will not be able to learn an arbitrary $n$-body interaction even if fully trained: its convergence predictions upon training on a given $n$-body reference potential will not be in general exact, and the prediction errors incurred will be specific to the input kernel and $\zeta$ exponent used. For this reason, kernels obtained via Eq. (5.30) were defined non-unique in Ref. [15] (the superscript $\neg u$ in Eq. (5.30) stands for this).

In practice, the non-unicity issue appears to be a severe problem only when the input kernel is a two-body kernel, and as such it depends only on the radial distances from the central atoms occurring in the two atomic configurations (cf. Eq. (5.28)). In this case, the non-unique output $n$-body kernels will depend on $\zeta$-plets of radial distances and will miss angular correlations encoded in the training data [15]. On the contrary, a symmetric 3-body kernel (Eq. (5.29)) contains angular information on all triplets in a configuration, and using this kernel as input will be able to capture higher interaction orders (as confirmed, e.g., by the numerical tests performed in Ref. [21]).

Following the above reasoning, one can define a many-body kernel invariant over rotations as a squared exponential on the 3-body invariant distance $d_{s}^{2}\left(\rho, \rho^{\prime}\right)=$ $k_{3}^{s}(\rho, \rho)+k_{3}^{s}\left(\rho^{\prime}, \rho^{\prime}\right)-2 k_{3}^{s}\left(\rho, \rho^{\prime}\right)$, obtaining:

$$
\begin{equation*}
k_{M B}^{s}\left(\rho, \rho^{\prime}\right)=e^{-\left(k_{3}^{s}(\rho, \rho)+k_{3}^{s}\left(\rho^{\prime}, \rho^{\prime}\right)-2 k_{3}^{s}\left(\rho, \rho^{\prime}\right)\right) / 2 \ell^{2}} . \tag{5.31}
\end{equation*}
$$

It is clear from the series expansion of the exponential function that this kernel is many-body in the sense of Eq. (5.24) and that the importance of high order contributions can be controlled by the hyperparameter $\ell$. With $\ell \ll 1$ high order interactions become dominant, while for $\ell \gg 1$ the kernel falls back to a 3-body description.

For all values of $\ell$, the above kernel will however always encompass an implicit sum over all contributions (no matter how suppressed), being hence incapable of pruning away irrelevant ones even when a single interaction order is clearly dominant. Real materials often possess dominant interaction orders, and the ionic or covalent nature of their chemical bonding makes the many-body expansion converge rapidly. In these cases, an algorithm which automatically selects the dominant contributions, truncating this way the many-body series in Eq. (5.27), would represent an attractive option. This is the subject of the following section.

### 5.2.5 Choosing the Optimal Kernel Order

In the previous sections, we analysed how prior information can be encoded in the kernel function. This brought us to designing kernels that implicitly define smooth potential energy surfaces and force fields with all the desired symmetries, corresponding to a given interaction order (Eqs. (5.29) and (5.30)). This naturally raises the problem of deciding the order $n$ best suited to describe a given system. A good conceptual framework for a principled choice is that of Bayesian model selection, which we now briefly review.

We start by assuming we are given a set of models $\left\{\mathcal{M}_{n}^{\theta}\right\}$ (each, e.g., defined by a kernel function of given order $n$ ). Each model will be equipped with a vector of hyperparameters $\boldsymbol{\theta}$ (typically associated with the covariance lengthscale $\ell$, the data noise level $\sigma_{n}$ and similar). A fully Bayesian treatment would involve calculating the posterior probability of each candidate model, formally expressed via Bayes' theorem as

$$
\begin{equation*}
p\left(\mathcal{M}_{n}^{\theta} \mid \boldsymbol{\rho}, \boldsymbol{\varepsilon}^{r}\right)=\frac{p\left(\boldsymbol{\varepsilon}^{r} \mid \boldsymbol{\rho}, \mathcal{M}_{n}^{\theta}\right) p\left(\mathcal{M}_{n}^{\theta}\right)}{p\left(\boldsymbol{\varepsilon}^{r} \mid \boldsymbol{\rho}\right)} \tag{5.32}
\end{equation*}
$$

and selecting the model that maximises it. However, often little a priori information is available on the candidate models and their hyperparameters (or it is simply interesting to operate a selection unbiased by priors, and "let the data speak"). In such a case, the prior $p\left(\mathcal{M}_{n}^{\theta}\right)$ can be ignored as being flat and uninformative, and maximising the posterior becomes equivalent to maximising the marginal likelihood $p\left(\varepsilon^{r} \mid \rho, \mathcal{M}_{n}^{\theta}\right)$ (here equivalent to the model evidence. ${ }^{2}$ ), and the optimal selection tuple $(n, \boldsymbol{\theta})$ can be hence chosen as

$$
\begin{equation*}
(\hat{n}, \hat{\boldsymbol{\theta}})=\underset{(n, \boldsymbol{\theta})}{\operatorname{argmax}} p\left(\varepsilon^{r} \mid \rho, \mathcal{M}_{n}^{\boldsymbol{\theta}}\right) . \tag{5.33}
\end{equation*}
$$

The marginal likelihood is an analytically computable normalised multivariate distribution, and it was given in Eq. (5.4).

The maximisation in Eq. (5.33) can be thought of as a formalisation of the Occam's razor principle in our particular context. This is illustrated in Fig. 5.5, which contains a cartoon of the marginal likelihood of three models of increasing complexity/flexibility (a useful analogy is to think of polynomials $P_{n}(x)$ of increasing order $n$, the likelihood representing how well these would fit a set of measurements $\varepsilon^{r}$ of an unknown function $\left.\varepsilon(x)\right)$. By definition, the most complex model in the figure is the green one, as it assigns a non-zero probability to the

[^9]Fig. 5.5 Cartoon of the marginal likelihood profile of three models of increasing complexity. More complex models can fit very different datasets $\boldsymbol{\varepsilon}^{r}$, this is illustrated by the fact that their marginal likelihood is non-zero for a broader region of the dataset space (here pictorially one dimensional)

largest domain of possible outcomes, and would thus be able to explain the widest range of datasets. Consistently, the simplest model is the red one, which is instead restricted to the smallest dataset range (in our analogy, a straight line will be able to fit well fewer datasets than a fourth order polynomial). Once a reference database $\varepsilon_{0}^{r}$ is collected, it is immediately clear that the $\mathcal{M}_{3}$ model with highest likelihood $p\left(\boldsymbol{\varepsilon} \mid \boldsymbol{\rho}, \mathcal{M}_{n}^{\boldsymbol{\theta}}\right)$ at $\varepsilon^{r}=\varepsilon_{0}^{r}$ is the simplest that is still able to explain it (the blue one in Fig. 5.5). Indeed, the even simpler model $\mathcal{M}_{2}$ is not likely to explain the data, the more complex model $\mathcal{M}_{4}$ can explain more than is necessary for compatibility with the $\varepsilon_{0}^{r}$ data at hand, and thus produces a lower likelihood value, due to normalisation.

To see how these ideas work in practice, we first test them on a simple system with controllable interaction order, while real materials are analysed in the next section. We here consider a one dimensional chain of atoms interacting via an ad $h o c$ potential of order $n^{t}$ ( $t$ standing for "true"). ${ }^{3}$

For each value of $n^{t}$, we generate a database of $N$ randomly sampled configurations and associated energies. To test Bayesian model selection, for different reference $n^{t}$ and $N$ values and for fixed $\sigma_{n} \approx 0$ (noiseless data), we selected the optimal lengthscale parameter $\ell$ and interaction order $n$ of the $n$-kernel in Eq. (5.26) by solving the maximisation problem of Eq. (5.33). This procedure was repeated 10 times to obtain statistically significant conclusions; the results were however found to be very robust in the sense that they did not depend significantly on the specific realisation of the training dataset.

The results are reported in Fig. 5.6, where we graph the logarithm of the maximum marginal likelihood (MML), divided by the number of training points $N$, as a function of $N$ for different combinations of true orders $n^{t}$ and kernel order $n$. The model selected in each case is the one corresponding to the line achieving

[^10]

Fig. 5.6 Scaled $\log$ maximum marginal likelihood as a function of the number of training points for different kernel models $n$ and true interaction orders $n^{t}$. (a) $n^{t}=2$. (b) $n^{t}=3$. (c) $n^{t}=4$
the maximum value of this quantity. It is interesting to notice that, when the kernels order is lower than the true order (i.e., for $n<n^{t}$ ), the MML can be observed to decreases as a function of $N$ (as, e.g., the red and blue lines in Fig. 5.6c). This makes the gap between the true model and the other models increase substantially as $N$ becomes sufficiently large.

Figure 5.7 summarises the results of model selection. In particular, Fig. 5.7a illustrates the model-selected order $\hat{n}$ as a function of the true order $n^{t}$, for different training set sizes $N$. The graph reveals that, when the dataset is large enough ( $N=$ 1000 in this example) maximising the marginal likelihood always yields the true interaction order (green line). On the contrary, for smaller database sizes, a lower interaction order value $n$ is selected (blue and red lines). This is consistent with the intuitive notion that smaller databases may simply not contain enough information to justify the selection of a complex model, so that a simpler one should be chosen. More insight can be obtained by observing Fig. 5.7b, reporting the modelselected order as a function of the training dataset size for different true interaction


Fig. 5.7 Model-selected order $\hat{n}$ as a function of the true order $n^{t}$ (left) and as a function of the number of training data points $N$ (right)
orders. While the order of a simple 2-body model is always recovered (red line), to identify as optimal a higher order interaction model a minimum number of training points is needed, and this number grows with the system complexity. Although not immediately obvious, choosing a simpler model when only limited databases are available also leads to smaller prediction errors on unseen configurations, since overfitting is ultimately prevented, as illustrated in Refs. [14,15] and further below in Sect. 5.3.1.

The picture emerging from these observations is one in which, although the quantum interactions occurring in atomistic systems will in principle involve all atoms in the system, there is never going to be sufficient data to select/justify the use of interaction models beyond the first few terms of the many-body expansion (or any similar expansion based on prior physical knowledge). At the same time, in many likely scenarios, a realistic target threshold for the average error on atomic forces (typically of the order of $0.1 \mathrm{eV} / \mathrm{A}$ ) will be met by truncating the series at a complexity order that is still practically manageable. Hence, in practice a small finite-order model will always be optimal.

This is in stark contrast with the original hope of finding a single many-body "universal approximator" model to be used in every context, which has been driving a lot of interest in the early days of the ML-FF research field, producing, for instance, reference methods [3, 12]. Furthermore, the observation that it may be possible to use models of finite-order complexity without ever recurring to universal approximators suggests alternative routes for increasing the accuracy of GP models without increasing the kernels' complexity. These are worth a small digression.

Imagine a situation as the one depicted in Fig. 5.8, where we have an heterogeneous dataset composed of configurations that cluster into groups. This could be the case, for instance, if we imagine collecting a database which includes several relevant phases of a given material. Given the large amount of data and the complexity of the physical interactions within (and between) several phases, we can imagine the model selected when training on the full dataset to be a relatively

Fig. 5.8 An illustrative representation of a heterogeneous database composed of configurations which "cluster" around specific centroids in an arbitrary two dimensional space. The different clusters can be imagined to be different phases of the same material


Collective variable 1
complex one. On the other hand, each of the small datasets representative of a given phase may be well described by a model of much lower complexity. As a consequence, one could choose to train several GP, one for each of the phases, as well as a gating function $p(c \mid \rho)$ deciding, during an MD run, which of the clusters $c$ to call at any given time. These GPs learners will effectively specialise on each particular phase of the material. This model can be considered a type of mixture of experts model [57,58], and heavily relies on a viable partitioning of the configuration space into clusters that will comprise similar entries. This subdivision is far from trivially obtained in typical systems, and in fact obtaining "atlases" for real materials or molecules similar to the one in Fig. 5.8 is an active area of research [59-62]. However, another simpler technique to combine multiple learner is that of bootstrap aggregating ("Bagging") [63]. In our particular case, this could involve training multiple GPs on random subsections of the data and then averaging them to obtain a final prediction. While it should not be expected that the latter combination method will perform better than a GP trained on the full dataset, the approach can be very advantageous from a computational perspective since, similar to the mixture of experts model, it circumvents the $\mathcal{O}\left(N^{3}\right)$ computational bottleneck of inverting the kernel matrix in Eq. (5.5) by distributing the training data to multiple GP learners. ML algorithms based on the use of multiples learners belong to a broader class of ensemble learning algorithms [64,65].

### 5.2.6 Kernels for Multiple Chemical Species

In this section, we briefly show how kernels for multispecies systems can be constructed, and provide specific expressions for the case of 2- and 3-body kernels.

It is convenient to show the reasoning behind multispecies kernel construction starting from a simple example. Defining by $s_{j}$ the chemical species of atom $j$, a
generic 2-body decomposition of the local energy of an atom $i$ surrounded by the configuration $\rho_{i}$ takes the form

$$
\begin{equation*}
\varepsilon\left(\rho_{i}\right)=\sum_{j \in \rho_{i}} \tilde{\varepsilon}_{2}^{s_{i} s_{j}}\left(r_{i j}\right) \tag{5.34}
\end{equation*}
$$

where a pairwise function $\tilde{\varepsilon}_{2}^{s_{i} s_{j}}\left(r_{i j}\right)$ is assumed to provide the energy associated with each couple of atoms $i$ and $j$ which depends on their distance $r_{i j}$ and on their chemical species $s_{i}$ and $s_{j}$. These pairwise energy functions should be invariant upon re-indexing of the atoms, i.e., $\tilde{\varepsilon}_{2}^{s_{i} s_{j}}\left(r_{i j}\right)=\tilde{\varepsilon}_{2}^{s_{j} s_{i}}\left(r_{j i}\right)$. The kernel for the function $\varepsilon\left(\rho_{i}\right)$ then takes the form

$$
\begin{align*}
k_{2}^{s}\left(\rho_{i}, \rho_{l}^{\prime}\right) & =\left\langle\varepsilon\left(\rho_{i}\right) \varepsilon\left(\rho_{l}^{\prime}\right)\right\rangle \\
& =\sum_{j m}\left\langle\tilde{\varepsilon}_{2}^{s_{i} s_{j}}\left(r_{i j}\right) \tilde{\varepsilon}_{2}^{s_{l}^{\prime} s_{m}^{\prime}}\left(r_{l m}^{\prime}\right)\right\rangle  \tag{5.35}\\
& =\sum_{j m} \tilde{k}_{2}^{s_{i} s_{j} s_{l}^{\prime} s_{m}^{\prime}}\left(r_{i j}, r_{l m}^{\prime}\right) .
\end{align*}
$$

The problem of designing the kernel $k_{2}^{s}$ for two configurations in this way reduced to that of choosing a suitable kernel $\tilde{k}_{2}^{s_{i} s_{j} s_{l}^{\prime} s_{m}^{\prime}}$ comparing couples of atoms. An obvious choice for this would include a squared exponential for the radial dependence and a delta correlation for the dependence on the chemical species, giving rise to $\delta_{s_{i} s_{l}^{\prime}} \delta_{s_{j} s_{m}^{\prime}} k_{S E}\left(r_{i j}, r_{l m}^{\prime}\right)$. This kernel is however still not symmetric upon the exchange of two atoms and it would hence not impose the required property $\tilde{\varepsilon}_{2}^{s_{i} s_{j}}\left(r_{i j}\right)=$ $\tilde{\varepsilon}_{2}^{s_{j} S_{i}}\left(r_{j i}\right)$ on the learned pairwise potential. Permutation invariance can be enforced by a direct sum over the permutation group, in this case simply an exchange of the two atoms $l$ and $m$ in the second configuration. The resulting 2-body multispecies kernel reads

$$
\begin{equation*}
k_{2}^{s}\left(\rho_{i}, \rho_{l}^{\prime}\right)=\sum_{\substack{j \in \rho_{i} \\ m \in \rho_{l}^{\prime}}}\left(\delta_{s_{i} s_{l}} \delta_{s_{j} s_{m}^{\prime}}+\delta_{s_{i} s_{m}^{\prime}} \delta_{s_{j} s_{l}}\right) e^{-\left(r_{i j}-r_{l m}^{\prime}\right)^{2} / 2 \ell^{2}} \tag{5.36}
\end{equation*}
$$

This can be considered the natural generalisation of the single species 2-body kernel in Eq. (5.28). A very similar sequence of steps can be followed for the 3-body kernel. By defining the vector containing the chemical species of an ordered triplet as $\mathbf{s}_{i j k}=\left(s_{i} s_{j} s_{k}\right)^{\mathrm{T}}$, as well as the vector containing the corresponding three distances $\mathbf{r}_{i j k}=\left(r_{i j} r_{j k} r_{k i}\right)^{\mathrm{T}}$, a multispecies 3-body kernel can be compactly written down as

$$
\begin{equation*}
k_{3}^{s}\left(\rho_{i}, \rho_{l}^{\prime}\right)=\sum_{\substack{j>k \in \rho_{i} \\ m>n \in \rho_{l}^{\prime}}} \sum_{\mathbf{P} \in \mathcal{P}} \delta_{\mathrm{s}_{i j k}, \mathbf{P s}_{l m n}^{\prime}} e^{-\left\|\mathbf{r}_{i j k}^{\mathrm{T}}-\mathbf{P r}_{l m n}^{\prime}\right\|^{2} / 2 \ell^{2}}, \tag{5.37}
\end{equation*}
$$

where the group $\mathcal{P}$ contains six permutations of three elements, represented by the matrices $\mathbf{P}$. The above can be considered the direct generalisation of the 3body kernel in Eq. (5.29). It is simple to see how the reasoning can be extended to an arbitrary $n$-body kernel. Importantly, the computational cost of evaluating the multispecies kernels described above does not increase with the number of species present in a given environment, and the kernels' interaction order could be increased arbitrarily at no extra computational cost using Eqs. (5.30) and (5.31).

### 5.2.7 Summary

In this section, we first went through the basics of GP regression, and emphasised the importance of a careful design of the kernel function, which ideally should encode any available prior information on the (energy or force) function to be learned (Sect. 5.2.1). In Sect. 5.2.2, we detailed how a local energy function (which is not a quantum observable) can be learned in practice starting from a database containing solely total energies and atomic forces. We then discussed how fundamental properties of the target force field, such as the interaction order, smoothness, as well as its permutation, translation and rotation symmetries, can be included into the kernel function (Sect. 5.2.3). We next proceeded to the construction of a set of computationally affordable kernels that implicitly define smooth, fully symmetric potential energy functions with tunable "complexity" given a target interaction order $n$. In Sect. 5.2.5, we looked at the problem of choosing the order $n$ best suited for predictions based on the information available in a given set of QM calculations. Bayesian theory for model selection prescribes in this case to choose the $n$-kernel yielding the largest marginal likelihood for the dataset, which is found to work very well in a 1D model system where the interaction order can be tuned and is correctly identified upon sufficient training. Finally, in Sect. 5.2 .6 we showed how the ideas presented can be generalised to systems containing more than one chemical species.

### 5.3 Practical Considerations

We next focus on the application of the techniques described in the previous sections. In Sect. 5.3.1, we apply the model selection methodology described in Sect. 5.2.5 to two atomic systems described using density functional theory (DFT) calculations. Namely, we consider a small set of models with different interaction order $n$, and recast the optimal model selection problem into an optimal kernel order selection problem. This highlights the connections between the optimal kernel order $n$ and the physical properties of the two systems, revealing how novel physical insight can be gained via model selection. We then present a more heuristic approach to kernel order selection and compare the results with the ones obtained from the MML procedure. The comparison reveals that typically the kernel selected via the Bayesian approach also incurs into lower average error for force prediction on a provided test set. In Sect. 5.3.2, we discuss computational efficiency of GPs. We
argue that an important advantage of using GP kernels of known finite order is the possibility of "mapping" the kernel's predictions onto the values of a compact approximator function of the same set of variables. This keeps all the advantages of the Bayesian framework, while removing the need of lengthy sums over the database and expensive kernel evaluations typical of GP predictions. For this we introduce a method that can be used to "map" the GP predictions for finite-body kernels and therefore increase the computational speed up to a factor of $10^{4}$ when compared with the original 3-body kernel, while effectively producing identical interatomic forces.

### 5.3.1 Applying Model Selection to Nickel Systems

We consider two Nickel systems: a bulk face centred cubic (FCC) system described using periodic boundary conditions (PBC), and a defected double icosahedron nanocluster containing 19 atoms, both depicted in Fig. 5.9a. We note that all atoms in the bulk system experience a similar environment, their local coordination involving 12 nearest neighbours, as the system contains no surfaces, edges or vertexes. The atom-centred configurations $\rho$ are therefore very similar in this system. The nanocluster system is instead exclusively composed by surface atoms, involving a different number of nearest neighbours for different atoms. The GP model is thus here required to learn the reference force field for a significantly more complex and more varied set of configurations. It is therefore expected that the GP model selected for the nanocluster systems will be more complex (have a higher kernel order $n$ ) than the one selected for the bulk system, even if the latter system is kept at an appreciably higher temperature.

The QM databases used here were extracted from first principles MD simulations carried out at 500 K in the case of bulk Ni , and at 300 K for the Ni nanocluster.


Fig. 5.9 Panel (a): the two Nickel systems used in this section as examples, with bulk FCC Nickel in periodic boundary conditions on the left (purple) and a Nickel nanocluster containing 19 atoms on the right (orange). Panel (b): maximum log marginal likelihood divided by the number of training points for the 2-, 3- and 5-body kernels in the bulk Ni (purple) and Ni nanocluster (orange) systems, using 50 (dotted lines) and 200 (full lines) training configurations

All atoms within a $4.45 \AA$ cutoff from the central one were included in the atomic configurations $\rho$ for the bulk Ni system, while no cutoff distance was set for the nanocluster configurations, which therefore all include 19 atoms. In this example, we perform model selection on a restricted, yet representative, model set $\left\{\mathcal{M}_{2}^{\boldsymbol{\theta}}, \mathcal{M}_{3}^{\boldsymbol{\theta}}, \mathcal{M}_{5}^{\boldsymbol{\theta}}\right\}$ containing, in increasing order of complexity, a 2-body kernel (see Eq. (5.28)), a 3-body kernel (see Eq. (5.29)) and a non-unique 5-body kernel obtained by squaring the 3-body kernel [14] (see Eq. (5.30)). Every kernel function depends on only two hyperparameters $\boldsymbol{\theta}=\left(\ell, \sigma_{n}\right)$, representing the characteristic lengthscale of the kernel $\ell$ and the modelled uncertainty of the reference data $\sigma_{n}$. While the value of $\sigma_{n}$ is kept the same for all kernels, we optimise the lengthscale parameter $\ell$ for each kernel via marginal likelihood maximisation (Eq. (5.33)). We then select the optimal kernel order $n$ as the one associated with the highest marginal likelihood.

Figure 5.9b reports the optimised marginal likelihood of the three models ( $n=$ $2,3,5)$ for the two systems while using 50 and 200 training configurations. The 2and 3-body kernels reach comparable marginal likelihoods in the bulk Ni system, while a 3-body kernel is instead always optimal for the Ni nanocluster system. While intuitively correlated with the relative complexity of the two systems, these results yield further interesting insight. For instance, the occurrence of angular-dependent forces must have a primary role in small Ni clusters since a 3-body kernel is necessary and sufficient to accurately describe the atomic forces in the nanocluster. Meanwhile, the 5-body kernel does not yield a higher likelihood, suggesting that the extra correlation it encodes is not significant enough to be resolved at this level of training. On the other hand, the forces on atoms occurring in a bulk Ni environment at a temperature as high as 500 K are well described by a function of radial distance only, suggesting that angular terms play little to no role, as long as the bonding topology remains everywhere that of undefected FCC crystal.

The comparable maximum log marginal likelihoods the 2- and 3-body kernels produce on bulk environment suggest that the two kernels will achieve similar accuracies. In particular, the 2-body kernel produces the higher log marginal likelihood when the models are trained using $N=50$ configurations, while the 3body kernel has a better performance when $N$ increases to 200 . This result resonates with the results shown on the toy model in Fig. 5.7: the model selected following the MML principle is a function of the number of training points $N$ used.

For this reason, when using a restricted dataset we should prefer the 2-body kernel to model bulk Ni and a 3-body kernel to model the Ni cluster, as these provide the simplest models that are able to capture sufficiently well the interactions of the two systems. Notice that the models selected in the two cases are different and this reflects the different nature of the chemical interactions involved. This is reassuring, as it shows that the MML principle is able to correctly identify the minimum interaction order needed for a fundamental characterisation of a material even with very moderate training set sizes. For most inorganic material, this minimum order can be expected to be low (typically either 2 or 3) as a consequence of the ionic or covalent nature of the chemical bonds involved, while for certain organic molecules,


Fig. 5.10 Learning curves for bulk Ni (a) and Ni nanocluster (b) systems displaying the mean error incurred by the 2-body, 3-body and 5-body kernels as the number of training points used varies. The "error on force" reported here is defined as the norm of the difference vector between predicted and reference force. The error bars in the graphs show the standard deviation when five tests were repeated using different randomly chosen training and testing configuration sets. The black dashed line corresponds to the same target accuracy in the two cases (here $0.15 \mathrm{eV} / \AA$ ), much more easily achieved in the bulk system
one can expect this to be higher (think, e.g., at the importance of 4-body dihedral terms).

Overall, this example showcases how the maximum marginal likelihood principle can be used to automatically select the simplest model which accurately describes the system, meanwhile providing some insight on the nature of the interactions occurring in the system. In the following, we will compare this procedure with a more heuristic approach based on comparing the kernels' generalisation error, which is commonly employed in the literature [14-16,43,66] for its ease of use.

Namely, let us assume that all of the hyperparameters $\boldsymbol{\theta}$ have been optimised for each kernel in our system of interest, either via maximum likelihood optimisation or via manual tuning. We then measure the error incurred by each kernel on a test set, i.e., a set of randomly chosen configurations and forces different from those used to train the GP. Tracing this error as the number of training points increases, we obtain a learning curve (Fig. 5.10). The selected model will be the lowestcomplexity one that is capable of reaching a target accuracy (chosen by the user, here set to $0.15 \mathrm{eV} / \AA \AA$, cf. black dotted line in Fig. 5.10). Since lower-complexity kernels are invariably faster learners, if they can reach the target accuracy, they will do so using a smaller number of training points, consistent with all previous discussions and findings. More importantly, lower-complexity kernels are computationally faster and more robust extrapolators than higher-complexity ones-a property that derives from the low order interaction they encode. Furthermore, they can be straightforwardly mapped as described in the next section. For the bulk Ni system of the present example, all three kernels reach the target error threshold, so the 2body kernel is the best choice for the bulk Ni system. In the Ni nanocluster case, the 2-body kernel is not able to capture the complexity of force field experienced by the atoms in the system, while both the 3- and 5-body kernels reach the threshold. Here the 3-body kernel is thus preferred.

In conclusion, marginal likelihood and generalisation error offer different approaches to the problem of optimal model selection. While their outcomes are generally consistent, these two methods differ in spirit, e.g., because the marginal likelihood distribution naturally incorporates information on the underlying model's variance when measured on the training target data and this will reflect into selecting the best model also on this basis (see Fig. 5.5, in which the target data $\varepsilon_{0}^{r}$ select the model with $n=3$ ). This is not true when using the generalisation error, where all that counts is the model's prediction, i.e., the predicted mean of the posterior GP. Moreover, while model selection according to the marginal likelihood is a function of the training set only, the generalisation error is also dependent on the choice of the test set, whose sampling uncertainty can be reduced through repeated tests, as reported in Fig. 5.10. Regardless of the model selection method, simpler models may perform better when the available data is limited, i.e., higher model complexity does not necessarily imply higher prediction accuracy: whether this is the case will each time depend on the target physical system, the desired accuracy threshold, and the amount data available for training. Due to the lower dimensionality of the feature spaces used to construct the kernels, the predictions of simpler models will also be easier to re-express into a more computationally efficient way than carrying out the summation in Eq. (5.6). For the examples described in this chapter, this means re-expressing the trained GPs based on $n$-body kernels as functions of $3 n-6$ variables which can be evaluated directly, without using a database. These functions can be viewed as the nonparametric $n$-body classical force fields (here named "MFFs") that the $n$-body kernels' predictions exactly correspond to. Exploiting this correspondence allows us to achieve force fields as fast-executing as determined by the complexity of the physical problem at hand (which will determine the lowest $n$ that can be used). Examples of MFF constructions and tests on their computational efficiency are provided in the next section.

### 5.3.2 Speeding Up Predictions by Building MFFs

In Sect. 5.2.4, we described how simple $n$-body kernels of any order $n$ could be constructed. Force prediction based on these kernels effectively produces nonparametric classical $n$-body force fields: typically depending on distances (2-body) as well as on angles (3-body), dihedrals (4-body) and so on, but not bound by design to any particular functional form.

In this section, we describe a mapping technique (first presented in Ref. [15]) that faithfully encodes forces produced by $n$-body GP regression into classical tabulated force fields. This procedure can be carried out with arbitrarily low accuracy loss, and always yields a substantial computational speed gain.

We start from the expression of the GP energy prediction in Eq. (5.6), where we substitute $k$ with a specific $n$-body kernel (in this example, the 2 -body kernel of Eq. (5.25) for simplicity). Rearranging the sums, we obtain:

$$
\begin{equation*}
\hat{\varepsilon}(\rho)=\sum_{i \in \rho}\left(\sum_{d}^{N} \sum_{j \in \rho_{d}} e^{-\left(r_{i}-r_{j}\right)^{2} / 2 \ell^{2}} \alpha_{d}\right) . \tag{5.38}
\end{equation*}
$$

The expression within the parentheses in the above equation is a function of the single distance $r_{i}$ in the target configuration $\rho$ and the training dataset, and it will not change once the dataset is chosen and the model is trained (the covariance matrix is computed and inverted to give the coefficient $\alpha_{d}$ for each dataset entry). We can thus rewrite Eq. (5.38) as

$$
\begin{equation*}
\hat{\varepsilon}(\rho)=\sum_{i \in \rho} \tilde{\varepsilon}_{2}\left(r_{i}\right) \tag{5.39}
\end{equation*}
$$

where the function $\tilde{\varepsilon}\left(r_{i}\right)$ can be now thought to be nonparametric 2-body potential expressing the energy associated with an atomic pair (a "bond") as a function of the interatomic distance, so that the energy associated with a local configuration $\rho$ is simply the sum over all atoms surrounding the central one of this 2-body potential. It is now possible to compute the values of $\tilde{\varepsilon}_{2}\left(r_{i}\right)$ for a set of distances $r_{i}$, store them in an array, and from here on interpolate the value of the function for any other distances rather than using the GP to compute this function for every atomic configuration during an MD simulation. In practice, a spline interpolation of the so-tabulated potential can be very easily used to predict any $\hat{\varepsilon}(\rho)$ or its negative gradient $\hat{\mathbf{f}}(\rho)$ (analytically computed to allow for a constant of motion in MD runs). The interpolation approximates the GP predictions with arbitrary accuracy, which increases with the density of the grid of tabulated values, as illustrated in Fig. 5.11a.

The computational speed of the resulting "mapped force field" (MFF) is independent of the number of training points $N$ and depends linearly, rather than quadratically, on the number of distinct atomic $n$-plets present in a typical atomic environment $\rho$ including $M$ atoms plus the central one (this is the number of combinations $\binom{M}{n-1}=M!/(n-1)!(M-n+1)$ !, yielding, e.g., $M$ pairs and $M(M-1) / 2$ triplets). The resulting overall $N\binom{M}{n-1}$ speedup factor is typically several orders of magnitude over the original $n$-body GP, as shown in Fig. 5.11b.

The method just described can in principle be used to obtain $n$-body MFFs from any $n$-body GPs, for every finite $n$. In practice, however, while mapping 2-body or 3-body predictions on a 1 D or 3D spline is straightforward, the number of values to store grows exponentially for $n$, consistent with the rapidly growing dimensionality associated with atomic $n$-plets. This makes the procedure quickly not viable for higher $n$ values which would require ( $3 n-6$ )-dimensional mapping grids and interpolation splines. On a brighter note, flexible 3-body force fields were shown to capture most of the features for a variety of inorganic materials [15, 16, 20, 42].


Fig. 5.11 Panel (a): error incurred by a 3-body MFF w.r.t. the predictions of the original GP used to build it as a function of the number of points in the MFF grid. Panel (b): computational time needed for the force prediction on an atom in a 19 -atoms Ni nanocluster as a function of the number of training points for a 3-body GP (red dots) and for the MFF built from the same 3-body GP (blue dots)

Increasing the order of the kernel function beyond 3 might be unnecessary for many systems (and if only few training data are available, it could be still advantageous to use a low-n model to improve prediction accuracy, as discussed in Sect. 5.2.5).

MFFs can be built for systems containing any number of atomic species. As already described in Sect. 5.2.6, the cost of constructing a multispecies GP does not increase with the number of species modelled. On the other hand, the number of $n$-body MFFs that need to be constructed when $k$ atomic species are present grows as the multinomial factor $\frac{(k+n-1)!}{n!(k-1)!}$ (just as any classical force field of the same order). Luckily, constructing multiple MFFs is an embarrassingly parallel problem as different MFFs can be assigned to different processors. This means that the MFF construction process can be considered affordable also for high values of $k$, especially when using a 3-body model (which can be expected to achieve sufficient accuracy for a large number of practical applications).

We finally note that the variance of a prediction $\hat{\sigma}^{2}(\rho)$ (third term in Eq. (5.5)) could also be mapped similarly to its mean. However, it is easy to check that the mapped variance will have twice as many arguments as the mapped mean, which again makes the procedure rather cumbersome for $n>2$. For instance, for $n=2$ one would have to store the function of two variables $\tilde{\sigma}^{2}\left(r_{i}, r_{j}\right)$ providing the variance contribution from any two distances within a configuration, and the final variance can be computed as a sum over all contributions. A more affordable estimate of the error could also be obtained by summing up only the contributions coming from single $n$-plets (i.e., $\tilde{\sigma}^{2}\left(r_{i}, r_{i}\right)$ in the $n=2$ example). This alternative measure could again be mapped straightforwardly also for $n=3$ and its accuracy in modelling the uncertainty in the real materials should be investigated.

MFFs obtained as described above have already been used to perform MD simulations on very long timescales while tracking with very good accuracy their reference ab initio DFT calculations for a set of $\mathrm{Ni}_{19}$ nanoclusters [16]. In this
example application, a total of $1.2 \cdot 10^{8} \mathrm{MD}$ time steps were performed, requiring the use of 24 CPUs for $\sim 3.75$ days. The same simulation would have taken $\sim 80$ years before mapping, and indicatively $\sim 2000$ years using the full DFT-PBE (Perdew-Burke-Ernzerhof) spin-orbit coupling method which was used to build the training database. A Python implementation for training and mapping two- and three-body nonparametric force fields for one or two chemical species is freely available within the MFF package [29].

### 5.4 Conclusions

In this chapter, we introduced the formalism of Gaussian process regression for the construction of force fields. We analysed a number of relevant properties of the kernel function, namely its smoothness and its invariance with respect to permutation of identical atoms, translation and rotation. The concept of interaction order, traditionally useful in constructing classical parametrised force fields and recently imported into the context of machine learning force fields, was also discussed. Examples on how to construct smooth and invariant $n$-body energy kernels have been given, with explicit formulas for the cases of $n=2$ and $n=3$. We then focused on the Bayesian model selection approach, which prescribes the maximisation of the marginal likelihood, and applied it to a set of standard kernels defined by an integer order $n$. In a 1D system where the target interaction order could be exactly set, explicit calculations exemplified how the optimal kernel order choice depends on the number of training points used, so that larger datasets are typically needed to resolve the appropriateness of more complex models to a target physical system. We next reported an example of application of the marginal likelihood maximisation approach to kernel order selection for two Nickel systems: face centred cubic crystal and a $\mathrm{Ni}_{19}$ nanocluster. In this example, prior knowledge about the system provides hints on the optimal kernel order choice which is a posteriori confirmed by the model selection algorithm based on the maximum marginal likelihood strategy. To complement the Bayesian approach to kernel order selection, we briefly discussed the use of learning curves based on the generalisation error to select the simplest model that reaches a target accuracy. We finally introduced the concept of "mapping" GPs onto classical MFFs, and exemplified how mapping of mean and variance of a GP energy prediction can be carried out, providing explicit expressions for the case of a 2-body kernel. The construction of MFFs allows for an accurate calculation of GP predictions while reducing the computational cost by a factor $\sim 10^{4}$ in most operational scenarios of interest in materials science applications, allowing for molecular dynamics simulations that are as fast as classical ones but with an accuracy that approaches ab initio calculations.
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# Machine-Learning of Atomic-Scale Properties Based on Physical Principles 

Gábor Csányi, Michael J. Willatt, and Michele Ceriotti


#### Abstract

We briefly summarize the kernel regression approach, as used recently in materials modelling, to fitting functions, particularly potential energy surfaces, and highlight how the linear algebra framework can be used to both predict and train from linear functionals of the potential energy, such as the total energy and atomic forces. We then give a detailed account of the smooth overlap of atomic positions (SOAP) representation and kernel, showing how it arises from an abstract representation of smooth atomic densities, and how it is related to several popular density-based representations of atomic structure. We also discuss recent generalizations that allow fine control of correlations between different atomic species, prediction and fitting of tensorial properties, and also how to construct structural kernels-applicable to comparing entire molecules or periodic systems - that go beyond an additive combination of local environments. (This chapter is adapted with permission from Ceriotti et al. (Handbook of materials modeling. Springer, Cham, 2019).)


[^11]
### 6.1 Introduction ${ }^{1}$

There has been a surge of activity during the last couple of years in applying machine-learning methods to materials and molecular modelling problems, that was largely fuelled by the evident success of these techniques in what can loosely be called artificial intelligence. These successes have followed from the collective experience that the scientific community has gained in fitting high volumes of data with very complex functional forms that involve a large number of free parameters, while still keeping control of the regularity and thus avoiding catastrophic overfitting. In the context of molecular modelling, empirical fitting of potential energy surfaces has of course been used for many decades. Indeed it is generally held that this is the only practical way to simulate very large systems (many thousands of atoms) over long time scales (millions of time steps) [2].

Traditionally, when fitting empirical models of atomic interactions, regularity was ensured by writing functional forms that are expressed in terms of onedimensional functions, e.g. pair potentials, spherically symmetric atomic electron densities, bond orders (as a function of number of neighbours), etc. Such functions are easy to inspect visually to ensure that they are physically and chemically meaningful, e.g. that pair potentials go to zero at large distances and are strongly repulsive at close approach, that atomic electron densities are decreasing with distance, that electron density embedding functions are convex, etc. Moreover, these natural properties are easy to build into the one-dimensional functional forms or enforced as constraints in the parameter optimization. It is widely held that employing such "physically meaningful" functional forms is key to achieving good transferability of the empirical models [3].

It is also recognized, however, that the limited functional forms that can be built from these one-dimensional functions ultimately limit the accuracy that these empirical models can achieve. In trying to replace them by high dimensional fits using much more flexible functional forms, two things immediately have to change. The first is the target data. When fitting only a few parameters, it is natural to demand that important observables that are deemed to be central to the scientific questions being addressed are reproduced correctly, and it is easiest to do this if they are part of the fit: e.g. melting points and other phase boundaries, radial distribution functions, etc. But in the case of very many parameters, their optimization also takes a significant number of evaluations, and it becomes impractical to use complex observables as targets. Moreover, there is a drive towards using a "first principles" approach, i.e. that the potentials should actually reproduce the real Born-Oppenheimer potential energy surface with sufficient accuracy and therefore the scientifically relevant observables also. The hope is that this will result in transferability in the sense that a wide array of macroscopic observables will be correctly predicted without any of them being part of the fit explicitly, and therefore, the corresponding microscopic mechanisms that are also dependent on the potential

[^12]energy surface will also be correct. So it is natural to take values of the potential energy, computed by the electronic structure method of choice, as the target data. The large number of free parameters can then easily be counterbalanced by a large amount of calculated target data.

The second thing that has to change is how the smooth physically meaningful behaviour of the potential is controlled. It is not practical to inspect manually high dimensional functions to ensure that their predictions are physically and chemically meaningful for all possible configurations. Therefore it becomes even more important to build into the functional forms as much prior information as possible about limiting behaviour and regularity (the technical word for the kind of smoothness we are interested in). Reviewing recent work, this paper sets out an example framework for how to do this. The key goals are to create functional forms that preserve the (1) invariance of the properties over permutation of like atoms, (2) invariance of scalar and covariance of tensorial properties with threedimensional rotations, (3) continuity and regularity with respect to changes in atomic coordinates, including compact support of atomic interactions by including finite cutoffs.

Evidence is accumulating that strictly enforcing these physically motivated properties is enormously beneficial, and many of the most successful machinelearning schemes for atomic-scale systems are built around symmetry arguments. One possible approach is to describe the system in terms of internal coordinatesthat automatically satisfy rotational invariance-and then symmetrize explicitly the vector of representations or the functional relation between the representations and the properties. Permutationally invariant polynomials are an example that have been very effective to model the potential energy surfaces of small molecules (see, e.g. the work of Braams and Bowman [4]). Sorting the elements of the representation vector according to interatomic distances has also been used as a way of obtaining permutation invariance at the cost of introducing derivative discontinuities [5-7]. Another possibility, which we will focus on in this paper, starts from a representation of each structure in terms of atomic densities-that are naturally invariant to atom permutations-and then builds a representation that is further invariant to translations and rotations also.

Either way, once an appropriate description of each structure has been obtained, further regularization can be achieved at the level of the regression scheme. To this end, two prominent techniques are the use of artificial neural networks and kernel ridge regression [8]. We use the latter formalism here, and many further details about these techniques can be found in the rest of this volume. The kernel approach starts with the definition of a kernel function, which will be combined with a set of representative atomic configurations to construct the basis functions for the fit. It is a scalar function-at least when learning scalar quantities-with two input arguments, in the present case two atomic structures. Its value should quantify the similarity of the atomic configurations represented by its two arguments, and it can (but does not have to) be defined starting from their associated representations. The value should be largest when its two arguments are equal (or equivalent up to symmetry operations) and smallest for maximally different configurations. The
degree to which the kernel is able to capture the variation of the function when varying the atomic configuration will determine how efficient the fit is. The better the correspondence, the fewer basis functions that are needed to achieve a given accuracy of fit.

### 6.2 Kernel Fitting

We start by giving a concise account of the kernel regression fitting approach, for more details see Refs. [8-10]. A function defined on an atomic structure is represented as a linear sum over kernel basis functions,

$$
\begin{equation*}
f(\mathcal{A})=\sum_{\mathcal{B} \in M} x_{\mathcal{B}} K(\mathcal{A}, \mathcal{B}) \tag{6.1}
\end{equation*}
$$

where the sum runs over a representative set of configurations $M$, selected from the total set $N$ of input configurations. The set of coefficients, combined into a vector $\mathbf{x}$, are determined by solving the linear system that is obtained when the available data (e.g. values of the target function evaluated for a set of structures) are substituted into Eq. (6.1). In the simplest case, there is one input data value corresponding to each atomic configuration. Let $\mathbf{y}$ be the vector of all available input data, and $\mathbf{K}$ be the kernel matrix with rows and columns corresponding to atomic structures, so that the element of $\mathbf{K}$ with row and column corresponding to structures $\mathcal{A}$ and $\mathcal{B}$, respectively, is $K(\mathcal{A}, \mathcal{B})$. The fit is then obtained by solving a linear system in the least squares sense, i.e. minimizing the quadratic loss function,

$$
\begin{equation*}
\ell(\mathbf{x})=\|\mathbf{K} \mathbf{x}-\mathbf{y}\|^{2} . \tag{6.2}
\end{equation*}
$$

The text book case is when the set of all configurations for which we have target data available is used in its entirety as the representative set (i.e. $N=M$ ), $\mathbf{K}$ is square, and as long as it is invertible, the optimal solution is

$$
\begin{equation*}
\mathbf{x}=\mathbf{K}^{-1} \mathbf{y} \tag{6.3}
\end{equation*}
$$

In practice, for large data sets, using all the configurations in the data set as representatives is unnecessary. In this case, $M \subset N$, the solution is given by the pseudoinverse,

$$
\begin{equation*}
\mathbf{x}_{M}=\left(\mathbf{K}_{M N} \mathbf{K}_{N M}\right)^{-1} \mathbf{K}_{M N} \mathbf{y}_{N}, \tag{6.4}
\end{equation*}
$$

where we used subscripts to emphasize the set that the vector elements correspond to, e.g. $\mathbf{y} \equiv \mathbf{y}_{N}$ is the data vector with one element for each input data structure and $\mathbf{x} \equiv \mathbf{x}_{M}$ is the vector of coefficients, one for each representative configuration. The subscripts on the kernel matrix denote array slices, i.e. $\mathbf{K}_{M N}=\mathbf{K}_{N M}^{\top}$ is the
rectangular matrix whose elements correspond to the kernel values between the representative configurations and the input configurations.

Using a representative set much smaller than the total number of structures has significant advantages in terms of computational cost, often with no reduction in fitting accuracy. The training cost is dominated by computing the pseudoinverse, which scales as $O\left(N M^{2}\right)$, which is linear in the size of the training data, $N$, and evaluating the model scales as $O(M)$, now independent of the size of the training data. These cost scalings are analogous to those of artificial neural networks with a fixed number of nodes.

While the above solutions are formally correct, it is widely recognized that they lead to numerical instability and overfitting, i.e. they are solutions that attempt to maximize the fit to the input data, even when this might not be desirable, which is almost always the case. At first sight, this might sound surprising, since electronic structure calculations can be made deterministic, with precise convergence behaviour in terms of its parameters, such as k-point sampling, SCF tolerance, etc. However, practical calculations are never converged to machine precision, and the resulting inconsistencies between the potential energy values for different configurations are not something that is desirable to propagate to a fitted potential energy surface. The magnitude of such inconsistencies can be easily assessed before the fit is made. Previous experience [11,12] suggests that for large databases for materials applications using plane wave density functional theory, the error due to k -point sampling is dominant, and difficult to reduce below a few $\mathrm{meV} /$ atom due to the associated computational cost.

In case we are fitting a potential energy surface with a representation that does not characterize the atomic positions of the whole system completely due to, e.g., a finite cutoff, or some other choices made to gain computational efficiency, the fit is not expected to be exact, irrespective of the amount of input data. Sometimes, such model error can also be assessed a priori, e.g. in the case of a finite cutoff by measuring the contribution made to forces on an atom by other atoms beyond the cutoff [13-15].

These two considerations suggest that allowing some "looseness" in the linear system might be beneficial, because it can be exploited to allow smaller linear coefficients, making the fit more regular and thus better at extrapolation. We collect the errors we expect in the fit of each target data value on the diagonal of an $N \times N$ matrix, $\boldsymbol{\Lambda}$. The common procedure to regularizing the problem is due to Tikhonov [16]. Specifically, in "kernel ridge regression" (and the equivalent "Gaussian process regression", a Bayesian view of the same) the Tikhonov matrix is chosen to be the kernel matrix between the $M$ representative points, $\mathbf{K}_{M M}$. With highly regular ("smooth") kernel functions, this regularization leads to smooth fits, and the sizes of the elements of $\boldsymbol{\Lambda}$ control the trade-off between the accuracy of the fit and smoothness. The corresponding solutions are

$$
\begin{equation*}
\mathbf{x}=(\mathbf{K}+\mathbf{\Lambda})^{-1} \mathbf{y} \tag{6.5}
\end{equation*}
$$

for the square problem, and

$$
\begin{equation*}
\mathbf{x}_{M}=\left(\mathbf{K}_{M M}+\mathbf{K}_{M N} \boldsymbol{\Lambda}^{-1} \mathbf{K}_{N M}\right)^{-1} \mathbf{K}_{M N} \boldsymbol{\Lambda}^{-1} \mathbf{y}_{N} \tag{6.6}
\end{equation*}
$$

for the rectangular problem, where we again emphasized the index sets. This solution is equivalent to minimizing

$$
\begin{equation*}
\|\mathbf{K} \mathbf{x}-\mathbf{y}\|_{\boldsymbol{\Lambda}^{-1}}^{2}+\|\mathbf{x}\|_{\mathbf{K}}^{2} \tag{6.7}
\end{equation*}
$$

which shows that the inverse of the tolerances in $\boldsymbol{\Lambda}$ is equivalent to regression weights on the different data points. With the solution of the linear system in hand, the value of the fitted function for a new structure $C$ can be written as

$$
\begin{equation*}
f(C)=\mathbf{K}_{C M} \mathbf{x}_{M} . \tag{6.8}
\end{equation*}
$$

Note that the $\mathbf{K}_{C M}$ slice is just a vector, with elements given by the kernel between the new structure $C$ and the structures in the representative set $M$.

### 6.2.1 Selection of a Representative Set

Next we describe some ways to choose the set of representative environments over which the sum in Eq. (6.1) is taken. This can be done by simple random sampling, but we find it advantageous to use this freedom to optimize interpolation accuracy. Among the many strategies that have been proposed [17-20], we discuss two that have been used successfully in the context of potential energy fitting. One approach to this is to maximize the dissimilarity between the elements of the representative set. A greedy algorithm to select the configurations for the representative set is "farthest point sampling", in which we start with a randomly selected structure, and then iteratively pick as the next structure to include the one which is farthest away from any of the structures already in the set [21-23]. The distance between two structures is measured using the "kernel metric" [10], defined as

$$
\begin{equation*}
d^{2}(\mathcal{A}, \mathcal{B})=K(\mathcal{A}, \mathcal{A})+K(\mathcal{B}, \mathcal{B})-2 K(\mathcal{A}, \mathcal{B}) \tag{6.9}
\end{equation*}
$$

This algorithm performed well for selecting molecules in regression tasks, enabling the significant reduction of the data set sizes needed to achieve a given level of accuracy [24].

Another technique that has been successfully used is based on matrix factorization, which is particularly appealing when the kernel function is linear or a low order polynomial of the representation vector. Consider the matrix of feature vectors, $\mathbf{D}$, in which each row is the representation vector of an input atomic configuration, such that a linear kernel is $\mathbf{K}=\mathbf{D} \mathbf{D}^{\top}$. We are looking to select rows, many fewer than the total number, which span as much of the space as all rows span. This is a
problem of matrix representation, specifically the representative set should serve as a low-rank approximation of $\mathbf{K}$ and/or $\mathbf{D}$. One solution to this is called CUR matrix decomposition [25], which can be applied to either $\mathbf{K}$ or $\mathbf{D}$, the latter being much cheaper if the length of the representation vectors is less than the number of data points.

To determine the optimal set of representative configurations, we start with a singular value decomposition of $\mathbf{D}$,

$$
\begin{equation*}
\mathbf{D}=U S V^{\top} \tag{6.10}
\end{equation*}
$$

For each data point, a leverage score is calculated, essentially the weight that the top singular vectors have on that configuration,

$$
\begin{equation*}
\pi_{\mathcal{A}}=\frac{1}{k} \sum_{\xi=1}^{k}\left(u_{\mathcal{A}}^{\xi}\right)^{2} \tag{6.11}
\end{equation*}
$$

where $u_{\mathcal{A}}^{\xi}$ is the element of the $\xi$-th left singular vector that corresponds to structure $\mathcal{A}$. The sum runs over the first $k$ singular vectors, e.g. $k=20$ is typical. The configuration $\mathcal{A}$ is included in the representative set with a probability that is proportional to its leverage score, $\pi_{\mathcal{A}}$. A deterministic variant is to select one structure $\mathcal{A}$ at a time-the one with the highest leverage score-delete the associated row from the representation matrix and orthogonalize the remaining rows of $\mathbf{D}$ relative to it. The next data point can then be selected repeating the same procedure on the now smaller feature matrix [26].

Note that in the Gaussian process literature, using a subset of the data to construct the basis is called sparsification [27,28], even though the approximation relies on a low-rank matrix reconstruction rather than the kernel matrix being sparse.

### 6.2.2 Linear Combination of Kernels

When fitting interatomic potentials for materials, a model is constructed for the atomic energy, sometimes called the "site energy". This is both for computational efficiency and to reduce the complexity of the functional relation between structures and properties: each atomic energy is only a function of a limited number of degrees of freedom corresponding to the coordinates of the neighbouring atoms and can therefore be evaluated independently from any other atomic energy. In fact this is the defining characteristic of an interatomic potential, in contrast to a quantum mechanical model that explicitly includes delocalized electrons. Going from atomic energies to the total energy is trivial, the latter being the sum of the former. However, going in the other direction is not unambiguous. The total energy can be calculated from a quantum mechanical model, but the atomic energies are not defined uniquely, and it becomes part of the fitting task to find the best possible decomposition of the total energy into atomic energies. Treating these two transformations on the same
footing helps. Suppose we want to predict the sum of function values for two (or more) configurations. For the simple case of the sum of two energies for structures $\mathcal{A}$ and $\mathcal{B}$, the prediction is, trivially, just the sum of the individual function value predictions, e.g.

$$
\begin{equation*}
E_{\text {tot }}=E(\mathcal{A})+E(\mathcal{B})=\mathbf{K}_{\mathcal{A} M} \mathbf{x}_{M}+\mathbf{K}_{\mathcal{B} M} \mathbf{x}_{M} \tag{6.12}
\end{equation*}
$$

If we define a new "sum-kernel" to be the sum of kernel values between a number of new configurations and the representative set, the expression for the above total energy prediction takes the same form as the prediction of the individual function values. For some set $I$ of new configurations, let

$$
\begin{equation*}
{ }^{\Sigma} \mathbf{K}_{M}=\sum_{\mathcal{A} \in I} \mathbf{K}_{\mathcal{A} M}, \tag{6.13}
\end{equation*}
$$

where ${ }^{\Sigma} \mathbf{K}_{M}$ is the vector of sum-kernel values, each element of which is the sum of the kernel between all the configurations in $I$ and a given configuration in the representative set $M$. The predicted total energy of the configurations in $I$ is then

$$
\begin{equation*}
E_{\mathrm{tot}}={ }^{\Sigma} \mathbf{K}_{M} \mathbf{x}_{M} . \tag{6.14}
\end{equation*}
$$

This same sum-kernel can be used to fit the model to sum data, rather than to individual function values. This is necessary in order to fit interatomic potentials for materials systems, since only total energies, and not the atomic energies themselves, are available from electronic structure calculations. At the same time, in order to enforce a finite short range in the interatomic potential, we must express the potential as an atomic energy. Using the sum-kernel, this is straightforward, the original functional form in Eq. (6.1) can be retained, and we now minimize (omitting the regularization term for clarity)

$$
\begin{equation*}
\left\|^{\Sigma} \mathbf{K} \mathbf{x}-\mathbf{E}_{\mathrm{tot}}\right\|^{2}, \tag{6.15}
\end{equation*}
$$

where ${ }^{\Sigma} \mathbf{K}$ is a matrix containing the sum-kernel values for all configurations in the input database and the representative set, and the vector $\mathbf{E}_{\text {tot }}$ is the collection of corresponding total energy data.

### 6.2.3 Derivatives

The explicit analytic functional form of Eq. (6.1) leads to analytic derivates with respect to the atomic coordinates, e.g. forces in the case of fitting an energy. Considering for the moment the simpler case in which we are computing the derivatives of an atom-centred quantity $f(\mathcal{A})$, we define $\nabla_{\mathcal{A}}$ as the vector of derivatives with respect to all the atomic coordinates in structure $\mathcal{A}$. We use the
notation $\overleftarrow{\nabla}$ to indicate a derivative operator that applies to the first argument of the kernel, and $\vec{\nabla}$ to indicate a derivative that applies to the second argument. The derivatives of $f(\mathcal{A})$ are non-zero only for atoms that belong to the structure $\mathcal{A}$ and are then given by differentiating Eq. (6.1)

$$
\begin{equation*}
\nabla_{\mathcal{A}} f(\mathcal{A})=\sum_{\mathcal{B} \in M} x_{\mathcal{B}} \overleftarrow{\nabla}_{\mathcal{A}} K(\mathcal{A}, \mathcal{B})=\mathbf{K}_{\nabla \mathcal{A} M} \mathbf{x}_{M} \tag{6.16}
\end{equation*}
$$

where we introduced the notation $\mathbf{K}_{\nabla \mathcal{A} M}$ to indicate the matrix that contains the derivatives of the kernels relative to all the relevant atomic coordinates. Similarly to the case of sums above, the gradient of the kernel function can also be used for fitting the model not to target values, but to gradient data [29]. This is especially useful when the target represents a potential energy surface. When using typical electronic structure methods, the cost of computing the gradient with respect to all atomic positions is only a little bit more than the cost of computing the energy, but yields much more information, $3 n$ pieces of data for an $n$-atom structure. There are two approaches one can take to incorporate gradient information. In the first one, used in Ref. [30] and subsequent work of that group [11, 12, 14, 15, 31-37], the functional form for the energy is again retained to be the same as in Eq. (6.1). The corresponding loss function (again without regularization) is

$$
\begin{equation*}
\left\|\mathbf{K}_{\nabla N M} \mathbf{x}_{M}-\mathbf{y}_{\nabla N}\right\|^{2}, \tag{6.17}
\end{equation*}
$$

where $\mathbf{y}_{\nabla N}$ refers to the concatenated vector of gradients on all atoms in the set of input structures and $\mathbf{K}_{\nabla N M}$ to the corresponding matrix of kernel derivatives. The form of the solution for the coefficients is unchanged from Eq. (6.5) or (6.6) with $\mathbf{K}_{\nabla N M}$ taking the role of $\mathbf{K}_{N M}$.

In the second approach, used recently in Ref. [38], derivatives of the kernel are the basis functions in the functional form of the fit,

$$
\begin{equation*}
f(\mathcal{A})=\sum_{\mathcal{B} \in M} \mathbf{x}_{\nabla \mathcal{B}} \cdot \vec{\nabla}_{\mathcal{B}} K(\mathcal{A}, \mathcal{B}), \tag{6.18}
\end{equation*}
$$

where $\mathbf{x}_{\nabla \mathcal{B}}$ contains one weight for each of the derivatives relative to the atoms in structure $\mathcal{B}$. The number of basis functions and corresponding coefficients is now much larger, $3 n M$, for $n$-atom structures. Since the model is fitted to the derivatives, given by gradients of Eq. (6.18), the loss is

$$
\begin{equation*}
\left\|\mathbf{K}_{\nabla N \nabla M} \mathbf{x}_{\nabla M}-\mathbf{y}_{\nabla N}\right\|^{2}, \tag{6.19}
\end{equation*}
$$

the target properties can be computed as

$$
\begin{equation*}
f(\mathcal{A})=\mathbf{K}_{\mathcal{A} \nabla M} \mathbf{x}_{\nabla M}, \tag{6.20}
\end{equation*}
$$

and their derivatives as

$$
\begin{equation*}
\nabla_{\mathcal{A}} f(\mathcal{A})=\mathbf{K}_{\nabla \mathcal{A} \nabla M} \mathbf{x}_{\nabla M} . \tag{6.21}
\end{equation*}
$$

The original motivation for this approach is apparent from Eq. (6.19) in which the matrix can be understood as a kernel directly between atomic forces (and in case of $M=N$, between the input data forces).

Both approaches constitute valid ways of learning a function from data representing its gradients, differing only in the choice of the kernel basis. The kernel-derivative basis functions could also be used in conjunction with a reduced representative set, and it is not yet clear which approach is better, or indeed a combination: one could choose different basis functions (kernels or their derivatives) depending on the amount and kind of data available and on the size and choice of the representative set.

### 6.2.4 Learning from Linear Functionals

We can combine the sum-kernel and the derivative kernel naturally, and write a single least squares problem for the coefficients in Eq. (6.1) that is solved to fit an interatomic potential to all available total energy, force, and virial stress data (the only condition being that the input data has to be expressible using a linear operator on function values). We define $\mathbf{y}$ as the vector with $L$ components containing all the input data: all total energies, forces, and virial stress components in the training database, and $\mathbf{y}^{\prime}$ as the vector with $N$ components containing the unknown atomic energies of the $N$ atomic environments in the database, and $\hat{\mathbf{L}}$ as the linear differential operator of size $L \times N$ which connects $\mathbf{y}$ with $\mathbf{y}^{\prime}$ such that $\hat{\mathbf{L}} \mathbf{y}^{\prime}=\mathbf{y}$ (note that the definition of $\hat{\mathbf{L}}$ we use here is the transpose of that in Ref. [32]). The regularized least squares problem is now to minimize

$$
\begin{equation*}
\|\hat{\mathbf{L}} \mathbf{K} \mathbf{x}-\mathbf{y}\|_{\boldsymbol{\Lambda}^{-1}}^{2}+\|\mathbf{x}\|_{\mathbf{K}}^{2}, \tag{6.22}
\end{equation*}
$$

and the expression for the coefficients is given by

$$
\begin{equation*}
\mathbf{x}=\left[\mathbf{K}_{M M}+\left(\hat{\mathbf{L}} \mathbf{K}_{N M}\right)^{\top} \boldsymbol{\Lambda}^{-1} \hat{\mathbf{L}} \mathbf{K}_{N M}\right]^{-1}\left(\hat{\mathbf{L}} \mathbf{K}_{N M}\right)^{\top} \boldsymbol{\Lambda}^{-1} \mathbf{y} \tag{6.23}
\end{equation*}
$$

where the sizes of the elements of $\boldsymbol{\Lambda}$ control the trade-off between the accuracy of the fit and smoothness.

It is instructive to write down the above matrices for the simple case when the system consists of just two atoms, $A$ and $B$, with position vectors $\mathbf{r}_{A}, \mathbf{r}_{B}$, target total energy $E$, and target forces $\mathbf{f}_{A} \equiv\left(f_{A x}, f_{A y}, f_{A z}\right)$ and $\mathbf{f}_{B} \equiv\left(f_{B x}, f_{B y}, f_{B z}\right)$. The data vector is then given by

$$
\mathbf{y}=\left[\begin{array}{llllll}
E & f_{A x} & f_{A y} & f_{A z} & f_{B x} & f_{B y} \tag{6.24}
\end{array} f_{B z}\right]^{\top} .
$$

The aim of the fit is to determine two unknown atomic energy functions $\varepsilon_{A}$ and $\varepsilon_{B}$ as a function of the atomic environments centred around the two atoms, $\mathcal{A}$ and $\mathcal{B}$, respectively. The total energy is their sum, $E=\varepsilon_{A}+\varepsilon_{B}$, and the forces need to include the cross terms,

$$
\begin{align*}
\mathbf{f}_{A} & =\frac{\partial \varepsilon_{A}}{\partial \mathbf{r}_{A}}+\frac{\partial \varepsilon_{B}}{\partial \mathbf{r}_{A}}  \tag{6.25}\\
\mathbf{f}_{B} & =\frac{\partial \varepsilon_{A}}{\partial \mathbf{r}_{B}}+\frac{\partial \varepsilon_{B}}{\partial \mathbf{r}_{B}}
\end{align*}
$$

The representative set in this case consists of the same two atoms, so $N=M$, and the kernel matrix is square,

$$
\mathbf{K}=\left[\begin{array}{ll}
K(\mathcal{A}, \mathcal{A}) & K(\mathcal{A}, \mathcal{B})  \tag{6.26}\\
K(\mathcal{B}, \mathcal{A}) & K(\mathcal{B}, \mathcal{B})
\end{array}\right]
$$

and the linear operator $\hat{\mathbf{L}}$ is a $7 \times 2$ matrix and is given by

$$
\hat{\mathbf{L}}=\left[\begin{array}{cc}
1 & 1  \tag{6.27}\\
\overleftarrow{\nabla}_{\mathbf{r}_{A}} & \overleftarrow{\nabla}_{\mathbf{r}_{A}} \\
\overleftarrow{\nabla}_{\mathbf{r}_{B}} & \overleftarrow{\nabla}_{\mathbf{r}_{B}}
\end{array}\right]
$$

so the $\hat{\mathbf{L}} \mathbf{K}$ matrix to be substituted into Eq. (6.23) is

$$
\hat{\mathbf{L}} \mathbf{K}=\left[\begin{array}{cc}
K(\mathcal{A}, \mathcal{A})+K(\mathcal{A}, \mathcal{B}) & K(\mathcal{B}, \mathcal{A})+K(\mathcal{B}, \mathcal{B})  \tag{6.28}\\
\overleftarrow{\nabla}_{\mathbf{r}_{A}} K(\mathcal{A}, \mathcal{A})+\overleftarrow{\nabla}_{\mathbf{r}_{A}} K(\mathcal{B}, \mathcal{A}) & \overleftarrow{\nabla}_{\mathbf{r}_{A}} K(\mathcal{A}, \mathcal{B})+\overleftarrow{\nabla}_{\mathbf{r}_{A}} K(\mathcal{B}, \mathcal{B}) \\
\overleftarrow{\nabla}_{\mathbf{r}_{B}} K(\mathcal{A}, \mathcal{A})+\overleftarrow{\nabla}_{\mathbf{r}_{B}} K(\mathcal{B}, \mathcal{A}) & \overleftarrow{\nabla}_{\mathbf{r}_{B}} K(\mathcal{A}, \mathcal{B})+\overleftarrow{\nabla}_{\mathbf{r}_{B}} K(\mathcal{B}, \mathcal{B})
\end{array}\right]
$$

Note that terms such as $\overleftarrow{\nabla}_{\mathbf{r}_{A}} K(\mathcal{B}, \mathcal{B})$ or $\overleftarrow{\nabla}_{\mathbf{r}_{A}} K(\mathcal{B}, \mathcal{A})$ are not zero because atom $A$ is present in the environment $\mathcal{B}$ of atom $B$, and so $K(\mathcal{B}, \mathcal{A})$, and also $K(\mathcal{B}, \mathcal{B})$, depend on $\mathbf{r}_{A}$ explicitly.

Using the approach of Ref. [38] for the dimer, the kernel matrix is $6 \times 6$ and is given by

$$
\mathbf{K}_{\nabla \mathcal{A} \nabla \mathcal{B}}=\left[\begin{array}{ccc}
\overleftarrow{\nabla}_{\mathbf{r}_{A}} \vec{\nabla}_{\mathbf{r}_{A}} K(\mathcal{A}, \mathcal{A}) & \overleftarrow{\nabla}_{\mathbf{r}_{A}} \vec{\nabla}_{\mathbf{r}_{B}} K(\mathcal{A}, \mathcal{B})  \tag{6.29}\\
\overleftarrow{\nabla}_{\mathbf{r}_{B}} \vec{\nabla}_{\mathbf{r}_{A}} K(\mathcal{B}, \mathcal{A}) & \overleftarrow{\nabla}_{\mathbf{r}_{B}} \vec{\nabla}_{\mathbf{r}_{B}} K(\mathcal{B}, \mathcal{B})
\end{array}\right]
$$

In practice it is always worth using all available data, even though once the fit is converged in the limit of infinite amount of data, the information from derivatives (forces) is the same as from energies. With finite amount of data, however, choosing the weights corresponding to energies and forces via the diagonal regularizer allows control of the fit, in the sense of its relative accuracy in reproducing energies and forces.

### 6.2.5 Learning Multiple Models Simultaneously

Being able to fit to sums of function values has an interesting consequence. It enables in a very natural way the fitting of a model that is explicitly and a priori written as a sum of terms, each using a different kernel function, perhaps even using a different representation. That this is a good idea for potential energy functions is shown by the relative success of empirical force fields both for materials and molecules, in which the total energy is written as a sum of body-ordered terms, i.e. an atomic term, a pair potential, and a three-body (angle-dependent) term, etc.

$$
\begin{equation*}
E_{\mathrm{tot}}=\sum_{i} E^{(1)}+\sum_{i, j} E^{(2)}\left(r_{i j}\right)+\sum_{i, j, k} E^{(3)}\left(r_{i j}, r_{i k}, r_{j k}\right)+\cdots \tag{6.30}
\end{equation*}
$$

It is notable that while pair potentials and three-body potentials using various simple parametrizations are widely used in the materials modelling literature, there are few models that take advantage of the full three-dimensional flexibility of the three-body term. Four-body terms are almost always restricted to one-dimensional parametrizations such as a dihedral angle. The reason for this is presumably because there is little intuition about what kinds of functional forms would be appropriatekernel fitting avoids this problem. Such a framework was introduced [32] and is beginning to be used for low body order model fitting [14, 15, 39, 40]. Furthermore, by bringing everything together under the kernel formalism, the above expansion can also be augmented with a many-body term which enables the systematic convergence to the true Born-Oppenheimer potential energy surface, but with the manybody term having a relatively small magnitude (because the low body order terms account for most of the energy already), which helps transferability and stability.

The two-body term could be represented as a linear combination of kernels whose arguments are simply the interatomic distances, the three-body term is again a linear combination of kernels whose arguments are some representation of the geometry of three atoms, e.g. the one above using the three distances, but two distances and an angle are equally viable. The fit is then made to the target data of total energies and forces of atomic configurations, in complete analogy with Eq. (6.12), and now the value of the sum-kernel is the sum of pair- and triplet-kernel values between all pairs and triplets present in the two atomic configurations. A stringent test of this scheme is that in case of a target potential energy surface that is explicitly the sum of two- and three-body terms, the fit recovers these terms explicitly from just the total energies and forces [32].

### 6.3 Density-Based Representations and Kernels

Having summarized the algorithms that can be used to perform kernel ridge regression using atomic-scale properties and their derivatives as inputs, we now proceed to describe a framework for defining physics-based representations of local
atomic environments and the kernels built from them. In kernel ridge regression, the representations do not necessarily need to be expressed explicitly, but can also be defined implicitly by means of the kernel function $K(\mathcal{A}, \mathcal{B})$ that corresponds to the scalar product of representation vectors that span a (possibly infinite-dimensional) Hilbert space [10]. Vectors $|\mathcal{A}\rangle$ in this "reproducing kernel Hilbert space" do correspond to atomic structures, and one can write formally $K(\mathcal{A}, \mathcal{B}) \equiv\langle\mathcal{A} \mid \mathcal{B}\rangle$ even if the kernel might be computed without ever determining the vectors explicitly.

The reader trained in quantum mechanics will recognize an isomorphism between representations and the state vectors on the one hand, and kernels and expectation values on the other. This analogy suggests that it may be beneficial to formulate atomic-scale representations using a formalism that mimics Dirac notation. Whereas in a quantum mechanical setting the physical symmetries of the problem are built into the Hamiltonian, in a machine-learning setting they are more conveniently included in the representation itself, that should be made invariant to basic symmetries such as atom labelling, rigid translations, and rotations. In this section we show how starting from these intuitions one can build a very abstract description of a molecular structure that is naturally invariant with respect to the physical symmetries, based on a representation of the atom density.

Translational and rotational symmetries can be included by decomposing the structure into a collection of local environments, and by explicit symmetrization over the $S O$ (3) group. In fact, it has been recently shown [41] how this construction leads naturally to the SOAP representation and kernel [42], and to several other popular choices of density-based representations-from Behler-Parrinello symmetry functions [43], to voxel density representations [44] to the binning of the pair correlation function [45]-that can be regarded as different projections of the same smooth atomic amplitude. A peculiarity of the SOAP framework is that it is formulated very naturally in terms of a kernel, that corresponds to the symmetrized overlap of atomic densities, and that it allows one to explicitly compute the representations whose scalar product constitutes the kernel function, which allows one to go back and forth between a kernel and a representation language. The atomic environmental representations can then be modified to generate non-linear kernels, as well as combined into global structural kernels. We will briefly discuss different possible approaches to the latter, either by simple linear combination of the local representations or by a more sophisticated procedure that takes into account the most effective matching between pairs of environments in the two structures that are being compared.

### 6.3.1 A Dirac Notation for Structural Representations

Let us introduce an abstract notation to describe atomistic structures in terms of the positions and chemical nature of the atoms that compose them [41]. Taking inspiration from Dirac notation for quantum mechanical states, we associate a ket $|\mathcal{A}\rangle$ with each configuration. Let us start with a simple example to see how such a formalism can be introduced and used. Much like in the case of quantum states, we
can define a concrete representation of the ket associated with a structure in terms of positions and chemical species, e.g.

$$
\begin{equation*}
\langle\mathbf{r} \mid \mathcal{A}\rangle=\sum_{i} g_{i}\left(\mathbf{r}-\mathbf{r}_{i}\right)\left|\alpha_{i}\right\rangle, \tag{6.31}
\end{equation*}
$$

where the position of each atom is represented by a smooth density $g_{i}$ (that in principle could depend on the nuclear charge and the position of atom $i$ ) and the kets $\left|\alpha_{i}\right\rangle$ contain the information on the nuclear charge of each atom. The Dirac notation lends itself naturally to the definition of overlap kernels between structures, $\langle\mathcal{A} \mid \mathcal{B}\rangle$. To compute such an integral, one can use the position representation and assume that the kets associated with different elements are orthonormal:

$$
\begin{align*}
\langle\mathcal{A} \mid \mathcal{B}\rangle & =\int \mathrm{d} \mathbf{r}\langle\mathcal{A} \mid \mathbf{r}\rangle\langle\mathbf{r} \mid \mathcal{B}\rangle \\
& =\sum_{i j} \int \mathrm{~d} \mathbf{r} g_{i}^{A}\left(\mathbf{r}-\mathbf{r}_{i}^{A}\right)^{\star} g_{j}^{B}\left(\mathbf{r}-\mathbf{r}_{j}^{B}\right)\left\langle\alpha_{i}^{A} \mid \alpha_{j}^{B}\right\rangle  \tag{6.32}\\
& =\sum_{\alpha} \sum_{i, j \in\{\alpha\}} \int \mathrm{d} \mathbf{r} g_{i}^{A}\left(\mathbf{r}-\mathbf{r}_{i}^{A}\right)^{\star} g_{j}^{B}\left(\mathbf{r}-\mathbf{r}_{j}^{B}\right) .
\end{align*}
$$

This density-based representation would not be in itself very useful, as the kernel is not invariant to relative rotations of the structures, and not even to the absolute position of the two structures in space, or their periodic representation. Nevertheless, it can be taken as the starting point to introduce many of the most successful feature representations that have been used in recent years for machine-learning of materials and molecules.

To see how, one can take inspiration from linear-scaling electronic structure methods, and the nearsightedness principle for electronic matter [46-49]. We then shift the attention from the description of complete structures to that of spherical atomic environments, that one can conveniently centre on top of each atom. An atom-centred representation arises naturally from the symmetrization over the translation group of tensor products of the representation Eq. (6.31) [41] and is also consistent with the atom-centred potentials that have been discussed in the previous section as an obvious application of this framework.

We will use the notation $\left|X_{j}\right\rangle$ to indicate an environment centred around the $j$-th atom in a structure and express it in the position representation as

$$
\begin{equation*}
\left\langle\mathbf{r} \mid X_{j}\right\rangle=\sum_{i} f_{c}\left(r_{i j}\right) g_{i j}\left(\mathbf{r}-\mathbf{r}_{i j}\right)\left|\alpha_{i}\right\rangle \tag{6.33}
\end{equation*}
$$

where $f_{c}\left(r_{i j}\right)$ is a cutoff function that restricts the environment to a spherical region centred on the atom, for the sake of computational efficiency and/or localization of the density information. The atom-centred smoothing functions are typically taken
to be uniform-width Gaussians, but it would be easy to generalize the expression to include a dependency on the atomic species and/or the distance of an atom from the centre of the environment, which could be used to, e.g., reduce the resolution of the representation at the periphery of the environment, or adapt the smoothing length scale to each atomic species.

Note that one could also combine the density contributions from atoms of the same species into a species-dependent atomic amplitude,

$$
\begin{equation*}
\left\langle\alpha \mathbf{r} \mid \mathcal{X}_{j}\right\rangle=\psi_{X_{j}}^{\alpha}(\mathbf{r})=\sum_{i \in \alpha} f_{c}\left(r_{i j}\right) g_{i j}\left(\mathbf{r}-\mathbf{r}_{i j}\right), \tag{6.34}
\end{equation*}
$$

and then write

$$
\begin{equation*}
\left\langle\mathbf{r} \mid \mathcal{X}_{j}\right\rangle=\sum_{\alpha} \psi_{X_{j}}^{\alpha}(\mathbf{r})|\alpha\rangle . \tag{6.35}
\end{equation*}
$$

This notation is very useful to reveal how different representations can be seen as alternative representations of the same abstract ket. For instance, one can expand the atom density in orthogonal radial functions $R_{n}(r)$ and spherical harmonics. The coefficients in such an expansion can be written as

$$
\begin{align*}
\left\langle\alpha n l m \mid \mathcal{X}_{j}\right\rangle & =\int \mathrm{d} \mathbf{r}\langle n l m \mid \mathbf{r}\rangle\left\langle\alpha \mathbf{r} \mid \mathcal{X}_{j}\right\rangle \\
& =\int \mathrm{d} r \mathrm{~d} \hat{\mathbf{r}} r^{2} R_{n}(r) Y_{m}^{l}(\hat{\mathbf{r}}) \psi_{\mathcal{X}_{j}}^{\alpha}(r \hat{\mathbf{r}}) . \tag{6.36}
\end{align*}
$$

As another example, Behler-Parrinello atom-centred symmetry functions that have been used in the construction of artificial neural network based interatomic potentials for materials [43,50-52] and molecules [53] can be written by setting the basis functions to be delta distributions $g_{i j}\left(\mathbf{r}-\mathbf{r}_{i j}\right)=\delta\left(\mathbf{r}-\mathbf{r}_{i j}\right)$, and averaging the atom density with an appropriate pair weighting function $G_{2}$, e.g.

$$
\begin{align*}
\left\langle\alpha \beta G_{2} \mid X_{j}\right\rangle & =\left\langle\alpha \mid \alpha_{j}\right\rangle \int \mathrm{d} \mathbf{r} G_{2}(r)\left\langle\beta \mathbf{r} \mid X_{j}\right\rangle \\
& =\delta_{\alpha_{j} \alpha} \sum_{i \in\{\beta\}} f_{c}\left(r_{i j}\right) G_{2}\left(r_{i j}\right) \tag{6.37}
\end{align*}
$$

The basis functions of the spectral neighbour analysis potential [54] also start with the same density and expands it in hyperspherical harmonics as introduced in Ref. [30].

### 6.3.2 Smooth Overlap of Atomic Positions

It is clear that a density-based representation such as Eq. (6.33) is invariant to translations of the entire structure, but not to rotations that would change the orientation of the atomic neighbour amplitude. This reflects the fact that scalar products of the form $\left\langle\mathcal{X}_{j} \mid \mathcal{X}_{k}\right\rangle$ depend on the relative orientation of the environments being compared. In the smooth overlap of atomic positions (SOAP) framework, we define a symmetrized version of the overlap kernel, using the Haar integral [55] of the rotation group,

$$
\begin{equation*}
\left.K^{(\nu)}\left(\mathcal{X}_{j}, \mathcal{X}_{k}\right)=\int \mathrm{d} \hat{R}\left|\left\langle X_{j}\right| \hat{R}\right| X_{k}\right\rangle\left.\right|^{\nu}=\left\langle X_{j}{ }^{(\nu)} \mid X_{k}{ }^{(\nu)}\right\rangle \tag{6.38}
\end{equation*}
$$

where the integral is performed over all possible rotation matrices. If the base kernel is raised to the $v$-th power, the average preserves information on the correlations between atoms up to the $(v+1)$-th order [39]. As we will show below, a crucial feature of the SOAP framework is that an explicit expression for the symmetrized representation vectors $\left|X_{j}{ }^{(\nu)}\right\rangle$ can be given. In fact, an alternative derivation of the SOAP framework can be achieved by symmetrizing directly tensor products of the translationally invariant ket Eq. (6.36) [41].

The complexity of the SOAP features is quite manageable for $v=1,2$, but becomes increasingly cumbersome for higher $v$. An effective description of higherorder interactions, that does not increase too much the complexity of the analytical evaluation of Eq. (6.38), can be obtained by manipulating the $v=2$ kernel, e.g. by taking a non-linear function of it. In practice it has been found that raising it to a power $\zeta$ and normalizing it to one

$$
\begin{equation*}
\left\langle X_{j}^{(2)} \mid X_{k}^{(2)}\right\rangle_{\zeta}=\frac{\left\langle X_{j}^{(2)} \mid X_{k}^{(2)}\right\rangle^{\zeta}}{\sqrt{\left.\left\langle X_{j}^{(2)} \mid X_{j}^{(2)}\right\rangle^{\zeta}\left|X_{k}^{(2)}\right| X_{k}^{(2)}\right\rangle^{\zeta}}} \tag{6.39}
\end{equation*}
$$

is sufficient to include many-body contributions in the final kernel.
Using the Dirac notation, it is easy to see how one can give an explicit representation of the $S O(3)$ symmetrized ket for the case with $v=1,2$. Using a spherical harmonics expansion of $\left|X_{j}\right\rangle$ it is very natural to perform the rotational average analytically by introducing the Wigner matrix associated with the rotation, $\langle l m| \hat{R}\left|l^{\prime} m^{\prime}\right\rangle=\delta_{l l^{\prime}} D_{m m^{\prime}}^{l}(\hat{R})$

$$
\begin{align*}
& \int \mathrm{d} \hat{R} \sum_{\alpha n l m}\left\langle\mathcal{X}_{j} \mid \alpha n l m\right\rangle\langle\alpha n l m| \hat{R}\left|\mathcal{X}_{k}\right\rangle \\
& \quad=\sum_{\alpha n l m m^{\prime}}\left\langle X_{j} \mid \alpha n l m\right\rangle\left\langle\alpha n l m^{\prime} \mid \mathcal{X}_{k}\right\rangle \int \mathrm{d} \hat{R} D_{m m^{\prime}}^{l}(\hat{R}) \tag{6.40}
\end{align*}
$$

which simplifies greatly due to the properties of the Wigner matrices. Only the term with $l=0$ survives, which makes it possible to write explicitly the $v=1$ symmetrized SOAP representations in terms of the spherical harmonics coefficients

$$
\begin{equation*}
\left\langle\alpha n \mid X_{k}^{(1)}\right\rangle=\sqrt{8 \pi^{2}}\left\langle\alpha n 00 \mid X_{k}\right\rangle, \tag{6.41}
\end{equation*}
$$

which corresponds to the simple kernel

$$
\begin{equation*}
\left\langle X_{j}^{(1)} \mid X_{k}^{(1)}\right\rangle=\sum_{\alpha n}\left\langle X_{j}^{(1)} \mid \alpha n\right\rangle\left\langle\alpha n \mid X_{k}^{(1)}\right\rangle . \tag{6.42}
\end{equation*}
$$

A position representation of the $v=1$ representation $\left\langle r \mid X_{k}{ }^{(1)}\right\rangle$ yields naturally the rotational average of $\left\langle\mathbf{r} \mid \mathcal{X}_{k}\right\rangle$. This can be seen by expressing $K^{(1)}\left(\mathcal{X}_{j}, \mathcal{X}_{k}\right)$ in a position basis

$$
\begin{align*}
\left\langle\alpha X_{j}{ }^{(1)} \mid \alpha \mathcal{X}_{k}^{(1)}\right\rangle & =\int \mathrm{d} \hat{R} \int \mathrm{~d} \mathbf{r} \psi_{X_{j}}^{\alpha}(\mathbf{r}) \psi_{\mathcal{X}_{k}}^{\alpha}(\hat{R} \mathbf{r})  \tag{6.43}\\
& =32 \pi^{3} \int \mathrm{~d} r r^{2} \bar{\psi}_{X_{j}}^{\alpha}(r) \bar{\psi}_{X_{k}}^{\alpha}(r)
\end{align*}
$$

where we have defined the rotationally averaged atom density

$$
\begin{equation*}
\bar{\psi}_{X_{j}}^{\alpha}(r)=\frac{1}{4 \pi} \int \mathrm{~d} \hat{\mathbf{r}} \psi_{\mathcal{X}_{j}}^{\alpha}(r \hat{\mathbf{r}})=\frac{1}{\sqrt{32 \pi r^{3}}}\left\langle\alpha r \mid \mathcal{X}_{j}{ }^{(1)}\right\rangle, \tag{6.44}
\end{equation*}
$$

which is thus closely related to the pair correlation function around the tagged atom. Similar representations have been used for machine-learning of molecules and materials [ 6,45 ], revealing once more the intimate relationships between different atom-density based representations.

The $v=1$ representation integrates away all angular correlations and therefore does not provide a unique representation of an environment. The representations with $v=2$ provide information on 3-body correlations and can also be obtained relatively easily in closed form. The Haar integral now contains the product of two Wigner matrices. Exploiting their orthogonality relations, one obtains

$$
\begin{equation*}
\left.\int \mathrm{d} \hat{R}\left|\sum_{\alpha n l m}\left\langle X_{j} \mid \alpha n l m\right\rangle\langle\alpha n l m| \hat{R}\right| X_{k}\right\rangle\left.\right|^{2}=\sum_{\alpha n \alpha^{\prime} n^{\prime} l}\left\langle X_{j}^{(2)} \mid \alpha n \alpha^{\prime} n^{\prime} l\right\rangle\left\langle\alpha n \alpha^{\prime} n^{\prime} l \mid X_{k}^{(2)}\right\rangle \tag{6.45}
\end{equation*}
$$

where the $v=2$ symmetrized SOAP representations read

$$
\begin{equation*}
\left\langle\alpha n \alpha^{\prime} n^{\prime} l \mid X_{j}^{(2)}\right\rangle=\sqrt{\frac{8 \pi^{2}}{2 l+1}} \sum_{m}\left\langle X_{j} \mid \alpha n l m\right\rangle\left\langle\alpha^{\prime} n^{\prime} l m \mid X_{j}\right\rangle . \tag{6.46}
\end{equation*}
$$

This notation corresponds to the power spectrum components introduced in Refs. $[24,42],\left\langle\alpha n \alpha^{\prime} n^{\prime} l \mid X_{j}{ }^{(2)}\right\rangle \equiv p_{n n^{\prime} l}^{\alpha \alpha^{\prime}}\left(\mathcal{X}_{j}\right)$. Note also that, while the representation of the symmetrized kets in terms of the nlm expansion is very convenient, it is not the only possibility. Similar to Eq. (6.44), an explicit position representation can be obtained for $\left\langle\alpha \mathbf{r}_{1} \alpha^{\prime} \mathbf{r}_{2} \mid X_{k}^{(2)}\right\rangle$, that provides a complete representation of the 3-body rotationally invariant correlations. The 3-body symmetry functions of the BehlerParrinello kind can be seen as projections of this representation, similarly to the case of 2-body functions in Eq. (6.37).

The case of $v=3$ leads to an explicit representation of the ket that is proportional to the bispectrum of the environment [42]

$$
\begin{align*}
& \left\langle\alpha_{1} n_{1} l_{1} \alpha_{2} n_{2} l_{2} \alpha n l \mid X_{j}^{(3)}\right\rangle \propto \sum_{m m_{1} m_{2}}\left\langle X_{j} \mid \alpha n l m\right\rangle  \tag{6.47}\\
& \quad \times\left\langle\alpha_{1} n_{1} l_{1} m_{1} \mid X_{j}\right\rangle\left\langle\alpha_{2} n_{2} l_{2} m_{2} \mid X_{j}\right\rangle\left\langle l_{1} m_{1} l_{2} m_{2} \mid l m\right\rangle .
\end{align*}
$$

While the dimensionality of this representation makes it impractical unless somehow sparsified, it does give direct access to higher-order correlations. An interesting detail is that $\left|\mathcal{X}_{j}{ }^{(3)}\right\rangle$, contrary to the $v=1,2$ cases, is not invariant to mirror symmetry, which makes it capable of distinguishing enantiomers.

Finally, one should note that the normalization of the kernel Eq. (6.39) can be achieved by normalizing the SOAP vector, so that an explicit representation of the normalized feature vector is possible. While in principle one could write out an explicit representation that yields the kernel for $\zeta>1$, it would contain an exponentially increasing number of terms. As in the case of $\left|\mathcal{X}_{j}{ }^{(3)}\right\rangle$, this only makes sense if combined with a sparsification procedure.

### 6.3.3 Body-Order Potentials

Representations based on a symmetrized atom-density correspond to $(v+1)$ bodyorder correlations. As a consequence, they can be used as a linear basis to expand ( $v+1$ )-body potentials [39], drawing a connection with a long-standing, physically inspired tradition in the construction of empirical force fields as a sequence of terms of increasing complexity [56-58]. This connection has been recently discussed in great detail in Ref. [59], which reaches a conclusion similar to Ref. [41] on the existence of a deep connection among all of the most widespread feature sets for atomistic machine-learning. In Ref. [59], smoothness in the atomic cluster expansion is effectively imposed through the choice of a smooth set of functions that are evaluated at atomic positions. In contrast, the SOAP representation is smooth regardless of the choice of basis for the density expansion because the density itself is a superposition of smooth functions (e.g. Gaussians).

When discussing the connection between density-based representations, atomic cluster expansion, and traditional body-order potentials, it is important to consider the computational complexity associated with the evaluation of different body-
order terms. An explicit $(v+1)$-body potential requires summing over every group of $v$ of the $N$ atoms within each neighbourhood, leading to an $N^{(v)}$ scaling for each atom-centred term. In a density-based representation, or in the atomic cluster expansion, this cost is mitigated by computing expansion coefficients of the density (with a linear scaling in $N$ ), and then computing $(v+1)$-order invariant representations. This second step still entails an exponential scaling with body order, e.g. for $v=2$ SOAP written in a radial basis with $n_{\max }$ functions and $l_{\max }$ angular channels, one has to perform $n_{\max }^{2}\left(l_{\max }+1\right)^{2}$ multiplications to evaluate all invariant coefficients. In general, the computational complexity of the complete set of invariants scales with the power of $\nu$. Computational savings come through the choice of an optimized basis set (keeping $n_{\max }$ and $l_{\text {max }}$ low), the low prefactor associated with the evaluation of the invariant coefficients, and potentially through the use of data-driven compression techniques [26], that can beat the exponential scaling by only retaining a small number of $(v+1)$-body order invariant features. Note that apart from computing high body order terms explicitly by increasing $v$, non-linear transformations (e.g. Eq. (6.39)) also increase the effective body order of the models within the kernel fitting framework.

### 6.3.4 Kernel Operators and Feature Optimization

Provided one takes a long-range environmental cutoff, and chooses a kernel that can represent high orders of many-body interactions, a density-based representation of atomic structures should provide a complete description of any atomic structure and-given a sufficiently complete training set-predict any atomistic property with arbitrary accuracy. In practice, obviously, the accuracy of a model depends on the details of the representation, which is why different representations or kernels provide different levels of accuracy for the same training and test set [60]. The performance of a set of representations can be improved by modifying them so that they represent more efficiently the relations between structure and properties.

This kind of optimizations are best understood in terms of changes to the translationally invariant environmental ket Eq. (6.33) and can be described in an abstract and basis-set independent manner as a Hermitian operator acting on the ket,

$$
\begin{equation*}
\left|X_{j}\right\rangle \rightarrow \hat{U}\left|X_{j}\right\rangle . \tag{6.48}
\end{equation*}
$$

The most general form of this operator that makes it rotationally invariant-so that it commutes with the rotation matrix in the definition of the SOAP kernel Eq. (6.38)is readily expressed in the $\{|\alpha n l m\rangle\}$ basis [41]:

$$
\begin{equation*}
\langle\alpha n l m| \hat{U}\left|\alpha^{\prime} n^{\prime} l^{\prime} m^{\prime}\right\rangle=\delta_{l l^{\prime}} \delta_{m m^{\prime}}\langle\alpha n l| \hat{U}\left|\alpha^{\prime} n^{\prime} l^{\prime}\right\rangle . \tag{6.49}
\end{equation*}
$$

While this is the most general form of the operator that is consistent with $S O$ (3) symmetry, one can use simpler forms to represent feature space transformations that
can be easily understood. For instance, taking

$$
\begin{equation*}
\langle\alpha n l| \hat{U}\left|\alpha^{\prime} n^{\prime} l^{\prime}\right\rangle=u_{n} \delta_{\alpha \alpha^{\prime}} \delta_{n n^{\prime}} \delta_{l l^{\prime}} \tag{6.50}
\end{equation*}
$$

corresponds to a scaling of the smooth atom density according to the distance from the centre. This kind of scaling has been shown to improve significantly the performance of SOAP [61], as well as other density-based representations [62, 63].

Another simple form of the transformation matrix involves only the "chemical" channels

$$
\begin{equation*}
\langle\alpha n l| \hat{U}\left|\alpha^{\prime} n^{\prime} l^{\prime}\right\rangle=u_{\alpha \alpha^{\prime}} \delta_{n n^{\prime}} \delta_{l l^{\prime}} . \tag{6.51}
\end{equation*}
$$

This operator amounts to a change of representation for the elemental space. It is easy to see that $\langle\alpha| \hat{U}^{\dagger} \hat{U}\left|\alpha^{\prime}\right\rangle=\kappa_{\alpha \alpha^{\prime}}$ is nothing but the "alchemical similarity matrix" between elements that has been shown to improve the accuracy of SOAP in the presence of multiple atomic species [23,24]. What is more, by writing a low-rank approximation of $\hat{U}=\sum_{J \alpha}=u_{J \alpha}|J\rangle\langle\alpha$ one can express atomic density in terms of a small number of "chemical archetypes", improving dramatically both the accuracy and the computational cost of machine-learning models that involve more than a handful of elements [61]. Note that this transformation can be applied at the level of the translationally invariant representation, where one can write

$$
\begin{equation*}
\psi_{\mathcal{X}_{j}}^{J}(\mathbf{r})=\left\langle J \mathbf{r} \mid \mathcal{X}_{j}\right\rangle=\sum_{\alpha} u_{J \alpha}\left\langle\alpha \mathbf{r} \mid \mathcal{X}_{j}\right\rangle \tag{6.52}
\end{equation*}
$$

that makes it evident how the action of this particular $\hat{U}$ operator amounts to using linear combination of atomic densities in which each species is given weights that can be optimized by cross-validation.

### 6.3.5 $\lambda$-SOAP: Symmetry-Adapted Gaussian Process Regression

When building a machine-learning model for a tensorial property $\mathbf{T}$, one should consider that the target is not invariant under the action of a symmetry operation (e.g. a rotation) but transforms covariantly. The most effective strategy to encode the appropriate covariance properties in the model involves the decomposition of the tensor into its irreducible spherical components, i.e. combinations of the elements of the tensor that transform as the spherical harmonics of order $\lambda$ [64]. For these irreducible components,

$$
\begin{equation*}
T_{\lambda \mu}\left(\hat{R} X_{j}\right)=\sum_{\mu^{\prime}} D_{\mu \mu^{\prime}}^{\lambda}(\hat{R}) T_{\lambda \mu^{\prime}}\left(\mathcal{X}_{j}\right) \tag{6.53}
\end{equation*}
$$

As shown in Ref. [65] for the case of vectors and in Ref. [66] for tensors of arbitrary order, one has to consider a matrix-valued kernel that describes the geometric relationship between the different components of $\mathbf{T}_{\lambda}$, which can be obtained by including an additional Wigner matrix $D_{\mu \mu^{\prime}}^{\lambda}(\hat{R})$ in the Haar integral

$$
\begin{equation*}
\left.\left\langle X_{j, \lambda \mu}^{(\nu)} \mid X_{k, \lambda \mu^{\prime}}^{(\nu)}\right\rangle=\int \mathrm{d} \hat{R} D_{\mu \mu^{\prime}}^{\lambda}(\hat{R})\left|\left\langle X_{j}\right| \hat{R}\right| X_{k}\right\rangle\left.\right|^{\nu} . \tag{6.54}
\end{equation*}
$$

For the case with $v=2$ the symmetrized kets can be written explicitly based on a $\alpha n l m$ expansion of the atom density

$$
\begin{align*}
\left\langle\alpha n l \alpha^{\prime} n^{\prime} l^{\prime} \mid X_{j, \lambda \mu}^{(2)}\right\rangle= & \sqrt{\frac{8 \pi^{2}}{2 l+1}} \sum_{m m^{\prime}}\left\langle X_{j} \mid \alpha n l m\right\rangle  \tag{6.55}\\
& \times\left\langle\alpha^{\prime} n^{\prime} l^{\prime} m^{\prime} \mid X_{j}\right\rangle\left\langle l m l^{\prime}-m^{\prime} \mid \lambda-\mu\right\rangle
\end{align*}
$$

We write Eq. (6.55) in this form because it is somewhat symmetric, but the properties of the Clebsch-Gordan coefficients require that $m^{\prime}=m+\mu$ so the expression can be evaluated with a single sum. Furthermore, the expression evaluates to zero whenever $\left|l-l^{\prime}\right|<\lambda$, which reduces the number of elements that must be evaluated and stored, and makes it clear that Eq. (6.55) reduces to the scalar SOAP Eq. (6.46) when $\lambda=0$.

When using a linear model, each of the symmetry-adapted representations Eq. (6.55) can be used to represent tensorial components that transform as $Y_{\mu}^{\lambda}$. Linearity, in this case, is necessary for preserving the symmetry properties of the $\lambda$-SOAP. A non-linear model, however, can be obtained by scaling each $\left\langle\alpha n l \alpha^{\prime} n^{\prime} l^{\prime} \mid X_{j, \lambda \mu}^{(2)}\right\rangle$ by a (in principle different) non-linear function of some $\lambda=0$ representations [67]. In the kernel language, a high-order version of the $\lambda$-SOAP kernel can be introduced with an expression analogous to Eq. (6.39):

$$
\begin{equation*}
\left\langle\mathcal{X}_{j, \lambda \mu}^{(2)} \mid \mathcal{X}_{k, \lambda \mu^{\prime}}^{(2)}\right\rangle_{\zeta}=\frac{\left\langle X_{j, \lambda \mu}^{(2)} \mid X_{k, \lambda \mu^{\prime}}^{(2)}\right\rangle\left\langle X_{j}{ }^{(2)} \mid X_{k}^{(2)}\right\rangle_{\zeta-1}}{\left\|\left\langle X_{j, \lambda \mu}^{(2)} \mid X_{j, \lambda \mu^{\top}}^{(2)}\right\rangle\right\|_{F}\left\|\left\langle X_{k, \lambda \mu}^{(2)} \mid X_{k, \lambda \mu^{\top}}^{(2)}\right\rangle\right\|_{F}}, \tag{6.56}
\end{equation*}
$$

where $\|\cdot\|_{F}$ indicates the Frobenius norm and $\left\langle X_{j}{ }^{(2)} \mid X_{k}{ }^{(2)}\right\rangle_{\zeta-1}$ is a (scalar) SOAP kernel. This second term makes the overall kernel non-linear, without affecting the symmetry properties of the overall tensorial kernel.

### 6.3.6 Computing SOAP Representations Efficiently

A practical calculation of both scalar and tensorial $v=2$ SOAP representations $\left\langle\alpha n l \alpha^{\prime} n^{\prime} l^{\prime} \mid X_{j, \lambda \mu}^{(2)}\right\rangle$ requires the evaluation of the expansion coefficients $\left\langle\alpha n l m \mid \mathcal{X}_{j}\right\rangle$. Let us start with the atom density written in the position representation, according
to Eq. (6.36), and consider the case in which $\psi_{X}^{\alpha}(\mathbf{r})$ is written as a superposition of spherical Gaussian functions of width $\sigma$ placed at the positions of the atoms of type $\alpha$. Then, the spherical harmonics projection in Eq. (6.36) can be carried out analytically, leading to:

$$
\begin{align*}
\left\langle\alpha n l m \mid X_{j}\right\rangle= & \sum_{i \in \alpha} Y_{l m}\left(\hat{\mathbf{r}}_{i j}\right) e^{-\frac{r_{i j}^{2}}{2 \sigma^{2}}}  \tag{6.57}\\
& \times \int_{0}^{\infty} \mathrm{d} r r^{2} R_{n}(r) e^{-\frac{r^{2}}{2 \sigma^{2}} \iota}\left(\frac{r r_{i j}}{\sigma^{2}}\right),
\end{align*}
$$

where the sum runs over all neighbouring atoms of type $\alpha$ and $\iota_{l}$ indicates a modified spherical Bessel function of the first kind. It is convenient to choose a form for the orthogonal radial basis functions $R_{n}(r)$ that makes it possible to perform the radial integration analytically.

One possible choice starts by using Gaussian type orbitals as non-orthogonal primitive functions $\tilde{R}_{k}(r)$

$$
\begin{equation*}
\tilde{R}_{k}(r)=\mathcal{N}_{k} r^{k} \exp \left\{-\frac{1}{2}\left(\frac{r}{\sigma_{k}}\right)^{2}\right\} \tag{6.58}
\end{equation*}
$$

where $\mathcal{N}_{k}$ is a normalization factor, such that $\int_{0}^{\infty} d r r^{2} \tilde{R}_{k}^{2}(r)=1$. The set of Gaussian widths $\left\{\sigma_{k}\right\}$ can be chosen to span effectively the radial interval involved in the environment definition. Assuming that the smooth cutoff function approaches one at a distance $r_{\mathrm{cut}}-\delta r_{\mathrm{cut}}$, one could take $\sigma_{k}=\left(r_{\mathrm{cut}}-\delta r_{\mathrm{cut}}\right) \max (\sqrt{k}, 1) / n_{\max }$, that gives functions that are peaked at equally spaced positions in the range between 0 and $r_{\text {cut }}-\delta r_{\text {cut }}$.

While the $\tilde{R}_{k}(r)$ are not themselves orthogonal, they can be used to write orthogonal basis functions $R_{n}(r)=\sum_{k} S_{n k}^{-1 / 2} \tilde{R}_{k}(r)$, where the overlap matrix $S_{k k^{\prime}}=\int \mathrm{d} r r^{2} \tilde{R}_{k}(r) \tilde{R}_{k^{\prime}}(r)$ can be computed analytically. The full decomposition of the translationally invariant environmental ket can then be obtained without recourse to numerical integration.

Once the spherical decomposition of the atomic density has been obtained, the coefficients can be combined to give the SOAP representations of order 1 and 2. Particularly in the presence of many different chemical species, the number of components can become enormous. Ignoring for simplicity a few symmetries, and the fact that if all species do not appear in every environment it is possible to store a sparse representation of the representation, the power spectrum contains a number of components of the order of $n_{\text {species }}^{2} n_{\max }^{2} l_{\text {max }}$, which can easily reach into the tens of thousands. In the case of the tensorial $\lambda$-SOAP the number increases further to $\lambda^{2} n_{\text {species }}^{2} n_{\text {max }}^{2} l_{\text {max }}$. It is however not necessary to compute and store all of these representations: each of them, or any linear combination, is a spherical invariant (covariant) description of the environment and can be used separately as a representation. This can be exploited to reduce dramatically the
computational cost and the memory footprint of a SOAP calculation, determining a low-rank approximation of the representation. One can use dimensionality reduction techniques similar to those discussed in Sect. 6.2.1 to identify the most suitable reference structures. As shown in Ref. [26], both CUR decomposition and a greedy selection strategy based on farthest point sampling make it possible to reduce by more than $95 \%$ the number of SOAP representations that are needed to predict the energy of small organic molecules with chemical accuracy.

### 6.3.7 Back to the Structures

Whenever one is interested in computing properties that are associated to individual atoms (for instance, their NMR chemical shieldings [68], or the forces) one can use directly the representations corresponding to each environment, or the kernel between two environments, as the basis for a linear or non-linear regression model. As discussed in Sect. 6.2, it is often the case that one is interested in using as structure labels some properties that are instead associated with the entirety of a structure-e.g. its cohesive energy, its dielectric constant, etc. In these cases a ridge regression model should be used that is based on "global" kernels between the structures, $K(\mathcal{A}, \mathcal{B})$, rather than those between individual atom-centred environments. This is reflected in how the kernels between environments should be combined to give a kernel that is suitable to represent the relation between local environments and the overall property of a structure. When the target property can be seen as an additive combination of local, atom-centred contributions, the most natural (and straightforward) choice, that is consistent with Eq. (6.13), is

$$
\begin{equation*}
K(\mathcal{A}, \mathcal{B})=\sum_{j \in \mathcal{A}, k \in \mathcal{B}} K\left(\mathcal{X}_{j}, \mathcal{X}_{k}\right) \tag{6.59}
\end{equation*}
$$

It is worth stressing that in the case where the environment kernel is a linear kernel based on SOAP representations, this sum-kernel can be written in terms of a global representation associated with the entire structure,

$$
\begin{equation*}
K(\mathcal{A}, \mathcal{B})=\left\langle\mathcal{A}^{(\nu)} \mid \mathcal{B}^{(\nu)}\right\rangle \tag{6.60}
\end{equation*}
$$

where we introduced

$$
\begin{equation*}
\left|\mathcal{A}^{(\nu)}\right\rangle=\sum_{j \in \mathcal{A}}\left|X_{j}^{(\nu)}\right\rangle . \tag{6.61}
\end{equation*}
$$

An alternative way to combine the information from individual environments in a symmetrized global kernel corresponds to averaging the Fourier coefficients of each environment,

$$
\begin{equation*}
\langle\alpha n l m \mid \mathcal{A}\rangle=\sum_{j \in \mathcal{A}}\left\langle\alpha n l m \mid X_{j}\right\rangle \tag{6.62}
\end{equation*}
$$

and then taking the Haar integral of the resulting sum. For instance, for $v=2$,

$$
\begin{equation*}
\left\langle\alpha n \alpha^{\prime} n^{\prime} l \mid \overline{\mathcal{A}}^{(2)}\right\rangle=\sum_{m}\langle\alpha n l m \mid \mathcal{A}\rangle\left\langle\mathcal{A} \mid \alpha^{\prime} n^{\prime} l m\right\rangle . \tag{6.63}
\end{equation*}
$$

The form Eq. (6.59) is more general, and one can readily introduce non-linear kernels such as $\left\langle\mathcal{X}_{j}{ }^{(\nu)} \mid \mathcal{X}_{k}{ }^{(\nu)}\right\rangle_{\zeta}$ for which an explicit expression for the representations would be too cumbersome. Equation (6.59) also suggests that the combination of environment kernels could be generalized by introducing a weighting matrix

$$
\begin{equation*}
K_{W}(\mathcal{A}, \mathcal{B})=\sum_{j \in \mathcal{A}, k \in \mathcal{B}} W_{j k}(\mathcal{A}, \mathcal{B}) K\left(\mathcal{X}_{j}, \mathcal{X}_{k}\right) \tag{6.64}
\end{equation*}
$$

One could, for instance, determine the importance of each environment within a structure, and set $W_{j k}(\mathcal{A}, \mathcal{B})=w_{j}(\mathcal{A}) w_{k}(\mathcal{B})$. Alternatively, one can use techniques from optimal transport theory [69] to define an entropy-regularized matching (REMatch) procedure [24], in which $W_{j k}$ is a doubly stochastic matrix that matches the most similar environments in the two structures, disregarding the environmental kernels between very dissimilar environments

$$
\begin{equation*}
\mathbf{W}(\mathcal{A}, \mathcal{B})=\underset{\mathbf{W} \in \mathcal{U}\left(N_{\mathcal{A}}, N_{\mathcal{B}}\right)}{\operatorname{argmin}} \sum_{j k} W_{j k}\left[d^{2}\left(\mathcal{X}_{j}, \mathcal{X}_{k}\right)+\gamma \ln W_{j k}\right], \tag{6.65}
\end{equation*}
$$

where $d^{2}$ indicates the kernel-induced squared distance Eq. (6.9). The parameter $\gamma$ weights the entropy regularization and makes it possible to interpolate between strict matching of the most similar pairs of environments $(\gamma \rightarrow 0)$ to an average kernel that weights all pairs equally $(\gamma \rightarrow \infty)$. Although this construction complicates considerably the combination of local kernels, it provides a strategy to introduce an element of non-locality in the comparison between structures. Given the cost of computing the REMatch kernel, and the fact that it prevents using some sparsification strategies that act at the level of individual environments, this method should be used when the target property is expected to exhibit very strong non-additive behaviour, e.g. when just one portion of the system is involvedfor instance, when determining the activity of a drug molecule, a problem for which REMatch has been shown to improve dramatically the accuracy of the ML model [23].

### 6.3.8 Multi-Kernel Learning

We have shown that SOAP representations can be seen as just one possible embodiment of a general class of rotationally symmetrized density-based representations, that also encompasses other popular representations for atomic-scale machine learning, and that can be tuned to a great extent, e.g. by changing the
way different components are weighted. The fact that different representations can be computed within the same formalism does not imply they are fully equivalent: each expression or kernel emphasizes different components of the structure/property relations. For instance, kernels with varying radial scaling or cutoff distance focus the machine-learning model on short-, mid-, or long-range interactions. It is then natural to consider whether a better overall model can be constructed by combining representations that are associated with different cutoff distances, or different levels of body-order expansions. This can be achieved by a weighted combination of kernels of the form

$$
\begin{equation*}
K_{\mathrm{tot}}(\mathcal{A}, \mathcal{B})=\sum_{\aleph} w_{\aleph} K_{\aleph}(\mathcal{A}, \mathcal{B}) \tag{6.66}
\end{equation*}
$$

where each $K_{\aleph}$ corresponds to a distinct model.
This is equivalent to an additive model for a property, similar to the construction of an atom-centred decomposition of the total energy in Eq. (6.12). In this case, instead, the property $y$ associated with each structure is written as the sum of contributions $y_{\aleph}(\mathcal{A})$ that are associated with the various kernels $K_{\aleph}$

$$
\begin{equation*}
y(\mathcal{A})=\sum_{\aleph} y_{\aleph}(\mathcal{A})=\sum_{\aleph, \mathcal{B}} x_{\mathcal{B}} w_{\aleph} K_{\aleph}(\mathcal{A}, \mathcal{B}), \tag{6.67}
\end{equation*}
$$

where $x_{\mathcal{B}}$ are the kernel regression weights for each of the representative structures $\mathcal{B}$. The weights $w_{\aleph}$ correspond to the estimated contribution that each model will give to the final property and can be obtained by cross-validation, or by physical intuition. For instance, in the case of multiple radial cutoffs, it is found that much smaller weights should be associated with long-range kernels, consistent with the fact that distant interactions contribute a small (although often physically relevant) contribution to the total energy [23]. It should also be noted that, provided that the representations corresponding to the kernels are linearly independent, Eq. (6.66) effectively corresponds to a feature space of increased dimensionality, obtained by concatenating the representations that are-implicitly or explicitly—associated with each kernel.

### 6.4 Conclusions

We have laid out a mathematical framework, based on the concept of the atomic density, for building representations of atomic environments that preserve the geometric symmetries, and chemically sensible limits. Coupled with kernel regression, this allows the fitting of complex models of physical properties on the atomic scale, both scalars like interatomic potentials (force fields), and tensors such as multipole moments and quantum mechanical operators. We discuss in general terms how kernel regression can be extended to include a sparse selection of reference structures and to predict and learn from linear functionals of the target property. To leverage
the many formal similarities between kernel regression and quantum mechanics, we use a Dirac bra-ket notation to formulate the main results concerning the SOAP representations. This notation also helps making apparent the relationship between SOAP representations and other popular density-based approaches to represent atomic structures. The framework can be extended and tuned in many different ways to incorporate insight about the relations between properties, structures, and representations. With physical principles such as symmetry and nearsightedness of interactions at its core, we believe this formulation is ideally suited to provide a unified framework to machine learn atomic-scale properties.

| Nomenclature |  |
| :---: | :---: |
| $\mathcal{A}$ | An item-structure or atomic environment for which one wants to predict a property |
| $K(\mathcal{A}, \mathcal{B})$ | The kernel function computed between items $\mathcal{A}$ and $\mathcal{B}$ |
| $N$ | Number of input structures in the training set |
| M | Number of structures in the representative set |
| $\mathbf{x}$ | The vector of KRR weights, also written as $\mathbf{x}_{M}$; the weight associated with a structure $\mathcal{B}$ is indicated as $x_{\mathcal{B}}$ |
| y | The vector containing the values of the target property, also written as $\mathbf{y}_{N} \cdot y_{\mathcal{B}}$ indicates the value for the item $\mathcal{B}$ |
| $\\|\cdot\\|$ | The 2-norm of the quantity |
| $\\|\cdot\\|_{F}$ | The Frobenius norm of the quantity |
| K | Kernel matrix |
| $\mathbf{K}_{M N}$ | Slice of the kernel matrix $\mathbf{K}$, corresponding to rows in set $M$ and columns in set $N$ |
| $\\|\cdot\\|_{\mathbf{A}}$ | The 2-norm of the quantity $\cdot$, in the metric given by $\mathbf{A}$ |
| ${ }^{\Sigma} \mathbf{K}$ | Sum-kernel, defined as the sum of the regular kernel over a set of configurations |
| $\overleftarrow{\nabla}$ | Derivative operator applying to the first argument of the kernel matrix |
| $\vec{\nabla}$ | Derivative operator applying to the second argument of the kernel matrix |
| $\mathbf{K}_{\nabla \mathcal{A B}}$ | Derivative of the kernel matrix, applying to its first argument, with respect to the coordinates of atoms in structure $\mathcal{A}$, with structure $\mathcal{B}$ as its second argument |
| $\hat{\mathbf{L}}$ | Linear operator connecting the observed values $\mathbf{y}$ with the unobserved atomic energies $\mathbf{y}^{\prime}$ |
| $\|\mathcal{A}\rangle$ | An abstract vector that describes the input $\mathcal{A}$ |


| $\langle\mathcal{A} \mid \mathcal{B}\rangle$ | The scalar product between the features associated with $\mathcal{A}$ and $\mathcal{B}$. Could be either an explicit scalar product, or an abstract notation equivalent to $K(\mathcal{A}, \mathcal{B})$ |
| :---: | :---: |
| $g_{i}(\mathbf{r})$ | A smooth function-typically a Gaussian that is used to represent the density associated with atom $i$ |
| $\|\alpha\rangle$ | An abstract vector that represents the chemical species $\alpha$ |
| r | Position in 3D Cartesian coordinates |
| $r$ | The modulus of the vector $\mathbf{r}$ |
| $\hat{\mathbf{r}}$ | The unit vector $\mathbf{r} / r$ |
| $\mathbf{r}_{i}$ | Position of the $i$-th atom |
| $\mathbf{r}_{i j}$ | Displacement vector $\mathbf{r}_{i}-\mathbf{r}_{j}$ between the $i$-th and $j$-th atoms |
| $\psi_{X_{j}}^{\alpha}(\mathbf{r})$ | The atom density of species $\alpha$ centred around the $j$-th atom |
| $Y_{m}^{l}(\hat{\mathbf{r}})$ | The $l, m$-th spherical harmonic |
| $R_{n}(r)$ | The $n$-th orthogonal radial basis function |
| $\left\|\chi_{j}{ }^{(\nu)}\right\rangle$ | The spherically averaged SOAP representation of order $v$ |
| $\left\langle\chi_{j}{ }^{(\nu)} \mid X_{k}{ }^{(\nu)}\right\rangle_{\zeta}$ | The normalized SOAP kernel of order $v$ and non-linear exponent $\zeta$ |
| $D_{m m^{\prime}}^{l}(\hat{R})$ | The Wigner rotation matrix associated with the rotation $\hat{R}$ |
| $\left\langle\alpha n \alpha^{\prime} n^{\prime} l \mid X_{j}{ }^{(2)}\right\rangle$ | The radial/spherical representation of the SOAP $v=2$ vector, corresponding to the power spectrum between species $\alpha$ and $\alpha^{\prime}$ |
| $\left\langle l_{1} m_{1} l_{2} m_{2} \mid l m\right\rangle$ | A Clebsch-Gordan coefficient |
| $T_{\lambda \mu}$ | The $\mu$-th component of the irreducible spherical component of order $\lambda$ for the tensorial quantity $\mathbf{T}$ |
| $\left\|X_{j, \lambda \mu}^{(\nu)}\right\rangle$ | The $\lambda$-SOAP representation of order $\nu$, corresponding to the irreducible spherical component $\lambda \mu$ centred on atom j |
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# Accurate Molecular Dynamics Enabled by Efficient Physically Constrained Machine Learning Approaches 

Stefan Chmiela, Huziel E. Sauceda, Alexandre Tkatchenko, and Klaus-Robert Müller


#### Abstract

We develop a combined machine learning (ML) and quantum mechanics approach that enables data-efficient reconstruction of flexible molecular force fields from high-level ab initio calculations, through the consideration of fundamental physical constraints. We discuss how such constraints are recovered and incorporated into ML models. Specifically, we use conservation of energya fundamental property of closed classical and quantum mechanical systems-to derive an efficient gradient-domain machine learning (GDML) model. The challenge of constructing conservative force fields is accomplished by learning in a Hilbert space of vector-valued functions that obey the law of energy conservation. We proceed with the development of a multi-partite matching algorithm that enables a fully automated recovery of physically relevant point group and fluxional symmetries from the training dataset into a symmetric variant of our model. The symmetric GDML (sGDML) approach is able to faithfully reproduce global force fields at the accuracy high-level ab initio methods, thus enabling sample intensive tasks like molecular dynamics simulations at that level of accuracy. (This chapter is adapted with permission from Chmiela (Towards exact molecular dynamics simulations with invariant machine-learned models, PhD thesis. Technische Universität, Berlin, 2019).)


[^13]
### 7.1 Introduction

Molecular dynamics (MD) simulations have become an indispensable atomistic modeling tool, revealing the equilibrium thermodynamic and dynamical properties of a system, while simultaneously providing atomic-scale insight. The predictive power of such simulations is crucially determined by the accuracy of the underlying description of inter-atomic forces, which is typically the limiting factor. Most commonly, the inter-atomic forces are obtained from classical potentials, which provide a mechanistic description in terms of fixed interaction patterns between bonds and bond angles within a molecule. In contrast to exact ab initio methods, classical force fields are computationally affordable enough to allow for long simulation time scales, but their simplistic characterization of atomic interactions prevents them from capturing wide range of important effects, such as the anharmonic nature of atomic bonds, charge transfer, and many-body effects [1].

As an alternative, a series of methodological advances in the field of machine learning (ML) [2-55] have yielded universal approximators with virtually no inherent flexibility restrictions. Parametrized from high-level ab initio reference calculations, they are theoretically able to represent arbitrarily accurate force fields that faithfully capture key quantum effects, as represented in the training data. However, the major handicap of such off-the-shelf solutions is that they require extraordinary amounts of computationally expensive reference calculations until convergence to a useful level of predictive robustness. This limits their practicality, as the full procedure of data generation, training, and inference has to outpace the reference method that the ML model is based on. Only then do ML models represent a meaningful addition to existing approaches.

This predicament suggests that a tight integration between ML and fundamental concepts from physics is necessary to close the gap between efficient FFs and accurate high-level ab initio methods. To this end, we review ideas of how to take advantage of conserved quantities in dynamical processes in addition to other physical laws in order to inform universal approximators without compromising their generality. In doing so, we focus statistical inference on the challenging aspects of the problem, while readily available a priori knowledge about the atomic interactions is represented exactly and artifact-free through explicit constraints. A key philosophical difference distinguishes this approach from classical FFs: we aim to exclude physically impossible interactions, as opposed to (approximately) parametrizing known behavior. Inherent modeling biases can thus be avoided. It is a fascinating prospect, that the necessary constraints can often be expressed in simple terms, although they originate from complex interactions, as many regularities can be exploited without an explicit concept of the underlying principles that cause them. For example, Noether's theorem [56] allows us to derive symmetry constraints as conservation laws from the Lagrangian.

We approach this challenge using principles of probabilistic inference, which define a set of hypotheses and conditions them on the made observations. The resulting predictions are particularly robust to overfitting, because all viable hypotheses
that agree with the data are taken into account. The incorporation of strong priors restricts this set of hypotheses, which carries data-efficiency advantages over approaches that start from a more general set of assumptions. The so-called Hilbert space learning algorithms [57] will enable us to rigorously incorporate fundamental temporal and spatial symmetries of atomic systems to create models for which parametrization from highly accurate, but costly coupled-cluster reference data becomes viable. In the end, we will be able to perform sampling intensive, longtime scale path-integral MD at that level of accuracy.

### 7.2 Hilbert Space Learning

Supervised ML infers a relationship between pairs of inputs $\mathbf{x} \in \mathcal{X}$ and associated outputs $y \in \mathcal{Y}$ from a finite training set of $M$ examples. The objective is to formulate a hypothesis that generalizes beyond these known data points, which is estimated by measuring the prediction error of the model on an independent test set. While data efficiency, in the sense of a quickly converging generalization error with growing training set size, is certainly a consideration, it has rarely been the primary focus in typical ML application domains. These fields are typically fortuned with an abundance of data and the need for ML purely arises from the lack of theory to describe the sought-after mapping. For example, there is no rigorous way of deriving the contents of an image from its pixel values and the best results are currently achieved by deep neural networks that match each input against hundreds of thousands of characteristic patterns for the respective image class. Here, it does not matter that several millions of example images were needed until the model was able to give useful predictions, because it is the best tool available.

However, the data efficiency demands are much more stringent in the sciences where the baseline is an essentially exact theory and the role of ML algorithms is to forego some of the computational complexity by means of empirical inference. Naturally, this also means that a considerable computational cost is associated with the generation of high-level ab initio training data in that case, making it rare. Practically obtainable datasets of that quality are thus often too small to enable deep learning architectures to play up their strengths.

A more efficient alternative is provided by Hilbert space learning algorithms, as they operate in spaces of functions that match prior beliefs about the observed process. While a small number of training points is not enough to condition general estimators adequately, it might be sufficient to constrain a well-behaved, physically meaningful function space. This is alluring, because even complex physical processes involve quantities with well understood properties that can be exploited to define the structure of those Hilbert spaces. In the following, we briefly review the fundamentals of Hilbert space learning and highlight different ways of incorporating prior knowledge.

### 7.2.1 Hilbert Spaces

A Hilbert space $\mathcal{H}$ is a vector space over $\mathbb{R}$ with an inner product that yields a complete metric space. The inner product gives rise to a norm $\|\mathbf{x}\|=\sqrt{\langle\mathbf{x}, \mathbf{x}\rangle}$, which induces a distance metric $d\left(\mathbf{x}, \mathbf{x}^{\prime}\right)=\left\|\mathbf{x}-\mathbf{x}^{\prime}\right\|$, for $\mathbf{x}, \mathbf{x}^{\prime} \in \mathcal{H}$. Although any $N$-dimensional Euclidean space $\mathbb{R}^{N}$ is technically a Hilbert space, this formalism becomes particularly interesting in infinite dimension, where $\mathcal{H}$ is a space of functions, while retaining almost all of linear algebra from vector spaces [57,58].

### 7.2.1.1 Reproducing Kernels

Many ML algorithms make use of infinite-dimensional Hilbert spaces indirectly via the so-called kernel-trick, which allows to express inner products of mappings $\Phi: \mathcal{X} \rightarrow \mathcal{H}$ in terms of inputs $\mathbf{x} \in \mathcal{X}$ via a kernel function $k: \mathcal{X} \times \mathcal{X} \rightarrow \mathbb{R}$ :

$$
\begin{equation*}
k\left(\mathbf{x}, \mathbf{x}^{\prime}\right)=\left\langle\Phi(\mathbf{x}), \Phi\left(\mathbf{x}^{\prime}\right)\right\rangle_{\mathcal{H}} \tag{7.1}
\end{equation*}
$$

Equation (7.1) holds true for any symmetric and positive semidefinite kernel, i.e. it is required that $k\left(\mathbf{x}, \mathbf{x}^{\prime}\right)=k\left(\mathbf{x}^{\prime}, \mathbf{x}\right)$ and any linear combination $f=\sum_{i} \alpha_{i} \Phi\left(\mathbf{x}_{i}\right)$ with $\alpha_{i} \in \mathbb{R}$ must satisfy

$$
\begin{equation*}
\langle f, f\rangle_{\mathcal{H}}=\sum_{i j} \alpha_{i} \alpha_{j} k\left(\mathbf{x}_{i}, \mathbf{x}_{j}\right) \geq 0 \tag{7.2}
\end{equation*}
$$

These two properties guarantee the reproducing property of $\mathcal{H}$

$$
\begin{equation*}
f(\mathbf{x})=\langle k(\cdot, \mathbf{x}), f\rangle_{\mathcal{H}}, \tag{7.3}
\end{equation*}
$$

due to which any evaluation of $f$ corresponds to an inner product evaluation in $\mathcal{H}$ between the representer $k(\cdot, \mathbf{x})=\Phi(\mathbf{x})$ of $\mathbf{x}$ and the function itself. We say that $k$ is reproducing for a subset of $\mathcal{H}$, the reproducing kernel Hilbert space (RKHS). Intuitively, this means that the feature maps $\Phi\left(\mathbf{x}_{i}\right)$ for all training points $i \in[1, \ldots, M]$ provide an over-complete basis for the RKHS [58].

### 7.2.1.2 Representer Theorem

The computational tractability of Hilbert space learning algorithms is afforded by the representer theorem which states that in an RKHS $\mathcal{H}$, the minimizer $\hat{f} \in \mathcal{H}$ of a loss function $\mathcal{L}: \mathcal{Y} \times \mathcal{Y} \rightarrow \mathbb{R}$ in a regularized risk functional with $\lambda>0$,

$$
\begin{equation*}
\hat{f}=\underset{f \in \mathcal{F}}{\arg \min }\left[\frac{1}{M} \sum_{i}^{M} \mathcal{L}\left(f\left(\mathbf{x}_{i}\right), y_{i}\right)+\lambda\|f\|^{2}\right], \tag{7.4}
\end{equation*}
$$

admits a representation of the form

$$
\begin{equation*}
f(\cdot)=\sum_{i}^{M} \alpha_{i} k\left(\cdot, \mathbf{x}_{i}\right) \tag{7.5}
\end{equation*}
$$

for any $\alpha_{i}$. It therefore reduces the infinite-dimensional minimization problem in a function space to finding the optimal values for an $M$-dimensional vector of coefficients $\boldsymbol{\alpha}$ [57,59,60]. Because we are not fitting a model with a fixed number of predetermined parameters, Hilbert space algorithms are generally regarded as non-parametric methods, i.e. the complexity of the model is able to grow with the amount of available data.

### 7.2.2 Gaussian Process Models

When formulated in terms of the squared loss $\mathcal{L}(\hat{f}(\mathbf{x}), y)=(\hat{f}(\mathbf{x})-y)^{2}$, the regularized risk functional in Eq. (7.4) can be interpreted as the maximum a posteriori estimate of a Gaussian process (GP) [57]. One common perspective on GPs is that they specify a prior distribution over a function space. GPs are defined as a collection of random variables that jointly represent the distribution of the function $f(\mathbf{x})$ at each location $\mathbf{x}$ and thus as a generalization of the Gaussian probability distribution from vectors to functions. This conceptual extension makes it possible to model complex beliefs.

At least in part, the success of GPs-in contrast to other stochastic processescan be attributed to the fact that they are completely defined by only the firstand second-order moments, the mean $\mu(\mathbf{x})$, and covariance $k\left(\mathbf{x}, \mathbf{x}^{\prime}\right)$ for all pairs of random variables [61]:

$$
\begin{equation*}
f(\mathbf{x}) \sim \mathcal{G} \mathcal{P}\left[\mu(\mathbf{x}), k\left(\mathbf{x}, \mathbf{x}^{\prime}\right)\right] . \tag{7.6}
\end{equation*}
$$

Any symmetric and positive definite function is a valid covariance that specifies the prior distribution over functions we expect to observe and want to capture by a GP. Altering this function can change the realizations of the GP drastically: e.g. the squared exponential kernel $k\left(\mathbf{x}, \mathbf{x}^{\prime}\right)=\exp \left(-\left\|\mathbf{x}-\mathbf{x}^{\prime}\right\|^{2} \sigma^{-1}\right.$ ) (with a freely selectable length-scale parameters $\sigma$ ) defines a smooth, infinitely differentiable function space, whereas the exponential kernel $k\left(\mathbf{x}, \mathbf{x}^{\prime}\right)=\exp \left(-\left\|\mathbf{x}-\mathbf{x}^{\prime}\right\| \sigma^{-1}\right)$ produces a non-differentiable realizations. The ability to define a prior explicitly gives us the opportunity to express a wide range of hypotheses like boundary conditions, coupling between variables or different symmetries like periodicity or group invariants. Most critically, the prior characterizes the generalization behavior of the GP, defining how it extrapolates to previously unseen data. Furthermore, the closure properties of covariance functions allow many compositions, providing additional flexibility to encode complex domain knowledge from existing simple priors [62].

The challenge in applying GP models lies in finding a kernel that represents the structure in the data that is being modeled. Many kernels are able to approximate universal continuous functions on a compact subset arbitrarily well, but a strong prior restricts the hypothesis space and drastically improves the convergence of a GP while preventing overfitting [63]. Each training point conditions the GP, which allows increasingly accurate predictions from the posterior distribution over functions with growing training set size.

A number of attractive properties beyond their expressivity make GPs particularly useful in the physical sciences:

- There is a unique and exact closed form solution for the predictive posterior, which allows GPs to be trained analytically. Not only is this faster and more accurate than numerical solvers, but also more robust. For example, choosing the hyper-parameters of the numerical solver for NNs often involves intuition and time-consuming trial and error.
- Because a trained model is the average of all hypotheses that agree with the data, GPs are less prone to overfit, which minimizes the chance of artifacts in the reconstruction [64]. Other types of methods that start from a more general hypothesis space require more complex regularization schemes.
- Lastly, their simple linear form makes GPs easier to interpret, which simplifies analysis of the modeled phenomena and supports theory building.


### 7.2.2.1 Gaussian Process Regression

It is straightforward to use GPs for regression: Given a sample $(\mathbf{X}, \mathbf{y})=\left\{\left(\mathbf{x}_{i}, y_{i}\right)\right\}_{i}^{M}$, we compute the sample covariance matrix $(\mathbf{K})_{i j}=k\left(\mathbf{x}_{i}, \mathbf{x}_{j}\right)$ and use the posterior mean

$$
\begin{equation*}
\mu(\mathbf{x})=\mathbb{E}[f(\mathbf{x})]=k_{\mathbf{x}}(\mathbf{x})^{\top}(\mathbf{K}+\lambda \square)^{-1} \mathbf{y} \tag{7.7}
\end{equation*}
$$

to make predictions about new points $\mathbf{x}$. Here, $k_{\mathbf{X}}(\mathbf{x})=\left[k\left(\mathbf{x}, \mathbf{x}_{1}\right), \ldots, k\left(\mathbf{x}, \mathbf{x}_{M}\right)\right]^{\top}$ is the vector of covariances between the new point $\mathbf{x}$ and all training points. In the frequentist interpretation, this algorithm is also referred to as kernel ridge regression.

We can also calculate the variability of the hypotheses at every point via the posterior variance

$$
\begin{equation*}
\sigma^{2}(\mathbf{x})=\mathbb{E}\left[(f(\mathbf{x})-\mu(\mathbf{x}))^{2}\right]=k(\mathbf{x}, \mathbf{x})-k_{\mathbf{X}}(\mathbf{x})^{\top}(\mathbf{K}+\lambda \square)^{-1} k_{\mathbf{X}}(\mathbf{x}), \tag{7.8}
\end{equation*}
$$

which gives us an idea about the uncertainty of the prediction. We remark here, that the posterior variance is generally not a measure for the accuracy of the prediction. It rather describes how well the hypothesized space of solutions is conditioned by the observations and whether the made assumptions are correct.

### 7.3 Encoding Prior Knowledge

Prior knowledge about the problem at hand is an essential ingredient to the learning task, as it can drastically increase the efficiency of the training process and robustness of the reconstruction. An ML model that starts from weak assumptions will require more training data to achieve the same performance, compared to one that is restricted to solutions with certain known properties. A unique feature of GPs is that they provide a direct way to incorporate such constraints on the hypothesis space [58].

In the context of this chapter, we are particularly interested in regularities that arise from invariances and symmetries of physical systems. Sure enough, the idea to reduce equations in a way that leaves them invariant is not new in physics. In fact, Jacobi already developed a procedure to simplify Hamilton's dynamical equations of mechanics based on the conserved quantities of dynamical systems [65] in the middle of the eighteenth century. Heisenberg was the first to apply group theory to quantum mechanics, where he exploited the permutational symmetry of indistinguishable quantum particles in 1926. Even in modern physics, new symmetries are still routinely discovered [66].

Here, we will review the three most important ways to include prior knowledge into GPs: via the representation of the input, the construction of suitable mean, and the covariance functions. As the choice of covariance function is especially important, which is why we will describe several distinct ways to construct them.

### 7.3.1 Representation

Once the data is captured, it needs to be represented in terms of features that are considered to be particularly informative, i.e. well-correlated with the predicted quantity. For example, parametrizing a molecular graph in terms of dihedral angles instead of pairwise distances might be advantageous when modeling complex transition paths.

The representation of the data also provides the first opportunity to incorporate known invariances of the task at hand. Especially in physical systems, there are transformations that leave its properties invariant, which introduces redundancies that can be exploited with a representation that shares those symmetries.

For example, physical systems can generally be translated and rotated in space without affecting their attributes. Often, the invariances extend to more interesting group of transformations like rotations, reflections, or permutations, providing further opportunities to reformulate the learning problem into a simpler, but equivalent one. Conveniently, any non-linear map $\mathbf{D}: \mathcal{X} \rightarrow \mathcal{D}$ of the input to a covariance function yields another valid covariance function, providing a direct way to incorporate desired invariances into existing kernels [67].

### 7.3.2 Covariance Function

Symmetries in the input data naturally translate to symmetries in the output. If a molecular graph is mirror symmetric, so will be its potential energy surface. However, sometimes there is structure in the output that is not tied to the input at all. This is the case when the predicted property is subject to a conservation law, e.g. the energy of a system is conserved as its geometry propagates through time. There is no representation of individual data points that would be able to capture this kind of symmetry.

Instead, conservation laws have to be incorporated as constraints into the predictor, to restrict the space of eligible solutions. This is achieved elegantly in GPs, via modification of the covariance function in a way that gives rise to a prior that obeys the desired symmetry. Any function drawn from that prior will then inherit the same invariances [58,61]. Before developing a covariance function that fits our problem, we will briefly highlight different ways to construct them. After all, arbitrary functions of two inputs $\mathbf{x}, \mathbf{x}^{\prime} \in \mathcal{X}$ are not necessarily valid covariance functions. For that purpose we will switch away from the probabilistic view that we held so far and provide a perspective that is more intuitive in the physics context.

### 7.3.2.1 Integral Transforms

We can think of the covariance function as a kernel of a linear integral transform that defines an operator

$$
\begin{equation*}
\hat{T}_{k} f(\mathbf{x})=\int_{\mathcal{X}} k\left(\mathbf{x}, \mathbf{x}^{\prime}\right) f\left(\mathbf{x}^{\prime}\right) \mathrm{d} \mathbf{x}^{\prime}, \tag{7.9}
\end{equation*}
$$

which maps a function $f(\mathbf{x})$ from one domain to another [61,68]. In this view, $\hat{T}_{k} f(\mathbf{x})=\hat{f}(\mathbf{x})$ corresponds to the posterior mean of our GP. Note that $\hat{T}_{k} f(\mathbf{x})$ remains a continuous function even if we discretize the integration domain. This is the case in the regression setting, when we are only able to observe our target function partially, i.e. when $f\left(\mathbf{x}^{\prime}\right)=\sum_{i=1}^{M} f\left(\mathbf{x}_{i}\right) \delta\left(\mathbf{x}^{\prime}-\mathbf{x}_{i}\right)$. With that in mind, an integral operator can be regarded as a continuous generalization of the matrix-vector product using a square matrix with entries $(\mathbf{K})_{i j}=k\left(\mathbf{x}_{i}, \mathbf{x}_{j}\right)$ and a vector $\boldsymbol{\alpha}$. Then,

$$
\begin{equation*}
(\mathbf{K} \boldsymbol{\alpha})_{i}=\sum_{j}^{M} k\left(\mathbf{x}_{i}, \mathbf{x}_{j}\right) \alpha_{j} \tag{7.10}
\end{equation*}
$$

is the discrete analogon to $\hat{T}_{k} f(\mathbf{x})$ [69]. Note that this expression is closed under linear transformation: any linear constraint $\hat{G}\left[\hat{T}_{k}\right]$ propagates into the integral and gives rise to a new covariance function.

However, there are several alternative construction options, one of them through explicit definition of the frequency spectrum of $\hat{T}_{k}$. Due to the translational symmetry of physical systems, we are particularly interested in stationary covariance functions that only depend on pairwise distances $\delta=\mathbf{x}-\mathbf{x}^{\prime}$ between points. In
that setting, Bochner's theorem says that symmetric, positive definite kernels can be constructed via the inverse Fourier transform of a probability density function $p(\boldsymbol{\delta})$ in frequency space $[61,67,68,70]$ :

$$
\begin{equation*}
k(\boldsymbol{\delta})=\mathcal{F}(p(\boldsymbol{\delta}))=\int p(\omega) e^{-i \omega^{\top} \boldsymbol{\delta}} \mathrm{d} \omega \tag{7.11}
\end{equation*}
$$

The following perspective might however be more intuitive when approaching this problem form a physics background: Since $\hat{T}_{k} f(\mathbf{x})$ is the reconstruction from pointwise observations $y_{i}=f\left(\mathbf{x}_{i}\right)$, we are ideally looking for an operator that leaves our unknown target function invariant, such that $\hat{T}_{k} f(\mathbf{x})=f(\mathbf{x})$. This is another way of saying that our estimate $\hat{f}(\mathbf{x})$ lives in the space spanned by the eigenfunctions $\varphi_{i} \in \mathcal{F}$ of the operator defined by the kernel function (with coefficients $c_{i} \in \mathbb{R}$ ), giving

$$
\begin{equation*}
\hat{f}(\mathbf{x})=\sum_{i} c_{i} \varphi_{i}(\mathbf{x}) \quad \text { with } \quad \hat{T}_{k} \varphi_{i}=\lambda_{i} \varphi_{i} \tag{7.12}
\end{equation*}
$$

It is impossible to overlook that there is a strong analogy between the covariance function in a GP process and the Hamiltonian in the Schrödinger equation (SE). Both operators formulate constraints that give rise to Hilbert space of possible states of the modeled object, whether it is the wave-function or the hypothesis space of the GP. Although this is where the similarities end, this connection certainly illustrates that GPs are particularly suitable to reconstruct physical processes in a principled way.

### 7.3.3 Mean Function

In most applications, the GP prior mean function $\mu(\mathbf{x})=0$ is set to zero, which leads to predictions $\hat{f}(\mathbf{x}) \approx 0$ as $\left\|\mathbf{x}-\mathbf{x}^{\prime}\right\| \rightarrow 0$ for stationary kernels. Convergence to a constant outside of the training regime is desirable for data-driven models, because it means that the prediction degrades gracefully in the limit, instead of producing unforeseeable results. However, if a certain asymptotic behavior of the modeled function is known, the prior mean function offers the possibility to prescribe it. For example, we could introduce a log barrier function

$$
\begin{equation*}
\mu(\mathbf{x})=-\log (\mathbf{b}-\mathbf{x}) \tag{7.13}
\end{equation*}
$$

that ramps up the predicted quantity towards infinity for $\mathbf{x} \geq 0$. In a molecular PES model, such a barrier would represent an atom dissociation limit, which could be useful to ensure that a dynamical process stays confined to the data regime as it moves around the PES.

In the spirit of how the Slater determinant in quantum mechanics accounts for the average affect of electron repulsion without explicit correlation, the mean of a GP can be used to prescribe a sensible predictor response outside of the data regime.

### 7.4 Energy-Conserving Force Field Reconstructions

A fundamental property that any molecular force field $\mathbf{F}\left(\mathbf{r}_{1}, \mathbf{r}_{2}, \ldots, \mathbf{r}_{N}\right)$ must satisfy is the conservation of total energy, which implies that

$$
\begin{equation*}
\mathbf{F}\left(\mathbf{r}_{1}, \mathbf{r}_{2}, \ldots, \mathbf{r}_{N}\right)=-\nabla E\left(\mathbf{r}_{1}, \mathbf{r}_{2}, \ldots, \mathbf{r}_{N}\right) \tag{7.14}
\end{equation*}
$$

While any analytically derivable expression for the potential energy satisfies energy conservation by definition, a direct reconstruction of a force field is more involved. It requires mapping to an explicitly conservative vector field and thus special constraints on the hypothesis space that the ML model navigates in. Before we discuss how this can be implemented in practice, we will briefly review a number of advantages that make this direct approach worthwhile.

### 7.4.1 Forces Are Quantum-Mechanical Observables

A major reason is the fact that atomic forces are true quantum-mechanical observables within the BO approximation by virtue of the Hellmann-Feynman theorem. It provides a way to obtain analytical derivatives by relating changes in the total energy $\delta E$ with respect to any variation $\delta \lambda$ of the Hamiltonian $H$ through the expectation value

$$
\begin{equation*}
\frac{\partial E}{\partial \lambda}=\left\langle\Psi_{\lambda}\right| \frac{\partial \hat{H}_{\lambda}}{\partial \lambda}\left|\Psi_{\lambda}\right\rangle . \tag{7.15}
\end{equation*}
$$

It thus allows the direct computation of forces $\mathbf{F}=-\partial E / \partial \mathbf{R}$ as derivatives with respect to nuclei positions R. Similar analogous expressions for density-based approaches exist as well $[71,72]$. Once the SE is solved for a particular atomic configuration to compute the energy, this theorem makes the additional computation of forces relatively cheap, by reusing some of the results (most importantly, the parametrization of the wave-function $\Psi$ ).

The appealing aspect about (analytic) force observations is that they are considerably more informative, as they represent a linearization of the PES in all directions of the 3 N -dimensional configuration space, instead of a single point evaluation. Gathering a similar amount of insight about the PES numerically via energy examples would require solutions of the SE for at least $3 N+1$ perturbations $E\left(r_{1}, \ldots, r_{i}+\epsilon, \ldots, r_{3 N}\right)$ of the original geometry at each point. Even then, the obtained force would be subject to approximation error. In contrast, computing analytical forces using the Hellman-Feynman theorem only requires about one to
seven times the computational effort of a single energy calculation. Effectively, this theorem thus offers a more efficient way to sample PESs.

### 7.4.2 Differentiation Amplifies Noise

When force estimates are obtained via differentiation of an approximate PES reconstruction, there are no guarantees regarding their quality, since forces are neither constrained nor directly regularized within the loss function of an energybased model. Inevitably, this can lead to artifacts.

Reconstructions of functions based on a limited number of observations will almost always not be error-free, either due to aliasing effects, non-ideal choice of hypothesis space, or noisy training data [60]. Furthermore, the regularization term in the loss function will reduce the variance of the model and thus promote any approximation errors into the high-frequency band of the residual $f-\hat{f}$. Unfortunately, the application of the derivative operator amplifies high frequencies $\omega$ with increasing gain [73], drastically magnifying these errors. This phenomenon can be easily understood when looking at the derivative of a model $\hat{f}^{\prime}$ in the frequency domain

$$
\begin{equation*}
\mathcal{F}\left[\hat{f}^{\prime}\right]=\mathrm{i} \omega \mathcal{F}[\hat{f}] \tag{7.16}
\end{equation*}
$$

where $\omega$ is a factor on the Fourier transform $\mathcal{F}[\hat{f}]$ of the original model (see Fig. 7.1). A low test error in the energy prediction task does therefore not necessarily imply that the model also reconstructs the forces of the target function reliably.


Fig. 7.1 A noisy approximation of a sine wave (blue). Although all instantaneous values are represented well, the derivative of the approximation is a poor estimator for the true derivative. This is because differentiation amplifies the high-frequency noise component within the approximation (middle). Integration on the other hand acts as a low-pass filter (right) that attenuates noise. It is therefore easier to approximate a function with accurate first derivatives from derivative examples instead of function values. Note that integrals are only defined up to an additive constant, which needs to be recovered separately. Figure taken from Chmiela [74]

Conversely, however, high-frequency noise is attenuated upon integration of a force field estimate, which gives corresponding potentials with controlled variance.

### 7.4.3 Constructing Conservative Vector-Valued GPs

In the simplest, and by far most prevalent regression setting, a single output variable $y \in \mathbb{R}$ is predicted from an input vector $\mathbf{x} \in \mathbb{R}^{N}$. Being a scalar field, the PES reconstruction problem fits this template; however, we intend to pursue the reconstruction of the associated force field, i.e. the negative gradient of the PES, instead. In that reformulation of the problem, the output $\mathbf{y} \in \mathbb{R}^{N}$ becomes vectorvalued as well, thus requiring a mapping $\hat{\mathbf{f}}: \mathbb{R}^{N} \rightarrow \mathbb{R}^{N}$.

Naively, we could model each partial force separately and treat them as independent, implicitly assuming that the individual components of the force vector do not affect each other. Then, a straightforward formulation of a vector-valued estimator takes the form

$$
\begin{equation*}
\hat{\mathbf{f}}(\mathbf{x})=\left[\hat{f}_{1}(\mathbf{x}), \ldots, \hat{f}_{N}(\mathbf{x})\right]^{\top} \tag{7.17}
\end{equation*}
$$

where each component $\hat{f_{i}}: \mathbb{R}^{N} \rightarrow \mathbb{R}$ is a separate scalar-valued GP [75]. However, this assumed independence of the individual outputs is hard to justify in many practical scenarios. Especially, since correlations between the individual noise processes associated with each output channel could introduce dependencies in the posterior process, even if they were independent a priori [61]. Bypassing this dependence would therefore ignore valuable information and yield sub-optimal estimates.

Instead of mapping to scalar outputs, we can alternatively model the covariance function as a matrix $\mathbf{k}: \mathcal{X} \times \mathcal{X} \rightarrow \mathbb{R}^{N \times N}$ that expresses the interaction among multiple output components. Together with a vector-valued mean function $\mu: \mathcal{X} \rightarrow$ $\mathbb{R}^{N}$, we can then sample realizations of vector-valued functions from the GP

$$
\begin{equation*}
\mathbf{f}(\mathbf{x}) \sim \mathcal{G} \mathcal{P}\left[\mu(\mathbf{x}), \mathbf{k}\left(\mathbf{x}, \mathbf{x}^{\prime}\right)\right] \tag{7.18}
\end{equation*}
$$

In this setting, the corresponding RKHS is vector-valued and it has been shown that the representer theorem continues to hold [76]. Each component of the kernel function $k_{i j}$ specifies a covariance between a pair of outputs $f_{i}(\mathbf{x})$ and $f_{j}(\mathbf{x})$, which makes it straightforward to impose linear constraints $\mathbf{g}(x)=\hat{G}[\mathbf{f}(\mathbf{x})]$ on the GP prior

$$
\begin{equation*}
\mathbf{g}(\mathbf{x}) \sim \mathcal{G} \mathcal{P}\left[\hat{G} \boldsymbol{\mu}(\mathbf{x}), \hat{G} \mathbf{k}\left(\mathbf{x}, \mathbf{x}^{\prime}\right) \hat{G}^{\top}\right], \tag{7.19}
\end{equation*}
$$



Fig. 7.2 Modeling gradient fields (leftmost subfigure) based on a small number of examples. With GDML, a conservative vector field estimate $\hat{\mathbf{f}}$ is obtained directly (purple). In contrast, a naïve estimator $\hat{\mathbf{f}}^{-}$with no information about the correlation structure of its outputs is not capable to uphold the energy conservation constraint (blue). We perform a Helmholtz decomposition of the naïve non-conservative vector field estimate to show the error component due to violation of the law of energy conservation (red). This significant contribution to the overall prediction error is completely avoided with the GDML approach. Figure taken from Chmiela et al. [88]
and hence also the posterior [77-80]. Here, $\hat{G}$ and $\hat{G}^{\prime}$ act on the first and second argument of the kernel function, respectively. Linear constraints are wide-spread in physics. They include simple conservation laws, but also operations like differential equations, allowing the construction of models that are consistent with the laws that underpin many physical processes [81-85].

Here, we aim to construct a GP that inherits the correct structure of a conservative force field to ensure integrability, so that the corresponding energy potential can be recovered from the same model. We start by considering, that the force field estimator $\hat{\mathbf{f}}_{\mathbf{F}}(\mathbf{x})$ and the PES estimator $\hat{f}_{E}(\mathbf{x})$ are related via some operator $\hat{G}$. To impose energy conservation, we require that the curl vanishes (see Fig. 7.2) for every input to the transformed energy model ${ }^{1}$ :

$$
\begin{equation*}
\nabla \times \hat{G}\left[\hat{f}_{E}\right]=\mathbf{0} \tag{7.20}
\end{equation*}
$$

As expected, this is satisfied by the derivative operator $\hat{G}=\nabla$ or, in the case of energies and forces, the negative gradient operator

$$
\begin{equation*}
\hat{\mathbf{f}}_{\mathbf{F}}(\mathbf{x})=\hat{G}\left[\hat{f}_{E}\right](\mathbf{x})=-\nabla \hat{f}_{E}(\mathbf{x}) . \tag{7.21}
\end{equation*}
$$

[^14]As outlined previously, we can directly apply this transformation to a standard scalar-valued "energy" GP with realizations $f_{E}: \mathcal{X}^{3 N} \rightarrow \mathbb{R}$. Since differentiation is a linear operator, the result is another GP with realizations $\mathbf{f}_{\mathbf{F}}: \mathcal{X}^{3 N} \rightarrow \mathbb{R}^{3 N}$ :

$$
\begin{equation*}
\hat{\mathbf{f}}_{\mathbf{F}} \sim \mathcal{G} \mathcal{P}\left[-\nabla \mu(\mathbf{x}), \nabla_{\mathbf{x}} k\left(\mathbf{x}, \mathbf{x}^{\prime}\right) \nabla_{\mathbf{x}^{\prime}}^{\top}\right] . \tag{7.22}
\end{equation*}
$$

Note, that this gives the second derivative of the original kernel (with respect to each of the two inputs) as the (co-)variance structure, with entries

$$
\begin{equation*}
k_{i j}=\frac{\partial^{2} k}{\partial \mathbf{x}_{i} \partial \mathbf{x}_{j}^{\prime}} \tag{7.23}
\end{equation*}
$$

It is equivalent (up to sign) to the Hessian $\nabla k \nabla^{\top}=\operatorname{Hess}_{\mathbf{x}}(k)$ (i.e., second derivative with respect to one of the inputs), provided that the original covariance function $k$ is stationary. A GP using this covariance enables inference based on the distribution of partial derivative observations, instead of function values [86, 87]. Effectively, this allows us to train GP models in the gradient domain.

This Hessian kernel gives rise to the following gradient domain machine learning $[88,89]$ force model as the posterior mean of the corresponding GP:

$$
\begin{equation*}
\hat{\mathbf{f}}_{\mathbf{F}}(\mathbf{x})=\sum_{i}^{M} \sum_{j}^{3 N}\left(\boldsymbol{\alpha}_{\mathbf{i}}\right)_{j} \frac{\partial}{\partial x_{j}} \nabla k\left(\mathbf{x}, \mathbf{x}_{i}\right) \tag{7.24}
\end{equation*}
$$

Because the trained model is a (fixed) linear combination of kernel functions, integration only affects the kernel function itself. The corresponding expression for the energy predictor

$$
\begin{equation*}
\hat{f}_{E}(\mathbf{x})=\sum_{i}^{M} \sum_{j}^{3 N}\left(\boldsymbol{\alpha}_{\mathbf{i}}\right)_{j} \frac{\partial}{\partial x_{j}} k\left(\mathbf{x}, \mathbf{x}_{i}\right)+c \tag{7.25}
\end{equation*}
$$

is therefore neither problem-specific nor does it require retraining. It is however only defined up to an integration constant

$$
\begin{equation*}
c=\frac{1}{M} \sum_{i}^{M} E_{i}+\hat{f}_{E}\left(\mathbf{x}_{i}\right), \tag{7.26}
\end{equation*}
$$

that we recover separately in the least-squares sense. Here, $E_{i}$ are the energy labels for each training example. We remark that this reconstruction approach yields two models at the same time, by correctly implementing the fundamental physical connection between $\mathbf{k}_{\mathbf{F}}$ and $k_{E}$ (Fig. 7.3).


Fig. 7.3 Efficiency of GDML predictor versus a model that has been trained on energies. (a) Required number of samples for a force prediction performance of MAE ( $1 \mathrm{kcal} \mathrm{mol}^{-1} \AA^{-1}$ ) with the energy-based model (gray) and GDML (blue). The energy-based model was not able to achieve the targeted performance with the maximum number of 63,000 samples for aspirin. (b) Force prediction errors for the converged models (same number of partial derivative samples and energy samples). (c) Energy prediction errors for the converged models. All reported prediction errors have been estimated via cross-validation. Figure taken from Chmiela et al. [88]

### 7.5 Point Groups and Fluxional Symmetries

Atoms of the same species are interchangeable within a numerical representation of the molecule, without affecting the corresponding energy or forces. This permutational invariance is directly inherited from the indistinguishability of identical atoms in the nuclear Hamiltonian

$$
\begin{equation*}
H_{n}=T_{n}+E_{t o t}=T_{n}+E_{n n}+E_{e} . \tag{7.27}
\end{equation*}
$$

Here, $T_{n}$ and $E_{n n}$ are the kinetic and electrostatic energies of the nuclei and $E_{e}$ is the eigenvalue of the electronic Hamiltonian $H_{e} . E_{e}$ inherits the parametrical dependence on the nuclear coordinates of $H_{e}$, which is invariant with respect to atomic permutations given its analytical form: $H_{e}=T_{e}+E_{e e}+\sum_{i=1}^{N_{n}} \sum_{j=1}^{N_{e}} \frac{1}{\left|\mathbf{R}_{i}-\mathbf{r}_{j}\right|}$, where the $T_{e}$ and $E_{e e}$ are the electronic kinetic and electrostatic energies. Since the dependence of $H_{e}$ on the nuclear coordinates appears only as a sum, we can freely permute the nuclear positions, defining the permutations symmetry over the whole symmetric group.

For example, the benzene molecule with six carbon and six hydrogen atoms can be indexed (and therefore represented) in $6!6!=518,400$ different, but physically equivalent ways. However, not all of these symmetric variants are actually important to define a kernel function that gauges the similarity between pairs of configurations. To begin with, the 24 symmetry elements in the $\mathbf{D}_{6 h}$ point group of this molecule are relevant. In addition to these rigid space group symmetries (e.g., reflections), there are additional dynamic non-rigid symmetries [90] (e.g., rotations of functional groups or torsional displacements) that appear as the structure transforms over time. Fortunately, we can safely ignore the massive amount of the remaining configurations in the full symmetric group of factorial size if we manage to identify this relevant subset. While methods for identifying molecular point groups for polyatomic rigid molecules are readily available [91], dynamical symmetries are usually not incorporated in traditional force fields and electronic structure calculations. This is because extracting non-rigid symmetries requires chemical and physical intuition about the system at hand, which is hard to automate.

Since this is impractical in an ML setting, we will now review a physically motivated algorithm for purely data-driven recovery of this particularly important subgroup of molecular symmetries. This will allow us to incorporate these symmetries as prior knowledge into a GP to further improve the data-efficiency of the model.

### 7.5.1 Positive-Semidefinite Assignment

We begin with the basic insight that MD trajectories consist of smooth consecutive changes in nearly isomorphic molecular graphs. When sampling from these trajectories the combinatorial challenge is to correctly identify the same atoms
across the examples such that the learning method can use consistent information for comparing two molecular conformations in its kernel function. While the socalled bi-partite matching allows to locally assign atoms $\mathbf{R}=\left\{\mathbf{r}_{1}, \ldots, \mathbf{r}_{N}\right\}$ for each pair of molecules in the training set, this strategy alone is not sufficient as the assignment needs to be made globally consistent by multi-partite matching in a second step [92-94]. The reason is that optimal bi-partite assignment yields indefinite functions in general, which are problematic in combination with kernel methods. They give rise to indefinite kernel functions, which do not define a Hilbert space [95]. Practically, there will not exist a metric space embedding of the complete set of approximate pairwise similarities defined in the kernel matrix and the learning problem becomes ill-posed. A multi-partite correction is therefore necessary to recover a non-contradictory notion of similarity across the whole training set. A side benefit of such a global matching approach is that it can robustly establish correspondence between distant transformations of a geometry using intermediate pairwise matchings, even if the direct bi-partite assignment is not unambiguously possible.

### 7.5.1.1 Solving the Multi-Way Matching Problem

We start by defining the bi-partite matching problem in terms of adjacency matrices as representation for the molecular graph. To solve the pairwise matching problem we therefore seek to find the assignment $\tau$ which minimizes the squared Euclidean distance between the adjacency matrices $\mathbf{A}$ of two isomorphic graphs $G$ and $H$ with entries $(\mathbf{A})_{i j}=\left\|\mathbf{r}_{i}-\mathbf{r}_{j}\right\|$, where $\mathbf{P}(\tau)$ is the permutation matrix that realizes the assignment:

$$
\begin{equation*}
\underset{\tau}{\arg \min } \mathcal{L}(\tau)=\left\|\mathbf{P}(\tau) \mathbf{A}_{G} \mathbf{P}(\tau)^{\top}-\mathbf{A}_{H}\right\|^{2} . \tag{7.28}
\end{equation*}
$$

Notably, most existing ML potentials use representations based on adjacency matrices as input [2-5,7-49,52-54]. An optimal assignment in terms of Eq. (7.28) therefore transfers to almost any other model and the GDML model in particular.

Adjacency matrices of isomorphic graphs have identical eigenvalues and eigenvectors, only their assignment differs. Following the approach of Umeyama [96], we identify the correspondence of eigenvectors $\mathbf{U}$ by projecting both sets $\mathbf{U}_{G}$ and $\mathbf{U}_{H}$ onto each other to find the best overlap. We use the overlap matrix

$$
\begin{equation*}
\mathbf{M}=\operatorname{abs}\left(\mathbf{U}_{G}\right) \operatorname{abs}\left(\mathbf{U}_{H}\right)^{\top} \tag{7.29}
\end{equation*}
$$

after sorting eigenvalues and overcoming sign ambiguity. Then $\mathbf{-} \mathbf{M}$ is provided as the cost matrix for the Hungarian algorithm [97], maximizing the overall overlap which finally returns the approximate assignment $\tilde{\tau}$ that minimizes Eq. (7.28) and thus provides the results of step one of the procedure. As indicated, global inconsistencies may arise, observable as violations of the transitivity property $\tau_{j k} \circ \tau_{i j}=\tau_{i k}$ of the assignments [92]. Therefore a second step is necessary which is based on the composite matrix $\tilde{\mathcal{P}}$ of all pairwise assignment matrices $\tilde{\mathbf{P}}_{i j} \equiv \mathbf{P}\left(\tilde{\tau}_{i j}\right)$


Fig. 7.4 T-SNE [98] embedding of all molecular geometries in an ethanol training set. Each data point is color coded to show the permutation transformations that align it with the arbitrarily chosen canonical reference state (gray points). These permutations are recovered by restricting the rank of the pairwise assignment matrix $\tilde{\mathcal{P}}$ to obtain a consistent multi-partite matching $\mathcal{P}$
within the training set. We propose to reconstruct a rank-limited $\mathcal{P}$ via the transitive closure of the minimum spanning tree (MST) that minimizes the bi-partite matching cost (see Eq. (7.28)) over the training set. The MST is constructed from the most confident bi-partite assignments and represents the rank $N$ skeleton of $\tilde{\mathcal{P}}$, defining also $\mathcal{P}$ (see Fig. 7.4). Finally, the resulting multi-partite matching $\mathcal{P}$ is a consistent set of atom assignments across the whole training set.

As a first test, we apply our algorithm to a diverse set of non-rigid molecules that have been selected by Longuet-Higgins [90] to illustrate the concept of dynamic symmetries. Each of the chosen examples changes easily from one conformation to another due to internal rotations that cannot be described by point groups. Those molecules require the more complete permutation-inversion group of symmetry operations that include energetically feasible permutations of identical nuclei. Our multi-partite matching algorithm successfully recovers those symmetries from short MD trajectories (see Table 7.1), giving us the confidence to proceed.

### 7.5.1.2 Symmetric Kernels

The resulting consistent multi-partite matching $\mathcal{P}$ enables us to construct symmetric kernel-based ML models of the form

$$
\begin{equation*}
\hat{f}(\mathbf{x})=\sum_{i j}^{M} \alpha_{i j} k\left(\mathbf{x}, \mathbf{P}_{i j} \mathbf{x}_{i}\right) \tag{7.30}
\end{equation*}
$$

by augmenting the training set with the symmetric variations of each molecule [99]. A particular advantage of our solution is that it can fully populate all recovered

Table 7.1 Recovering the permutation-inversion (PI) group of symmetry operations of fluxional molecules from short MD trajectories

|  | Molecule | PG order | PI group order | Recovered |
| :--- | :--- | :--- | :--- | :--- |
| (Difluoromethyl)borane | 2 | 8 | 8 |  |
|  | Hydrazine | 2 | 6 | 6 |
|  | Cyclohexane | 6 | 12 | 12 |

We used our multi-partite matching algorithm to recover the symmetries of the molecules used in Longuet-Higgins [90]. Our algorithm identifies PI group symmetries (a superset that also includes the PG), as well as additional symmetries that are an artifact of the metric used to compare molecular graphs in our matching algorithm. Each dataset consists of a MD trajectory of 5000 time steps. Figure taken from Chmiela [74]
permutational configurations even if they do not form a symmetric group, severely reducing the computational effort in evaluating the model. Even if we limit the range of $j$ to include all $S$ unique assignments only, the major downside of this approach is that a multiplication of the training set size leads to a drastic increase in the complexity of the cubically scaling GP regression algorithm. We overcome this drawback by exploiting the fact that the set of coefficients $\boldsymbol{\alpha}$ for the symmetrized training set exhibits the same symmetries as the data, hence the linear system can be contracted to its original size, while still defining the full set of coefficients exactly.

Without affecting the pairwise similarities expressed by the kernel, we transform all training geometries into a canonical permutation $\mathbf{x}_{i} \equiv \mathbf{P}_{i 1} \mathbf{x}_{i}$, enabling the use of uniform symmetry transformations $\mathbf{P}_{j} \equiv \mathbf{P}_{1 j}$. Simplifying Eq. (7.30) accordingly, gives rise to the symmetric kernel that we originally set off to construct

$$
\begin{align*}
\hat{f}(\mathbf{x}) & =\sum_{i}^{M} \alpha_{i} \sum_{q}^{S} k\left(\mathbf{x}, \mathbf{P}_{q} \mathbf{x}_{i}\right) \\
& =\sum_{i}^{M} \alpha_{i} k_{\mathrm{sym}}\left(\mathbf{x}, \mathbf{x}_{i}\right), \tag{7.31}
\end{align*}
$$

Table 7.2 Relative increase in accuracy of the sGDML@DFT vs. the non-symmetric GDML model: the benefit of a symmetric model is directly linked to the number of permutational symmetries in the system

|  |  | $\Delta$ MAE (\%) |  |
| :--- | :--- | ---: | ---: |
| Molecule | \# Sym. in $k_{\text {sym }}$ | Energy | Forces |
| Benzene | 12 | -1.6 | -62.3 |
| Uracil | 1 | 0.0 | 0.0 |
| Naphthalene | 4 | 0.0 | -52.2 |
| Aspirin | 6 | -29.6 | -31.3 |
| Salicylic acid | 1 | 0.0 | 0.0 |
| Malonaldehyde | 4 | -37.5 | -48.8 |
| Ethanol | 6 | -53.4 | -58.2 |
| Toluene | 12 | -16.7 | -67.4 |
| Paracetamol | 12 | -40.7 | -52.9 |
| Azobenzene | 8 | -74.3 | -47.4 |

All symmetry counts in this table include the identity transformation
and yields a model with the exact same number of parameters as the original, nonsymmetric one. This ansatz is known as invariant integration and frequently applied to symmetrize ML potentials [17, 24, 100]. However, our solution, motivated by the concept of permutation-inversion groups [90], is able to truncate the sum over potentially hundreds of thousands permutations in the full symmetric group of the molecule to a few physically reasonable ones. We remark that this step is essential in making invariant integration practical beyond systems with five or six identical atoms (with $5!=120$ and $6!=720$ permutations, respectively). For example, the molecules benzene, toluene, and azobenzene each only have 12 physically relevant symmetries, whereas the associated symmetric groups have orders $6!6!, 7!8!$, and $12!10!2$ !, respectively. Our multi-partite matching algorithm is therefore able to shorten the sum over $S$ in Eq. (7.31) by up to 15 orders of magnitude, without significant loss of accuracy.

The data-driven symmetry adaptation approach outlined above can be applied universally, but in particular to the energy-conserving force field kernel that we have derived in the previous section. It improves the data-efficiency of the model in proportion to the number of symmetries that are present in molecules (see Table 7.2) to the point that costly high-level coupled-cluster $\operatorname{CCSD}(\mathrm{T})$ calculations become viable as reference data. We have shown that such a model effectively allows converged MD simulations with fully quantized electrons and nuclei for molecules with up to a few dozen atoms [101].

### 7.6 Conclusion

Typically, the parametrization of ML potentials relies on the availability of large reference datasets to obtain accurate results, which prevents the construction of ML models using costly high-level ab initio methods due to the exploding computational cost. In this chapter, we have shown how to overcome this restrictive requirement
by informing the model with fundamental physical invariances and conservation laws. Not only does this make the models more data-efficient, it also guarantees that the incorporated physics are represented without artifacts. In particular, we have successively developed a theoretical framework for construction of ML potentials that include the full set of temporal and spatial symmetries of molecules. Homogeneity of time implies energy conservation and global spatial symmetries include rotational and translational invariance of the energy.

Using a generalization of GPs to vector-valued Hilbert spaces, we have defined a predictor that explicitly maps to energy-conserving solutions and thus allows the simultaneous prediction of accurate forces and energies at the same time. We have then extended this model to additionally incorporate all relevant rigid space group symmetries as well as dynamic non-rigid symmetries. Typically, the identification of symmetries requires chemical and physical intuition about the system at hand, which is impractical in an ML setting. Through a data-driven multi-partite matching approach, we have automated the discovery of permutation matrices of molecular graph pairs in different permutational configurations and thus between symmetric transformations undergone within the scope of a dataset. This allowed us to define a compact symmetric model that can be parametrized from very small training datasets of just a few hundreds of examples, enabling the direct construction of flexible molecular force fields from expensive high-level ab initio calculations.

While the resulting sGDML model constitutes a substantial step towards enabling highly accurate and thus truly predictive MD simulations, there is a number of challenges that remain to be solved in terms of its applicability and scaling to larger molecular systems. For example, a fragmentation of large atomistic systems would allow scaling up and transferable predictions across different molecules with similar atom types. The well-separated inter- and intramolecular correlation scales within molecular solids suggest that a hierarchical decomposition is possible with limited degradation of prediction accuracy. Furthermore, advanced sampling strategies could be employed to combine forces from different levels of theory to minimize the need for computationally intensive ab initio calculations even further.

### 7.7 Data and Software

The ML potentials described in this chapter are implemented in the sGDML software package-see www.sgdml.org for details. Reconstruct FFs from your own datasets today!
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#### Abstract

The choice of how to represent a chemical compound has a considerable effect on the performance of quantum machine learning (QML) models based on kernel ridge regression (KRR). A carefully constructed representation can lower the prediction error for out-of-sample data by several orders of magnitude with the same training data. This is a particularly desirable effect in data scarce scenarios, such as they are common in first principles based chemical compound space explorations. Unfortunately, representations which result in KRR models with low and steep learning curves for extensive properties, for example, energies, do not necessarily lead to well performing models for response properties. In this chapter we review the recently introduced FCHL18 representation (Faber et al., J Chem Phys 148(24):241717, 2018), in combination with kernel-based QML models to account for response properties by including the corresponding operators in the regression (Christensen et al., J Chem Phys 150(6):064105, 2019). FCHL18 was designed to describe an atom in its chemical environment, allowing to measure distances between elements in the periodic table, and consequently providing a metric for both structural and chemical similarities between compounds. The representation does not decouple the radial and angular degrees of freedom, which makes it well-suited for comparing atomic environments. QML models using FCHL18 display low and steep learning curves for energies of molecules, clusters, and crystals. By contrast, the same QML models exhibit less favorable learning for other properties, such as forces, electronic eigenvalues, or dipole moments. We discuss the use of the electric field differential operator within a kernel-based operator QML (OQML) approach. Using OQML results in


[^15]the same predictive accuracy for molecular dipole norm, but with approximately $20 \times$ less training data, as directly learning the dipole norm with a KRR model.

### 8.1 Introduction

The specific architecture of quantum machine learning models (QML) plays a large role in the predictive accuracy (or learning efficiency) of a model. For example, it has now become common practice to decompose a model into a sum of atomic contributions when learning and predicting atomization energies, as it has been shown to give better and more scalable performance. This is because the atomization energy is an extensive property, meaning that it tends to grow with system size. It is therefore natural to formulate an additive model of atomic contributions. These additive machine learning models have been shown to display remarkable accuracies for learning extensive properties such as atomization energies [1-5].

A recent benchmark study [6] demonstrates that an efficient model for one property is not necessarily as efficient for others. For example, the HDAD based KRR model in Ref. [6] produces less favorable learning curves for intensive response properties, such as dipole moments, electronic eigenvalues, or forces, than for atomization energies, due to the fact that the extensive nature of the kernel does not necessarily reflect the behavior of response properties correctly.

This chapter is divided into two parts: First, we will discuss a way to represent the surrounding chemistry and structure of an atomic environment, using a set of many-body distributions [1]. We then proceed with the discussion on how to learn response properties, and provide examples on how to do this for energy derivatives, as exemplified for dipole moments [7].

### 8.2 Representing an Atomic Environment

There are many ways of encoding the composition and structure of a chemical compound into a representation suitable for machine learning. It has become common practice to decompose the kernel into contributions from the environment of each atom in the compound. Representations based on atomic densities [8] have yielded machine learning models with remarkable predictive power. They are also easy to understand and modify to the learning problem. For deriving the FCHL18 representation (Ref. [1]), we have therefore chosen to use atomic density based representations. In essence, the FCHL2018 representation encodes an atom $I$ in its environment by a set of distributions $\mathcal{A}_{M}(I)=\left\{A_{1}(I), A_{2}(I), \ldots, A_{M}(I)\right\}$, based on many body expansions with up to $M$ atoms.

Each distribution $A_{m}(I)$ with $m$ interatomic contributions encodes both the structural and chemical environment of atom $I$. This is done by placing scaled Gaussian functions, centered on structural and chemical degrees of freedom. The structural degrees of freedom are among other quantities, distances $d$, angles $\theta$, or dihedrals between atoms, and the extension to contributions going beyond four bodies would
also be straightforward. The elemental identity is encoded by the atom's group $G$ and period $P$ in Mendeleev's table. This information was already demonstrated to be helpful in QML models of crystalline properties [9], and was subsequently also used by others [10]. However, any feature which uniquely differentiates between the elements in the periodic table would suffice to ensure uniqueness. Uniqueness of the representation is a necessary condition for representations in order to avoid absurd results $[11,12]$. Note that the FCHL representation is constructed such that the $m^{\text {th }}$ distribution contains $m$-body information. For example, $A_{1}(I)$ only encodes $G$ and $P$ of atom $I$, while $A_{2}(I)$ encodes the chemical identities of atom $I$ and neighboring atoms, as well as the distances to neighboring atoms.

A given $N$-dimensional Gaussian distribution with means $\mu$ and standard deviations $\sigma$ along all dimensions is denoted by $\mathcal{N}(\mathbf{x})$ where $\mathbf{x}=$ $\left\{\mu_{1}, \sigma_{1} ; \mu_{2}, \sigma_{2} ; \ldots ; \mu_{N}, \sigma_{N}\right\}$. Within FCHL we multiply the interatomic 2 and 3-body Gaussians with a scaling function $\xi_{m}$, which is a function of internal degrees of freedom, such as distances and/or angles between atom $I$ and its neighboring atoms. The scaling functions both serve as a way to modulate the relative importance of the contribution from each atom, depending on vicinity, and to help with the introduction of a smooth damping function if need be. We will discuss more details regarding the choice of possible cutoff functions later in this chapter. Before we do this, however, we will go through and explicitly define each of the distributions $A(I)_{m}$, starting from the first-order expansion, and going up to the third order expansion. Discussion of higher-order terms have been omitted for FCHL18 since preliminary testing indicated that learning curves do not improve significantly beyond $\mathcal{A}_{3}(I)$.

### 8.2.1 First-Order Term $\boldsymbol{A}_{1}$

The first-order expansion $A_{1}(I)$ encodes the elemental identity of atom $I$. This is done by placing a Gaussian on the period $P_{I}$ and group $G_{I}$ in the periodic table of the element $I$. This is seen in Eq. (8.1), with $\mathbf{x}_{I}^{(1)}=\left\{P_{I}, \sigma_{P} ; G_{I}, \sigma_{G}\right\}$ where $\sigma_{P}$ and $\sigma_{G}$ are hyperparameters, corresponding to the width of the Gaussians along the respective dimensions. $\chi_{i}$ are the dummy variables in the dimensions in which the Gaussians are placed, and will be integrated out when calculating distances between any two atoms (also discussed in the next section).

$$
\begin{equation*}
A_{1}(I)=\mathcal{N}\left(\mathbf{x}_{I}^{(1)}\right)=e^{-\frac{\left(P_{I}-x_{1}\right)^{2}}{2 \sigma_{P}^{2}}-\frac{\left(G_{I}-x_{2}\right)^{2}}{2 \sigma_{G}^{2}}} \tag{8.1}
\end{equation*}
$$

The drawback of using Gaussians to measure elemental distances consists of its locality. It can only be used efficiently as a metric for elements that overlap due to elemental smearing, i.e., that they are sufficiently close-by in the periodic table and, for example, will not be able to distinguish between two elements at opposite sides of the periodic table. Na and Ne , for example, are close to each other
in the sense that they differ in nuclear charge by only one proton, yet within our usual parameterization of FCHL they will overlap negligibly. Of course, this could be rectified by selecting more appropriate widths in Eq. (8.1) but we have not yet studied this effect in detail. Alternatively, other dimensions or other basis functions than Gaussians could be studied just as well.

### 8.2.2 Second-Order Term $\boldsymbol{A}_{2}$

The second-order term $A_{2}(I)$, in addition to encoding the chemical element of $I$, also includes the distance information with respect to all neighbors of atom $I$. $A_{2}(I)=\mathcal{N}\left(\mathbf{x}_{I}^{(1)}\right) \sum_{i \neq I} \mathcal{N}\left(\mathbf{x}_{i I}^{(2)}\right) \xi_{2}\left(d_{i I}\right)$ consists of a product between $\mathcal{N}\left(\mathbf{x}_{I}^{(1)}\right)$ and a sum that runs over all neighboring atoms $\{i\}$. The entries of the sum are Gaussians $\mathbf{x}_{i I}^{(2)}=\left\{d_{i I}, \sigma_{d} ; P_{i}, \sigma_{P} ; G_{i}, \sigma_{G}\right\}$, placed at the distance $d_{i I}$ between atom $i$ and $I$, and $\sigma_{d}$ is the corresponding Gaussian width. Here, $\xi_{2}\left(d_{i I}\right)$ is the aforementioned scaling function. Figure 8.1 depicts $A_{2}(I)$ for a carbon with $s p^{1}, s p^{2}$, and $s p^{3}$ electron configuration as encountered in ethane, ethylene, and ethyne, respectively. Note that neither elemental smearing is used in this case ( $\sigma_{P} \rightarrow 0$ and $\sigma_{G} \rightarrow 0$ ),


Fig. 8.1 The two-body term $\left(A_{2}\right)$ for one of the carbon atoms in ethane, ethylene, and ethyne, as a function of radial ( $d$ ) degrees of freedom. The scaling function $\xi_{2}$ is set to unity (left) and $\frac{1}{r^{4}}$ (right). The elemental smearing is set to zero ( $\sigma_{P}, \sigma_{G} \rightarrow 0$ ) so that the five-dimensional distribution can be reduced to two sets two-dimensional distributions, one for each element triplet
which reduces $A_{2}(I)$ to a one-dimensional function for each element pair, nor have we multiplied in the scaling function yet.

### 8.2.3 Third Order Term $A_{3}$

$A_{3}(I)=\mathcal{N}\left(\mathbf{x}^{(1)}\right) \sum_{i \neq I} \mathcal{N}\left(\mathbf{x}_{i I}^{(2)}\right) \sum_{j \neq i, I} \mathcal{N}\left(\mathbf{x}_{i j I}^{(3)}\right) \xi_{3}\left(d_{i I}, d_{j I}, \theta_{i j}^{I}\right)$, extends upon $A_{2}(I)$ by containing an additional sum, running over all the other remaining neighboring atoms $\{j \neq i\}$. Again, the elements in the sum consist of Gaussians, $\mathbf{x}_{i j I}^{(3)}=\left\{\theta_{i j}^{I}, \sigma_{\theta} ; P_{j}, \sigma_{P} ; G_{j}, \sigma_{G}\right\}$, placed at angles $\theta_{i j}^{I}$, with independent width $\sigma_{\theta}$. $\theta$ is the principal angle between the two distance vectors spanned from atoms $I$ to $i$ and $I$ to $j . P_{j}$ and $G_{j}$, with accompanying widths $\sigma_{P}$ and $\sigma_{G}$, are the group and period of the element of atom $j$, respectively. $\xi_{3}\left(d_{i I}, d_{j I}, \theta_{i j}^{I}\right)$ is the scaling function for $A_{3}(I)$ and will be discussed in the next paragraph. Figure 8.2 depicts how $A_{3}(I)$ looks like for the oxygen, carbon, and hydrogen atoms in ethanol. Again, neither elemental smearing is used in the figure ( $\sigma_{P} \rightarrow 0$ and $\sigma_{G} \rightarrow 0$ ), so $A_{3}(I)$ reduces to a two-dimensional function for each element triplet, nor has the scaling function been multiplied in.


Fig. 8.2 Figure taken from Ref. [1]. The three-body term $\left(A_{3}\right)$ for the atomic environments of C , H , and O (circled) in ethanol, as a function of radial $(d)$ and angular $(\theta)$ degrees of freedom. For simplicity, the scaling function is set to unity and elemental smearing is set to zero. It then reduces to a set of two-dimensional distributions, one for each element triplet

### 8.2.4 Scaling Function

As mentioned earlier, the scaling function $\xi_{m}$ is used to weight the importance of the Gaussians based on internal distances and angles. We use power-law scaling throughout this chapter since resulting ML models have been shown to yield numerically accurate results. Inspired by BAML [11] and SLATM [5], we have modified the London dispersion interaction $\xi_{2}\left(d_{i I}\right)=\frac{1}{d_{i I}^{n_{2}}}$ by optimizing the exponent on various data-sets: $n_{2}=4$. For the angular scaling function we rely on the Axilrod-Teller-Muto [13, 14] formula $\xi_{3}\left(d_{i I}, d_{j I}, \theta_{i j}^{I}\right)=\frac{1+3 \cos \left(\theta_{i j}^{I}\right) \cos \left(\theta_{I j}^{i}\right) \cos \left(\theta_{i I}^{j}\right)}{\left(d_{i I} d_{j I} d_{i j}\right)^{n 3}}$ with $n_{3}=2$.

### 8.2.5 Electric Field-Dependent Representation

While any response property, such as atomic forces, chemical potentials, or alchemical derivatives, could be considered, in this chapter we focus on the energy response resulting from an externally applied electric field. This approach can in principle be used as long as the derivative of the QML model predicting the energy with respect to the response operator is non-zero. This is in most cases trivial for forces, since representations that can recover potential energy surfaces already include an explicit dependence on the atomic coordinates. For other properties, this dependency can, for example, be obtained by making the representation dependent on the perturbing field. In this section, we demonstrate this by modifying the FCHL18 representation to be dependent on an external electric field.

While an electric field can be included in the representation in multiple ways, we have chosen to include it via the aforementioned two- and three-body scaling functions. The importance of the features in the representations is weighted by applying appropriate scaling factors to those features. For energies a factor of $\frac{1}{d_{i I}^{n_{2}}}$ is well-suited, since it is expected that atoms that are closer contribute more to the energy. Similarly, we expect atom pairs with large, opposite partial charges to contribute more to the dipole moment compared to pairs of atoms that are close to neutral. Building on this principle, the scaling function for the two-body term is modified (denoted by an asterisk) to include the electric field response:

$$
\begin{equation*}
\xi_{2}^{* I J}=\xi_{2}^{I J}-\epsilon\left(\boldsymbol{\mu}_{I J} \cdot \mathbf{E}\right) \tag{8.2}
\end{equation*}
$$

where $\boldsymbol{\mu}_{I J}$ is the dipole vector due to fictitious partial charges placed on the atoms $I$ and $J$, that is $\mu_{I J}=\mathbf{r}_{I} q_{I}+\mathbf{r}_{J} q_{J}$ with the coordinate system centered in the center of nuclear charge, and $\mathbf{E}$ is an external electric field, and $\epsilon$ is a scaling parameter that balances the two terms in the scaling function. Similarly, the three-body term is modified by including the dipole due to partial charges placed on three atoms $I, J$, and $K$.

$$
\begin{equation*}
\xi_{3}^{* I J K}=\xi_{3}^{I J K}-\epsilon\left(\boldsymbol{\mu}_{I J K} \cdot \mathbf{E}\right) \tag{8.3}
\end{equation*}
$$

where $\mu_{I J K}$ is the dipole due to fictitious partial charges placed on the three atoms, calculated similarly to the two-body dipole, that is $\mu_{I J K}=\mathbf{r}_{I} q_{I}+\mathbf{r}_{J} q_{J}+\mathbf{r}_{K} q_{K}$. The model seems to be insensitive to the exact value of the fictitious partial charges, so long as they qualitatively describe a reasonable interaction with the external field. We have relied on partial charges taken from the Gasteiger charge model [15], but we found that learning curves are quite insensitive with respect to the specific charges used, and therefore we think that any reasonable charge model could be used just as well.

In the absence of an electric field, the kernel elements resulting from the representation with the modified scaling functions are unchanged, but the derivative with respect to the electric field is now non-zero. Furthermore, the kernel elements now can change whenever an electric field is applied. Rotational invariance is preserved since the model outputs a scalar field, any vectorial properties are obtained from the gradient of a scalar quantity. The reader should note that the model does not learn the partial charges of the model nor does it use them as a proxy to learn the dipole moment. Rather, they serve as dummy variables that enforce a physically motivated weighting of the molecular features, allowing the energy (and its responses) to be regressed with improved transferability.

### 8.3 Kernel-Based Regression Model

Many important observables can be formulated as a derivative of the energy. For example, Table 8.1 contains 11 observables that are partial derivatives of the energy with respect to external electric field, external magnetic field, internal magnetic moments, and the nuclear coordinates. These measurable quantities are important in many domains of chemistry, e.g., when used in various types of spectroscopy. The OQML formalism is capable of treating these properties simultaneously. As noted in Ref. [6], many machine learning models struggle to simultaneously describe multiple of these properties accurately. The numerical evidence presented in Sect. 8.4 suggests that it is advantageous to explicitly exploit these linear dependencies within the OQML formalism.

This section presents the general frame work of OQML, and the derivative of the machine learning model of the energy with respect to nuclear coordinates and external electric field. Some modifications to the representation are still necessary in order to be able to treat properties resulting from other vector potentials, such as external magnetic fields and internal magnetic moments.

### 8.3.1 General Response Formalism

In kernel ridge regression (KRR) the energy of a set of molecules, $\mathbf{U}$, is calculated as

$$
\begin{equation*}
\mathbf{U}=\mathbf{K} \boldsymbol{\alpha} \tag{8.4}
\end{equation*}
$$

Table 8.1 The table shows order of derivatives of the energy with respect to the external electric field (E), external magnetic field (B), internal magnetic moments (I), and the nuclear coordinates ( $\mathbf{R}$ ), and their corresponding response properties [16]

| $\mathbf{E}$ | $\mathbf{B}$ | $\mathbf{I}$ | $\mathbf{R}$ | Property |
| :--- | :--- | :--- | :--- | :--- |
| 0 | 0 | 0 | 0 | Energy |
| 1 | 0 | 0 | 0 | Electric dipole moment |
| 0 | 1 | 0 | 0 | Magnetic dipole moment |
| 0 | 0 | 1 | 0 | Hyperfine coupling constant |
| 0 | 0 | 0 | 1 | Molecular (nuclear) gradient |
| 2 | 0 | 0 | 0 | Electric polarizability |
| 0 | 2 | 0 | 0 | Magnetizability |
| 0 | 0 | 2 | 0 | Nuclear spin-spin coupling |
| 0 | 0 | 0 | 2 | Harmonic vibrational frequencies |
| 1 | 0 | 0 | 1 | Infrared absorption intensities |
| 1 | 1 | 0 | 0 | Optical rotation, circular dichroism |
| 0 | 1 | 1 | 0 | Nuclear magnetic shielding |

where $\mathbf{K}$ is the kernel matrix and $\boldsymbol{\alpha}$ is the set of regression coefficients. Most commonly, basis functions are placed on each of the molecules in the training set, such that the kernel matrix $\mathbf{K}$ is a square symmetric matrix.

By extension, a response property $\omega$ with the corresponding response operator $O$ can be calculated by applying the response operator to the energy calculated in Eq. (8.4):

$$
\begin{equation*}
\omega=O[\mathbf{U}] \approx O[\mathbf{K}] \boldsymbol{\alpha} \tag{8.5}
\end{equation*}
$$

The implication of this relation is that a single set of regression coefficients can describe both the energy and the energy response simultaneously. This is similar to the GDML [17] model and Gaussian process regression with covariant kernels [18], with the main difference being the choice of basis functions in the kernel.

This also exploits the fact that the kernel is well-suited for energy learning, which then extends the kernels capability to predict energy responses with higher accuracy, as will be shown later in this chapter.

By training on a set of reference values of $O\left[\mathbf{U}^{\text {ref }}\right]$, the set of regression coefficients can be obtained by minimizing the following Lagrangian:

$$
\begin{gather*}
J(\boldsymbol{\alpha})=\sum_{\gamma} \beta_{\gamma}\left\|O_{\gamma}\left[\mathbf{U}^{\mathrm{ref}}\right]-O_{\gamma}[\mathbf{K} \boldsymbol{\alpha}]\right\|_{L_{2}\left(\Omega_{\gamma}\right)}^{2}  \tag{8.6}\\
\equiv \sum_{\gamma} \beta_{\gamma} \int_{\Omega_{\gamma}}\left[O_{\gamma}\left[\mathbf{U}^{\mathrm{ref}}\right]-O_{\gamma}[\mathbf{K} \boldsymbol{\alpha}]\right]^{T}\left[O_{\gamma}\left[\mathbf{U}^{\mathrm{ref}}\right]-O_{\gamma}[\mathbf{K} \boldsymbol{\alpha}]\right] \tag{8.7}
\end{gather*}
$$

where $\gamma$ denotes the perturbation, so that it is possible to train on multiple response properties simultaneously, and $\beta_{\gamma}$ is a hyperparameter that can balance the weight of the terms. To avoid a very overdetermined regression problem, the set of basis functions can be increased by placing the kernel function on each of the atoms in
the training set. One consequence of this is that the kernel matrix is no longer a square matrix, and Eq. (8.6) cannot be solved by simply inverting the kernel, as is commonly done in KRR and Gaussian Process Regression [19]. The analytical solution to Eq. (8.6) is given by

$$
\begin{equation*}
\boldsymbol{\alpha}=\left[\sum_{\gamma} \beta_{\gamma} \int_{\Omega_{\gamma}} O_{\gamma}[\mathbf{K}]^{T} O_{\gamma}[\mathbf{K}]\right]^{-1}\left[\sum_{\gamma} \beta_{\gamma} \int_{\Omega_{\gamma}} O_{\gamma}\left[\mathbf{U}^{\mathrm{ref}}\right]^{T} O_{\gamma}[\mathbf{K}]\right] \tag{8.8}
\end{equation*}
$$

As an alternative to this normal-equation solution, the regression coefficients can be obtained by using an orthogonal decomposition such as a singular-value (SVD) or a QR decomposition.

Note that the number of training labels in the regression (i.e., the length of $\left.O_{\gamma}\left[\mathbf{U}^{\mathrm{ref}}\right]\right)$ may exceed the number of molecules in the training set, for example, when training a model for force components. Consequently, the training error is non-zero, which is in contrast to conventional KRR where the training error is very small for noise-less data and unique representations.

### 8.3.2 Kernel Derivatives in the Basis of Atomic Environments

Here we introduce the kernel derivatives that correspond to force and dipole moment operators in the basis of kernel functions placed on atomic environment. Firstly, the kernel that correspond to the unperturbed kernel (corresponding to energy learning) is given as

$$
\begin{equation*}
(\mathbf{K})_{i J}=\sum_{I \in i} k\left(q_{J}, q_{I}^{*}\right) \tag{8.9}
\end{equation*}
$$

where $I$ runs over the atoms in the $i$ 'th molecule and $J$ is the index of an atomic environment in the basis.

From this it follows-by taking the derivative-that the kernel elements that correspond to the force, i.e., minus the nuclear gradient operator acting on the kernel, are given by

$$
\begin{equation*}
-\frac{\partial}{\partial x_{I}^{*}}(\mathbf{K})_{I J}=-\sum_{K \in i} \frac{\partial \mathcal{K}\left(q_{J}, q_{K}^{*}\right)}{\partial x_{I}^{*}} \quad \text { where } \quad I \in i \tag{8.10}
\end{equation*}
$$

The kernel elements used to learn dipole moments, corresponding to the kernel's response to the external electric field $\mathbf{E}$, and are given by

$$
\begin{equation*}
-\frac{\partial}{\partial E_{\nu}^{*}}(\mathbf{K})_{i_{v} J}=-\sum_{K \in i} \frac{\partial K\left(q_{J}, q_{K}^{*}\right)}{\partial E_{\nu}^{*}} \quad \text { where } \quad v \in\{x, y, z\} \tag{8.11}
\end{equation*}
$$

Similarly, higher-order kernel derivatives are also possible. For example, the nuclear Hessian kernel is given by

$$
\begin{equation*}
\frac{\partial^{2}}{\partial x_{I^{\prime}}^{*} \partial x_{I}^{*}}(\mathbf{K})_{I^{\prime} I J}=\sum_{K \in i} \frac{\partial \kappa\left(q_{J}, q_{K}^{*}\right)}{\partial x_{I^{\prime}}^{*} \partial x_{I}^{*}} \quad \text { where } \quad I^{\prime}, I \in i \tag{8.12}
\end{equation*}
$$

Lastly, it is also possible to define higher-order, mixed derivatives of the kernel as long as the representation has a response to both perturbations. The kernel that yields the dipole derivatives necessary for the infrared intensities is written as the following mixed second-order derivative:

$$
\begin{array}{r}
\frac{\partial^{2}}{\partial E_{v}^{*} \partial x_{I}^{*}}(\mathbf{K})_{i_{v} I J}=\sum_{K \in i} \frac{\partial \mathcal{K}\left(q_{J}, q_{K}^{*}\right)}{\partial E_{v}^{*} \partial x_{I}^{*}} \\
\quad \text { where } I \in i \text { and } v \in\{x, y, z\} \tag{8.13}
\end{array}
$$

### 8.4 Numerical Results

To measure the predictive power of the representation we now consider learning curves, resulting from using our model on the QM9 data set [20] which was generated from the SMILES strings stored in GDB-17 [21]. QM9 is built up from $\sim 134 \mathrm{k}$ drug-like molecules with up to nine heavy atoms (C, N, O or F) not counting hydrogen, and consists of relaxed structures as well as 13 electronic ground-state properties, obtained using the B3LYP functional in DFT. We begin by examining how well the model can predict atomization energies. The learning curves of FCHL18 based KRR models are shown in Fig. 8.3, and show plausible trends and

Fig. 8.3 Learning curves of atomization energies form the QM9 dataset, resulting from including the first, second, and third order terms in the representation $\left(\mathcal{A}_{m}\right.$, $m=1,2,3$ )

behavior: Including only the first-order term (amounting to stoichiometry) yields hardly any improvement beyond 100 training instances. This is not surprising, since the dataset contains conformational as well as compositional degrees of freedom, making this model incapable of distinguishing structures beyond their elemental composition. Including second-order terms drastically improves the off-set and the learning rate. Inclusion of three-body effects results in further lowering of the learning curve, reaching chemical accuracy $(\sim 0.05 \mathrm{eV})$ already for training set sizes with $\sim 1000$ molecules. Such physics based understanding and control of learning efficiency is expected to be important when dealing with data scarce problems where the quantum reference calculations are very costly.

Figure 8.4 provides a comparison of FCHL based QML models to various alternative representations and regressors (including neural networks). Overall, KRR based models appear to outperform neural networks. And structural distribution based representations, such as SOAP, (a)SLATM, and FCHL fare most favorably.

As demonstrated above, QML models with the FCHL representation can easily reach chemical accuracy for energetic properties with small training set sizes. However, as pointed out in Ref. [6] it can be very difficult for QML models to reach chemical accuracy for certain properties, even when the QML model shows very promising learning for extensive properties such as the energy. The reason for the difference in learning rates can be visualized by employing kernel principal


Fig. 8.4 Performance overview of various QML models published ever since Ref. [22]. Prediction errors of atomization energies in the QM9 [20] are shown as a function of training set size. The QML models included differ solely by representation, model architecture, and training/test set and cross-validation details. They correspond to CM [22], BOB [23], BAML [11], HDAD [6], constant size [24], DTNN [25], (a)SLATM [26], SOAP [2], enn [27], MTM [28], MBD [29], NN [30], HIP-NN [31], SchNet [32], Wavelet [33], and FCHL [1]


Fig. 8.5 Visualization of the two first kernel principal components of a kernel for 1000 randomly selected QM9 molecules [20], calculated with the FCHL representation [1]. Each dot corresponds to one molecule. In (a) the molecules are colored by their DFT atomization energy, showing how the kernel correlates well with the energy of the molecules. In (b) the same molecules are colored by their dipole norm which correlates worse with the kernel principal components, compared to the energy $i(\mathbf{a})$, which causes a slower learning rate for the dipole norm
component analysis (PCA). An example is illustrated in Fig. 8.5, where a kernel PCA is performed for the FCHL kernel for 1000 randomly selected QM9 molecules with the elements HCNO. The first principal component for this kernel roughly correspond to the number of atoms in a molecule, while the second principal component further separates the molecules by chemical composition.

The smooth and monotonic changes in color suggest that this kernel allows the regressor to easily interpolate energies between the training points, as seen in Fig. 8.5a. By contrast, when it comes to dipole moments, the coloring of the same components is much less monotonic, as seen in Fig. 8.5b. The result is that the kernel is well-suited for learning the energy directly, as demonstrated by steep learning
curves, while a comparatively slow learning rate is obtained for intensive response properties, such as the dipole moment [6].

### 8.4.1 Dipole Learning for QM9 Molecules

As alluded to before, the OQML formalism can now be used to greatly improve learning rates of molecular dipole norms. Here we compare a standard KRR approach to learning the dipole norms of the molecules in the QM9 dataset [20], obtained using DFT for the GDB-9 subset in GDB-17 [21], with the OQML approach introduced in Ref. [7], and outlined above. In order to quantify the improvement, two machines have been trained, one using conventional KRR trained directly on the QM9 dipole norms, the other using our response formalism trained on the dipole moment components of the same molecules.

The resulting learning curves for the two models are displayed in Fig. 8.6. As previously observed [6], the learning rate for most KRR models is rather poor, even for models that work well for energy learning. The same is true for a KRR model with the FCHL representation [1]. Even at 10,000 training molecules, the MAE on out-of-sample dipole norms is far from chemical accuracy and at almost 0.6 Debye. However, the machine trained on the energy response using the OQML formalism shows a substantial increase in learning rate. Around $20 \times$ less data is required to reach the same accuracy [7].


Fig. 8.6 The figure displays learning curves of the dipole norm of molecules in the QM9 dataset. The mean absolute error for the predicted dipole norms is plotted against the size of the training set. The two models are trained on either the dipole norms directly using conventional kernel ridge regression (KRR), or the dipole vectors using the operator quantum machine learning (OQML) approach described in this chapter. Despite using the same representation for both models, the OQML approach requires about $20 \times$ less data to reach the same accuracy compared to KRR

### 8.5 Outlook

We have discussed the FCHL representation and the generalization of KRR based QML models to account for response properties through Operator based QML. While there are still many improvements to be made, we consider these two developments to represent is a significant steps forward towards the general QML philosophy, as also recently discussed in Ref. [34]. For example, we only investigated the use of response operator on kernel-based models. However, OQML can in principle be applied to any differentiable regression model, including neural networks, which already have been proven to be well-suited for multitask learning [35, 36]. Furthermore, we only tested the formalism on dipole moment and forces, and only trained the model on one of them at a time. Training on multiple response properties simultaneously, as well as studying the formalism on other properties will be part of future work.
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# Physical Extrapolation of Quantum Observables by Generalization with Gaussian Processes 

R. A. Vargas-Hernández and R. V. Krems


#### Abstract

For applications in chemistry and physics, machine learning is generally used to solve one of three problems: interpolation, classification or clustering. These problems use information about physical systems in a certain range of parameters or variables in order to make predictions at unknown values of these variables within the same range. The present work illustrates the application of machine learning to prediction of physical properties outside the range of the training parameters. We define 'physical extrapolation' to refer to accurate predictions $y\left(\boldsymbol{x}^{*}\right)$ of a given physical property at a point $\boldsymbol{x}^{*}=\left[x_{1}^{*}, \ldots, x_{\mathcal{D}}^{*}\right]$ in the $\mathcal{D}$ dimensional space, if, at least, one of the variables $x_{i}^{*} \in\left[x_{1}^{*}, \ldots, x_{\mathcal{D}}^{*}\right]$ is outside of the range covering the training data. We show that Gaussian processes can be used to build machine learning models capable of physical extrapolation of quantum properties of complex systems across quantum phase transitions. The approach is based on training Gaussian process models of variable complexity by the evolution of the physical functions. We show that, as the complexity of the models increases, they become capable of predicting new transitions. We also show that, where the evolution of the physical functions is analytic and relatively simple (one example considered here is $a+b / x+c / x^{3}$ ), Gaussian process models with simple kernels already yield accurate generalization results, allowing for accurate predictions of quantum properties in a different quantum phase. For more complex problems, it is necessary to build models with complex kernels. The complexity of the kernels is increased using the Bayesian Information Criterion (BIC). We illustrate the importance of the BIC by comparing the results with random kernels of various complexity. We discuss strategies to minimize


[^16]overfitting and illustrate a method to obtain meaningful extrapolation results without direct validation in the extrapolated region.

### 9.1 Introduction

As described throughout this book, machine learning has in recent years become a powerful tool for physics research. A large number of machine learning applications in physics can be classified as supervised learning, which aims to build a model $\mathcal{F}(\cdot)$ of the $\boldsymbol{x} \mapsto y$ relation, given a finite number of $\boldsymbol{x}_{i} \mapsto y_{i}$ pairs. Here, $\boldsymbol{x}$ is a vector of (generally multiple) parameters determining the physical problem of interest and $y$ is a physics result of relevance. For example, $\boldsymbol{x}$ could be a vector of coordinates specifying the positions of atoms in a polyatomic molecule and $y$ the potential energy of the molecule calculated by means of a quantum chemistry method [111]. In this case, $\mathcal{F}(\boldsymbol{x})$ is a model of the potential energy surface constructed based on $n$ energy calculations $\boldsymbol{y}=\left(y_{1}, \ldots, y_{n}\right)^{\top}$ at $n$ points $\boldsymbol{x}_{i}$ in the configuration space of the molecule. To give another example, $\boldsymbol{x}$ could represent the parameters entering the Hamiltonian of a complex quantum system (e.g., the tunnelling amplitude, the on-site interaction strength and/or the inter-site interaction strength of an extended Hubbard model) and $y$ some observable such as the energy of the system. Trained by a series of calculations of the observable at different values of the Hamiltonian parameters, $\mathcal{F}(\boldsymbol{x})$ models the dependence of the observable on the Hamiltonian parameters [12-44], which could be used to map out the phase diagram of the corresponding system.

The ability of a machine learning model to predict previously unseen data is referred to as 'generalization'. These previously unseen data must usually come from the same distribution as the training data, but may also come from a different distribution. Most of the applications of machine learning in physics aim to make predictions within the range of training data. In the present work, we discuss a method for building machine learning models suitable for physical extrapolation. We define 'physical extrapolation' to refer to accurate predictions $y\left(\boldsymbol{x}^{*}\right)$ of a given physical property at a point $\boldsymbol{x}^{*}=\left[x_{1}^{*}, \ldots, x_{\mathcal{D}}^{*}\right]$ in the $\mathcal{D}$-dimensional input space, if, at least, one of the variables $x_{i}^{*} \in\left[x_{1}^{*}, \ldots, x_{\mathcal{D}}^{*}\right]$ is outside of the range covering the training data. Thus, in the present work, the training data and test data distributions are necessarily separated in input space. We will refer to the predictions of machine learning models as generalization and the physical problems considered here as extrapolation.

Our particular goal is to extrapolate complex physical behaviour without a priori knowledge of the physical laws governing the evolution of the system. For this purpose, we consider a rather challenging problem: prediction of physical properties of complex quantum systems with multiple phases based on training data entirely in one phase. The main goal of this work is schematically illustrated in Fig. 9.1. We aim to construct the machine learning models that, when trained by the calculations or experimental measurements within one of the Hamiltonian phases (encircled region in Fig. 9.1), are capable of predicting the physical properties of the system in the

Fig. 9.1 Schematic diagram of a quantum system with three phases. The goal of the present work is to predict both of the phase transitions based on information about the properties of the system in the encircled region of phase I

other phases. Of particular interest is the prediction of the phase transitions, which are often challenging to find with rigorous quantum calculations.

This problem is challenging because the wave functions of the quantum systems-as well as the physical observables characterizing the phases-undergo sharp changes at the phase transitions. Most of the machine learning models used for interpolation/fitting are, however, smooth functions of $\boldsymbol{x}$. So, how can one construct a machine learning model that would capture the sharp and/or discontinuous variation of the physical properties? The method discussed here is based on the idea put forward in our earlier work [45].

We assume that the properties of a physical system within a given phase contain information about multiple transitions and that, when a system approaches a phase transition, the properties must change in a way that is affected by the presence of the transition as well as the properties in the other phase(s). In addition, a physical system is often characterized by some properties that vary smoothly through the transition. The goal is then to build a machine learning model that could be trained by such properties within a given phase, make a prediction of these properties in a different phase and predict the properties that change abruptly at the transition from the extrapolated properties. We will use Gaussian processes to build such models.

### 9.1.1 Organization of This Chapter

The remainder of this chapter is organized as follows. The next section describes the quantum problems considered here. Understanding the physics of these problems is not essential for understanding the contents of this chapter. The main purpose of Sect. 9.2 is to introduce the notation for the physical problems discussed here. These problems are used merely as examples. Section 9.3 briefly discusses the application of Gaussian process regression for interpolation in multi-dimensional spaces, mainly to set the stage and define the notation for the subsequent discussion. Section 9.4 describes the extension of Gaussian process models to the extrapolation problem. Section 9.5 presents the results and Sect. 9.6 concludes the present chapter.

We will abbreviate 'Gaussian process' as GP, 'Artificial Neural Network' as NN and 'machine learning' as ML throughout this chapter.

### 9.2 Quantum Systems

In this section, we describe the quantum systems considered in the present work. In general, we consider a system described by the Hamiltonian $\hat{H}=\hat{H}(\Gamma)$ that depends on a finite number of free parameters $\Gamma=\{\alpha, \beta, \ldots\}$. The observables depend on these Hamiltonian parameters as well as the intrinsic variables $V=\left\{v_{1}, v_{2}, \ldots\right\}$ such as the total linear momentum for few-body systems or thermodynamic variables for systems with a large number of particles. The set $\Gamma+V$ comprises the independent variables of the problems considered here. The ML models $\mathcal{F}$ will be functions of $\Gamma+V$.

More specifically, we will illustrate the extrapolation method using two completely different quantum models: the lattice polaron model and the mean-field Heisenberg model.

### 9.2.1 Lattice Polarons

The lattice polaron model describes low-energy excitations of a quantum particle hopping on a lattice coupled to the bosonic field provided by lattice phonons. We consider a quantum particle (often referred to as the 'bare' particle) in a onedimensional lattice with $N \rightarrow \infty$ sites coupled to a phonon field:

$$
\begin{equation*}
\mathcal{H}=\sum_{k} \epsilon_{k} c_{k}^{\dagger} c_{k}+\sum_{q} \omega_{q} b_{q}^{\dagger} b_{q}+V_{\mathrm{e}-\mathrm{ph}} \tag{9.1}
\end{equation*}
$$

where $c_{k}$ and $b_{q}$ are the annihilation operators for the bare particle with momentum $k$ and phonons with momentum $q, \epsilon_{k}=2 t \cos (k)$ is the energy of the bare particle and $\omega_{q}=\omega=$ const is the phonon frequency. The particle-phonon coupling is chosen to represent a combination of two qualitatively different polaron models:

$$
\begin{equation*}
V_{\mathrm{e}-\mathrm{ph}}=\alpha H_{1}+\beta H_{2}, \tag{9.2}
\end{equation*}
$$

where

$$
\begin{equation*}
H_{1}=\sum_{k, q} \frac{2 i}{\sqrt{N}}[\sin (k+q)-\sin (k)] c_{k+q}^{\dagger} c_{k}\left(b_{-q}^{\dagger}+b_{q}\right) \tag{9.3}
\end{equation*}
$$

describes the Su-Schrieffer-Heeger (SSH) [46] particle-phonon coupling, and

$$
\begin{equation*}
H_{2}=\sum_{k, q} \frac{2 i}{\sqrt{N}} \sin (q) c_{k+q}^{\dagger} c_{k}\left(b_{-q}^{\dagger}+b_{q}\right) \tag{9.4}
\end{equation*}
$$

is the breathing-mode model [47]. We will focus on two specific properties of the polaron in the ground state: the polaron momentum and the polaron effective mass. The ground state band of the model (9.1) represents polarons whose effective mass and ground-state momentum are known to exhibit two sharp transitions as the ratio $\alpha / \beta$ increases from zero to large values [48]. At $\alpha=0$, the model (9.1) describes breathing-mode polarons, which have no sharp transitions [49]. At $\beta=0$, the model (9.1) describes SSH polarons, whose effective mass and ground-state momentum exhibit one sharp transition in the polaron phase diagram [46]. At these transitions, the ground-state momentum and the effective mass of the polaron change abruptly.

### 9.2.2 The Heisenberg Model

The second model we consider here is the Heisenberg model

$$
\begin{equation*}
H=-\frac{J}{2} \sum_{\langle i, j\rangle} \mathbf{S}_{i} \cdot \mathbf{S}_{j} \tag{9.5}
\end{equation*}
$$

This model describes a lattice of interacting quantum spins $S_{i}$, which-depending on the strength of the interaction $J$-can be either aligned in the same direction (ferromagnetic phase) or oriented randomly leading to zero net magnetization (paramagnetic phase). The parameter $J$ is the amplitude of the interaction and the $\langle.$.$\rangle brackets indicate that the interaction is non-zero only between nearest-neighbour$ spins.

Within a mean-field description, this many-body quantum system has free-energy density $[50,51]$

$$
\begin{equation*}
f(T, m) \approx \frac{1}{2}\left(1-\frac{T_{c}}{T}\right) m^{2}+\frac{1}{12}\left(\frac{T_{c}}{T}\right)^{3} m^{4} \tag{9.6}
\end{equation*}
$$

where $m$ is the magnetization, $T$ is the temperature and $T_{c}$ is the critical temperature of the phase transition. At temperatures $T>T_{c}$, the model yields the paramagnetic phase, while $T<T_{c}$ corresponds to the ferromagnetic phase. The main property of interest here will be the order parameter. This property undergoes a sharp change at the critical temperature of the paramagnetic-ferromagnetic phase transition.

### 9.3 Gaussian Process Regression for Interpolation

The purpose of GP regression is to make a prediction of some quantity $y$ at an arbitrary point $\boldsymbol{x} \in\left[\boldsymbol{x}_{\min }, \boldsymbol{x}_{\text {max }}\right]$ of a $\mathcal{D}$-dimensional space, given a finite number of values $\boldsymbol{y}=\left(y_{1}, \ldots, y_{n}\right)^{\top}$, where $y_{i}$ is the value of $y$ at $\boldsymbol{x}_{i}$. Here, $\boldsymbol{x}_{i}$ is a $\mathcal{D}$-dimensional vector specifying a particular position in the input space and it is assumed that the values $\boldsymbol{x}_{i}$ sample the entire range $\left[\boldsymbol{x}_{\mathrm{min}}, \boldsymbol{x}_{\mathrm{max}}\right.$ ]. If the training data are noiseless (as often will be the case for data coming from the solutions of physical equations), it is assumed that $y$ is represented by a continuous function $f$ that passes through the points $y_{i}$, so the vector of given results is $\boldsymbol{y}=\left(f\left(\boldsymbol{x}_{1}\right), \ldots, f\left(\boldsymbol{x}_{n}\right)\right)^{\top}$. The goal is thus to infer the function $f(\boldsymbol{x})$ that interpolates the points $y_{i} \equiv f\left(x_{i}\right)$. The values $y_{i}$ in the vector $\boldsymbol{y}$ represent the 'training data'.

GPs infer a distribution over functions $p(f \mid \boldsymbol{y})$ given the training data, as illustrated in Fig. 9.2. The left panel of Fig. 9.2 shows an example of the GP prior, i.e. the GP before the training. The right panel shows the GP conditioned by the training data (red dots). The GP is characterized by a mean function $\boldsymbol{\mu}(\boldsymbol{x})$ and covariance $\Sigma(\boldsymbol{x})$. The matrix elements of the covariance are defined as $\Sigma_{i j}=k\left(\boldsymbol{x}_{i}, \boldsymbol{x}_{j}\right)$, where $k(\cdot, \cdot)$ is a positively defined kernel function.

It is possible to derive the closed-form expressions for the conditional mean and variance of a GP [52], yielding

$$
\begin{align*}
& \mu\left(\boldsymbol{x}_{*}\right)=K\left(\boldsymbol{x}_{*}, \boldsymbol{x}\right)^{\top}\left[K(\boldsymbol{x}, \boldsymbol{x})+\sigma_{n}^{2} I\right]^{-1} \boldsymbol{y}  \tag{9.7}\\
& \sigma\left(\boldsymbol{x}_{*}\right)=K\left(\boldsymbol{x}_{*}, \boldsymbol{x}_{*}\right)-K\left(\boldsymbol{x}_{*}, \boldsymbol{x}\right)^{\top}\left[K(\boldsymbol{x}, \boldsymbol{x})+\sigma_{n}^{2} I\right]^{-1} K\left(\boldsymbol{x}_{*}, \boldsymbol{x}\right), \tag{9.8}
\end{align*}
$$

where $\boldsymbol{x}_{*}$ is a point in the input space where the prediction $\boldsymbol{y}_{*}$ is to be made; $K(\boldsymbol{x}, \boldsymbol{x})$ is the $n \times n$ square matrix with the elements $K_{i, j}=k\left(\boldsymbol{x}_{i}, \boldsymbol{x}_{j}\right)$ representing


Fig. 9.2 Left: Gaussian process prior (grey curves). Right: Gaussian process (grey curves) conditioned by the training data (red dots). The green curve represents the mean of the GP posterior
the covariance between $y\left(\boldsymbol{x}_{i}\right)$ and $y\left(\boldsymbol{x}_{j}\right)$. The elements $k\left(\boldsymbol{x}_{i}, \boldsymbol{x}_{j}\right)$ are represented by the kernel function. Equation (9.7) can then be used to make the prediction of the quantity $y$ at point $x^{*}$, while Eq. (9.8) can be used to define the error of the prediction.

In this work, the GP models are trained by the results of quantum mechanical calculations. For the case of the polaron models considered here,

$$
\begin{array}{r}
\boldsymbol{x}_{i} \Rightarrow \text { polaron momentum } K, \text { Hamiltonian parameter } \alpha, \\
\text { Hamiltonian parameter } \beta, \text { phonon frequency } \omega\} .
\end{array}
$$

For the case of the Heisenberg model considered here,

$$
\boldsymbol{x}_{i} \Rightarrow\{\text { Temperature } T, \text { magnetization } m\}
$$

As already mentioned, $\boldsymbol{y} \Rightarrow f(\boldsymbol{x})$ is a vector of quantum mechanics results at the values of the parameters specified by $\boldsymbol{x}_{i}$. For the case of the polaron models considered here, $\boldsymbol{y} \Rightarrow$ polaron energy $E$. For the case of the Heisenberg model considered here, $\boldsymbol{y} \Rightarrow$ free energy density.

To train a GP model, it is necessary to assume some analytic form for the kernel function $k(\cdot, \cdot)$. In the present work, we will use the following analytic forms for the kernel functions:

$$
\begin{align*}
k_{\mathrm{LIN}}\left(\boldsymbol{x}_{i}, \boldsymbol{x}_{j}\right)= & \boldsymbol{x}_{i}^{\top} \boldsymbol{x}_{j}+\ell  \tag{9.9}\\
k_{\mathrm{RBF}}\left(\boldsymbol{x}_{i}, \boldsymbol{x}_{j}\right)= & \exp \left(-\frac{1}{2} r^{2}\left(\boldsymbol{x}_{i}, \boldsymbol{x}_{j}\right)\right)  \tag{9.10}\\
k_{\mathrm{MAT}}\left(\boldsymbol{x}_{i}, \boldsymbol{x}_{j}\right)= & \left(1+\sqrt{5} r\left(\boldsymbol{x}_{i}, \boldsymbol{x}_{j}\right)+\frac{5}{3} r^{2}\left(\boldsymbol{x}_{i}, \boldsymbol{x}_{j}\right)\right) \\
& \times \exp \left(-\sqrt{5} r\left(\boldsymbol{x}_{i}, \boldsymbol{x}_{j}\right)\right)  \tag{9.11}\\
k_{\mathrm{RQ}}\left(\boldsymbol{x}_{i}, \boldsymbol{x}_{j}\right)= & \left(1+\frac{\left|\boldsymbol{x}_{i}-\boldsymbol{x}_{j}\right|^{2}}{2 \alpha \ell^{2}}\right)^{-\alpha} \tag{9.12}
\end{align*}
$$

where $r^{2}\left(\boldsymbol{x}_{i}, \boldsymbol{x}_{j}\right)=\left(\boldsymbol{x}_{i}-\boldsymbol{x}_{j}\right)^{\top} \times M \times\left(\boldsymbol{x}_{i}-\boldsymbol{x}_{j}\right)$ and $M$ is a diagonal matrix with different length-scales $\ell_{d}$ for each dimension of $\boldsymbol{x}_{i}$. The unknown parameters of these functions are found by maximizing the log marginal likelihood function,

$$
\begin{equation*}
\log p(\boldsymbol{y} \mid \boldsymbol{X}, \boldsymbol{\theta})=-\frac{1}{2} \boldsymbol{y}^{\top} K^{-1} \boldsymbol{y}-\frac{1}{2} \log |K|-\frac{n}{2} \log (2 \pi), \tag{9.13}
\end{equation*}
$$

where $\boldsymbol{\theta}$ denotes collectively the parameters of the analytical function for $k(\cdot, \cdot)$ and $|K|$ is the determinant of the matrix $K . \boldsymbol{X}$ is known as the design matrix and contains the training points, $\left\{\boldsymbol{x}_{i}\right\}_{i=1}^{N}$. Given the kernel functions thus found, Eq. (9.7) is a GP model, which can be used to make a prediction by interpolation.

### 9.3.1 Model Selection Criteria

As Eq. (9.7) clearly shows, the GP models with different kernel functions will generally have a different predictive power. In principle, one could use the marginal likelihood as a metric to compare models with different kernels. However, different kernels have different numbers of free parameters and the second term of Eq. (9.13) directly depends on the number of parameters in the kernel. This makes the log marginal likelihood undesirable to compare kernels of different complexity.

As shown in Ref. [53], a better metric could be the Bayesian information criterion (BIC) defined as

$$
\begin{equation*}
\operatorname{BIC}\left(\mathcal{M}_{i}\right)=\log p\left(\boldsymbol{y} \mid \boldsymbol{x}, \hat{\boldsymbol{\theta}}, \mathcal{M}_{i}\right)-\frac{1}{2}\left|\mathcal{M}_{i}\right| \log n, \tag{9.14}
\end{equation*}
$$

where $\left|\mathcal{M}_{i}\right|$ is the number of kernel parameters of the kernel $\mathcal{M}_{i}$. In this equation, $p\left(\boldsymbol{y} \mid \boldsymbol{x}, \hat{\boldsymbol{\theta}}, \mathcal{M}_{i}\right)$ is the marginal likelihood for the optimized kernel $\hat{\boldsymbol{\theta}}$ which maximizes the logarithmic part. The assumption-one that will be tested in the present work for physics applications-is that more physical models have a larger BIC. The last term in Eq. (9.14) penalizes kernels with a larger number of parameters. The optimal BIC will thus correspond to the kernel yielding the largest value of the log marginal likelihood function with the fewest number of free parameters.

### 9.4 Physical Extrapolation by Generalization with Gaussian Processes

As shown Refs. [54, 55], one can use the BIC to increase the generalization power of GP models. The approach proposed in Refs. [54,55] aims to build up the complexity of kernels, starting from the simple kernels (9.9)-(9.13), using a greedy search algorithm guided by the values of the BIC. Here, we employ this algorithm to extrapolate the quantum properties embodied in lattice models across phase transitions.

### 9.4.1 Learning with Kernel Combinations

The approach adopted here starts with the simple kernels (9.9)-(9.13). For each of the kernels, a GP model is constructed and the BIC is calculated. The kernel corresponding to the highest BIC is then selected as the best kernel. We will refer
to such kernel as the 'base' kernel and denote it by $k_{0}$. The base kernel is then combined with each of the kernels (9.9)-(9.13). The new 'combined' kernels are chosen to be either of the sum form

$$
\begin{equation*}
c_{0} k_{0}+c_{i} k_{i} \tag{9.15}
\end{equation*}
$$

or of the product form

$$
\begin{equation*}
c_{i} \times k_{0} \times k_{i}, \tag{9.16}
\end{equation*}
$$

where $c_{0}$ and $c_{i}$ are treated as independent constants to be found by the maximization of the log marginal likelihood. The GP models with each of the new kernels are constructed and the BIC values are calculated. The kernel of the model with the largest BIC is then chosen as $k_{0}$ and the process is iterated. We thus have an 'optimal policy' algorithm [56] that selects the kernel assumed optimal based on the BIC at every step in the search.

We note that a similar procedure could be used to improve the accuracy of GP models for the interpolation problems. We have done this in one of our recent articles [57], where GP models were used to construct a six-dimensional potential energy surface for a chemically reactive complex with a very small number of training points. In the case of interpolation problems, it may also be possible to use crossvalidation for kernel selection [58]. Cross-validation could also be applied to kernel selection for the extrapolation problems. We have not attempted to do this in the present work. We will compare the relative performance of the validation error and the BIC as the kernel selection metric in a future work.

### 9.5 Extrapolation of Quantum Properties

In this section, we present the results illustrating the performance of the algorithm described above for the prediction of the quantum properties of complex systems outside the range of the training data. Our particular focus is on predicting properties that undergo a sharp variation or discontinuity at certain values of the Hamiltonian parameters. Such properties cannot be directly modelled by GPs because the mean of a GP is a smooth, differentiable function.

The main idea [45] is to train a GP model with functions (obtained from the solutions of the Schrödinger equation) that vary smoothly across phase transitions and derive the properties undergoing sharp changes from such smoothly varying function. We thus expect this procedure to be generally applicable to extrapolation across second-order phase transitions. Here, we present two examples to illustrate this. The particular focus of the discussion presented below is on how the method converges to the accurate predictions as the complexity of the kernels increases.

### 9.5.1 Extrapolation Across Sharp Polaron Transitions

As discussed in Sect. 9.2, the Hamiltonian describing a quantum particle coupled to optical phonons through a combination of two couplings defined by Eq. (9.2) yields polarons with unusual properties. In particular, it was previously shown [48] that the ground-state momentum of such polarons undergoes two sharp transitions as the ratio $\alpha / \beta$ in Eq. (9.2) as well as the parameter $\lambda=2 \alpha^{2} / t \hbar \omega$ are varied. The dimensionless parameter $\lambda$ is defined in terms of the bare particle hopping amplitude $t$ and the phonon frequency $\omega$. It quantifies the strength of coupling between the bare particle and the phonons. One can thus calculate the ground-state momentum or the effective mass of the polaron as a function of $\lambda$ and $\alpha / \beta$. The values of $\lambda$ and $\alpha / \beta$, where the polaron momentum and effective mass undergo sharp changes, separate the 'phases' of the Hamiltonian (9.1).

The GP models are trained by the polaron energy dispersions (i.e. the full curves of the dependence of the polaron energy on the polaron momentum) at different values of $\lambda, \alpha$ and $\beta$. These models are then used to generalize the full energy dispersions to values of $\lambda, \alpha$ and $\beta$ outside the range of the training data and the momentum of the polaron with the lowest energy is calculated from these dispersion curves. The results are shown in Fig. 9.3. Each of the white dots in the phase diagrams depicted specifies the values of $\alpha, \beta$ and $\lambda$, for which the polaron dispersions were calculated and used as the training data. One can thus view the resulting GP models as four-dimensional, i.e. depending on $\alpha, \beta, \lambda$ and the polaron momentum.

Figure 9.3 illustrates two remarkable results:

- The left panel illustrates that the GP models are capable of predicting multiple new phase transitions by using the training data entirely in one single phase.


Fig. 9.3 Adapted with permission from Ref. [45], Copyright © APS, 2018. The polaron groundstate momentum $K_{G S}$ for the mixed model (9.1) as a function of $\beta / \alpha$ for $\lambda=2 \alpha^{2} / t \hbar \omega$. The colour map is the prediction of the GP models. The curves are the quantum calculations from Ref. [48]. The models are trained by the polaron dispersions at the parameter values indicated by the white dots. The optimized kernel combination is $\left(k_{\mathrm{MAT}}+k_{\mathrm{RBF}}\right) \times k_{\mathrm{LIN}}$ (left panel) and $\left(k_{\text {MAT }} \times k_{\mathrm{LIN}}+k_{\mathrm{RBF}}\right) \times k_{\mathrm{LIN}}$ (right panel)

This proves our conjecture [45] that the evolution of physical properties with the Hamiltonian parameters in a single phase contains information about multiple phases and multiple phase transitions.

- While perhaps less surprising, the right panel illustrates that the accuracy of the predictions increases significantly and the predictions of the phase transitions become quantitative if the models are trained by data in two phases. The model illustrated in this panel extrapolates the polaron properties from high values of $\lambda$ to low values of $\lambda$. Thus, the extrapolation becomes much more accurate if the models are trained by data in multiple phases.

In the following section we analyse how the kernel selection algorithm described in Ref. [45] and briefly above arrives at the models used for the predictions in Fig. 9.3.

### 9.5.2 Effect of Kernel Complexity

Figure 9.4 illustrates the performance of the models with kernels represented by a simple addition of two simple kernels, when trained by the data in two phases, as in the right panel of Fig. 9.3. The examination of this figure shows that the generalization accuracy, including the prediction of the number of the transitions, is sensitive to the kernel combination. For example, the models with the combination of the RBF and LIN kernels do not predict any transitions. Most of the other kernel combinations predict only one of the two transitions. Remarkably, the combination of two RBF kernels already leads to the appearance of the second transition, and allows the model to predict the location of the first transition quite accurately. The combination of Figs. 9.3 and 9.4 thus illustrates that the BIC is a meaningful metric to guide the kernel selection algorithm, as it rules out many of the kernels leading to incorrect phase diagrams shown in Fig. 9.4. The results in Fig. 9.4 also raise the question, how many combinations are required for kernels to allow quantitative predictions?

To answer this question, we show in Figs. 9.5 and 9.6 the convergence of the phase diagrams to the results in Fig. 9.3 with the number of iterations in the kernel selection algorithm. We use the following notation to label the figure panels: GPL$X$, where $X$ is the number of iteration. Thus, $X=0$ corresponds to level zero of the kernel selection algorithm, i.e. GPL-0 is the phase diagram predicted by the model with the single simple kernel leading to the highest BIC. Level $X=1$ corresponds to kernels constructed as the simple combinations (9.15) or (9.16). Level $X=2$ corresponds to kernels of the form (9.15) or (9.16), where $k_{i}$ is a combination of two kernels. As can be seen from Figs. 9.5 and 9.6 , level $X=2$ and $X=3$ produce kernels with sufficient complexity for accurate predictions.

It must be noted that increasing the complexity of the kernels further (by increasing $X$ ) often decreases the accuracy of the predictions. This is illustrated in Fig. 9.7. We assume that this happens either due to overfitting or because the kernels become so complex that it is difficult to optimize them and the maximization of the $\log$ marginal likelihood gets stuck in a local maximum. To overcome this problem,


Fig. 9.4 The polaron ground-state momentum $K_{G S}$ for the mixed model (9.1) as a function of $\beta / \alpha$ for $\lambda=2 \alpha^{2} / t \hbar \omega$. The black dashed curves are the calculations from Ref. [48]. The colour map is the prediction of the GP models with the fully optimized kernels. The models are trained by the polaron dispersions at the parameter values indicated by the black dots. The different kernels considered here are all possible pairwise additions (9.15) of two simple kernels from the family of kernels ( $k_{\mathrm{MAT}}, k_{\mathrm{RQ}}$ and $k_{\mathrm{RBF}}$ )
one needs to optimize kernels multiple times starting from different conditions (either different sets of training data or different initial kernel parameters) and stop increasing the complexity of kernels when the optimization produces widely different results. Alternatively, the models could be validated by a part of the training data and the complexity of the kernels must be stopped at level $X$ that corresponds to the minimal validation error, as often done to prevent overfitting with NNs [59].

### 9.5.3 Extrapolation Across Paramagnetic-Ferromagnetic Transition

In this section, we discuss the Heisenberg spin model described by the lattice Hamiltonian

$$
\begin{equation*}
\mathcal{H}=-\frac{J}{2} \sum_{\langle i, j\rangle} \mathbf{S}_{i} \cdot \mathbf{S}_{j}, \tag{9.17}
\end{equation*}
$$



Fig. 9.5 Adapted from the supplementary material of Ref. [45]. Improvement of the phase diagram shown in Fig. 9.3 (upper panel) with the kernel complexity increasing as determined by the algorithm described in Sect. 9.4.1. The panels correspond to the optimized kernels GPL0 (upper left), GPL-1 (upper right), GPL-2 (lowest panel), where "GPL- $X$ " denotes the optimal kernel obtained after $X$ depth levels
where $\langle i, j\rangle$ only account for nearest-neighbour interactions between different spins $\mathbf{S}_{i}$. The free energy of the system can be calculated within the mean-field approximation to yield

$$
\begin{equation*}
f(T, m) \approx \frac{1}{2}\left(1-\frac{T_{c}}{T}\right) m^{2}+\frac{1}{12}\left(\frac{T_{c}}{T}\right)^{3} m^{4}, \tag{9.18}
\end{equation*}
$$

where $m$ is the magnetization and $T_{c}=1.25$ is the critical temperature of the phase transition between the paramagnetic ( $T>T_{c}$ ) and ferromagnetic ( $T<T_{c}$ ) phase.

We train GP models by the entire free-energy curves at temperatures far above $T_{c}$. The free-energy curves are then predicted by the extrapolation models at temperatures decreasing to the other side of the transition. The order parameter $m_{0}$-defined as the value of magnetization that minimizes free energy-is then computed from the extrapolated predictions. The results are shown in Fig. 9.8.

As evident from Eq. (9.18), the free-energy curves have an analytic dependence on temperature $T$ so this is a particularly interesting case for testing the generalization models. Can the kernel selection algorithm adopted here converge to a


Fig. 9.6 Adapted from the supplementary material of Ref. [45]. Improvement of the phase diagram shown in Fig. 9.3 (lower panel) with the kernel complexity increasing as determined by the algorithm depicted in Sect. 9.4.1. The panels correspond to the optimized kernels GPL-0 (upper left), GPL-1 (upper right), GPL-2 (lower left), GPL-3 (lower right), where "GPL- $X$ " denotes the optimal kernel obtained after $X$ depth levels
model that will describe accurately the analytic dependence of the free energy (9.18) as well as the order parameter derived from it? We find that the temperature dependence of Eq. (9.18) can be rather well captured and accurately generalized by a model already with one simple kernel! However, this kernel must be carefully selected. As Fig. 9.9 illustrates, the accuracy of the free-energy prediction varies widely with the kernel. This translates directly into the accuracy of the orderparameter prediction illustrated by Fig. 9.10. Figure 9.10 illustrates that the RBF and RQ kernels capture the evolution of the order parameter quantitatively, while the LIN, MAT and quadratic kernels produce incorrect results.

Table 9.1 lists the BIC values for the models used to obtained the results depicted in Fig. 9.10, clearly demonstrating that the higher value of the BIC corresponds to the model with the better prediction power.


Fig. 9.7 Decrease of the prediction accuracy with increasing kernel complexity. Upper panels: left-GPL-2 (same as the right panel of Fig. 9.5), right-GPL-3. Lower panels: left—GPL-3 (same as the lower right panel of Fig. 9.6), right-GPL-4


Fig. 9.8 Adapted with permission from Ref. [45], Copyright © APS, 2018. GP prediction (solid curves) of the free-energy density $f(T, m)$ of the mean-field Heisenberg model produced by Eq. (9.18) (dashed curves). Inset: the order parameter $m_{0}$ that minimizes $f(T, m)$ : symbolsGP predictions, dashed curve-from Eq. (9.18). The GP models are trained with 330 points at $1.47<T<2.08$ (shaded area) and $-1.25<m<1.25$


Fig. 9.9 GP prediction (solid curves) of the free-energy density $f(T, m)$ of the mean-field Heisenberg model produced by Eq. (9.18) (dashed curves). All GP models are trained with 330 points at $1.47<T<2.08$ (shaded area) and $-1.25<m<1.25$. The kernel function used in the GP models is indicated in each panel


Fig. 9.10 The order parameter $m_{0}$ that minimizes $f(T, m)$ : symbols-GP predictions, dashed curve-from Eq. (9.18). The order parameter $m_{0}$ is computed with the GP predictions using different kernels, illustrated in Fig. 9.9

Table 9.1 The numerical values of the BIC (9.14) for the models with different simple kernels (9.9)-(9.13) used for the predictions of the order parameter depicted in Fig. 9.10

| Kernel type | BIC |
| :--- | ---: |
| RQ | 8667.10 |
| RBF | 8657.13 |
| MAT | 7635.20 |
| LIN | -104437128213.0 |
| LIN $\times$ LIN | -10397873744.9 |

### 9.5.4 Validation of Extrapolation

Validation of the generalization predictions in the extrapolated region presents a major problem. By definition, there are no data in the extrapolated region. One can, of course, divide the given data into a training set and a validation set outside of the training data range. The validation set can then be used to verify the accuracy of the extrapolation. This is what is done throughout this work. However, this does not guarantee the accuracy of the predictions beyond the range of the validation data. Finding a proper method to validate the extrapolation predictions is particularly important for applications of the present approach to making predictions of observables at physical parameters, where no theoretical or experimental results are available.

A possible way to verify the accuracy of the extrapolation predictions without using data in the extrapolated region is to examine the sensitivity of the predictions to the positions and number of training points. If the predictions are stable to variations of the training data, one might argue that the predictions are valid. To illustrate this, we rebuild the models of the phase diagram depicted in Fig. 9.1 with a variable number of training points. Figure 9.11 shows the results obtained with models trained by the quantum calculations at different values of $\lambda$ and $\alpha / \beta$. The figure illustrates the following:

- The generalization models capture both transitions even when trained by the quantum calculations far removed from the transition line and with a random distribution of training points.
- The predictions of the transitions become more accurate as the distribution of the training points approaches the first transition line.

One may thus conclude that the predictions of the sharp transitions are physical. If possible, this can be further validated by training generalization models with data in a completely different part of the phase diagram. This is done in Fig. 9.12 that shows the same phase diagram obtained by the generalization models trained with quantum results entirely in the middle phase. Given the remarkable agreement of the results in the last panel of Fig. 9.11 and in the last panel of Fig. 9.12, one can argue that the predicted phase diagram is accurate.


Fig. 9.11 Dependence of the prediction accuracy on the number and positions of training points. The white dots indicate the values of the parameters $\lambda$ and $\alpha / \beta$, at which the quantum properties were calculated for training the GP models. All results are computed with optimal kernels with the same complexity level GPL-2

Based on these results, we suggest the following algorithm to make stable predictions of unknown phase transitions by extrapolation:

1. Sample the phase diagram with a cluster of training points at random.
2. Identify the phase transitions by extrapolation in all directions.
3. Move the cluster of the training points towards any predicted transition.


Fig. 9.12 Dependence of the prediction accuracy on the positions of training points. The black dots indicate the values of the parameters $\lambda$ and $\alpha / \beta$, at which the quantum properties were calculated for training the GP models. The different panels correspond to the optimal kernels with the complexity level ranging from GPL-0 (upper left) to GPL-4 (lowest panel)
4. Repeat the calculations until the predictions do not change with the change of the training point distributions.
5. If possible, rebuild the models with training points in a completely different part of the phase diagram.

While step (5) is not necessary, the agreement of the results in steps (4) and (5) can be used as an independent verification of the extrapolation. The comparison of the results in steps (4) and (5) may also point to the part of the phase diagram, where the predictions are least reliable.

### 9.5.5 Power of the Bayesian Information Criterion

As explained in Sect. 9.4.1, the generalization models used here are obtained by gradually increasing the complexity of kernels using the BIC (9.14) as a kernel selection criterion. The algorithm starts with a simple kernel that leads to a model with the largest BIC. This kernel is then combined with multiple simple kernels leading to multiple models. The kernel of the model with the largest BIC is selected as a new kernel, which is again combined with multiple simple kernels. The procedure is iterated to increase the kernel complexity, one simple kernel at a time. Since the BIC (9.14) is closely related to the log marginal likelihood and the kernel parameters are optimized for each step by maximizing the log marginal likelihood, why not to simply select some complex kernel function at random and maximize the log marginal likelihood of the model with this kernel?

To illustrate the power of the BIC in the greedy search algorithm, we repeat the calculations of Fig. 9.12 with kernels of various complexity selected at random. We mimic the iterative process used above, but instead of using the BIC as a kernel selection criterion, we select a new kernel at each complexity level at random. Every model is optimized by maximizing the log marginal likelihood as usual. The results are depicted in Fig. 9.13. The different panels of Fig. 9.13 are obtained with models using kernels of different complexity. The models are not physical and there is no evidence of model improvement with increasing kernel complexity. We thus conclude that the BIC is essential as the kernel selection criterion to build GP models for applications targeting physical extrapolation.

### 9.6 Conclusion

The present article presents clear evidence that Gaussian process models can be designed to predict the physical properties of complex quantum systems outside the range of the training data. As argued in Ref. [60], the generalization power of GP models in the extrapolated region is likely a consequence of the Bayesian approach to machine learning that underlies GP regression. For this reason, the authors believe that Bayesian machine learning has much potential for applications in physics and chemistry [60]. As illustrated here, it can be used as a new discovery tool of physical properties, potentially under conditions, where neither theory nor experiment are feasible.

The generalization models discussed here can also be used to guide rigorous theory in search of specific phenomena (such as phase transitions) and/or particular properties of complex systems. Generating the phase diagram, such as the one


Fig. 9.13 Predictions obtained with randomly selected kernels. The black dots indicate the values of the parameters $\lambda$ and $\alpha / \beta$, at which the quantum properties were calculated for training the GP models. The different panels correspond to the optimal kernels with the complexity level ranging from GPL-0 (upper left) to GPL-4 (lowest panel). The initial kernel is selected at random. The kernel at the next complexity level GPL-X is obtained by combining the kernel from the previous complexity level with another randomly selected kernel. The parameters of the kernels thus obtained are optimized using the maximization of the log marginal likelihood. This procedure illustrates the importance of the BIC for the selection of the type of the kernel function
depicted in Fig. 9.1, presents no computational difficulty (taking essentially minutes of CPU time). One can thus envision the following efficient approach for the generation of the full phase diagrams based on a combination of the GP models with rigorous calculations or experiments:

1. Start with a small number of rigorous calculations or experimental measurements.
2. Generate the full phase diagram with the GP models with complex kernels. This diagram is likely to be inaccurate at the system parameters far away from the initial training points.
3. Use rigorous calculations or experiments to add training points in the parts of the parameter space, where the system exhibits desired properties of interest; and where the system properties undergo the most rapid change.
4. Repeat the calculations until the predictions in the extrapolated region do not change with the change of the training point distributions.

With this approach, one can envision generating complete $\mathcal{D}$-dimensional phase diagrams with about $10 \times \mathcal{D}$ rigorous calculations or experimental measurements. Training the models and making the predictions in step (2) will generally take a negligibly small fraction of the total computation time.

It should be pointed out that the results presented in this work suggest algorithms to construct complex GP models capable of meaningful predictions in the extrapolated region without direct validation. To do this, one can examine the sensitivity of the predictions to the distribution of the training points for models with the same level of kernel complexity as well as models with different complexity. Increase of the sensitivity to the training points with the kernel complexity would suggest overfitting or insufficient optimization of the kernel parameters. In such cases, the iterative process building up the kernel complexity should be stopped or the process of optimizing the kernel parameters revised. Constructing algorithms for physical extrapolation without the need for validation should be the ultimate goal of the effort aimed at designing ML models for physics and chemistry. Such models could then use all available chemistry and physics information to make meaningful discoveries.
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## Part III

## Deep Learning of Atomistic Representations

## Atomistic Representations: Preface

Deep learning has led to several breakthroughs in applications such as computer vision or natural language processing in recent years [1]. Neural networks can handle millions of training examples and can easily be parallelized on modern graphics processing units (GPUs) and distributed over large computer clusters. While the machine learning methods introduced in the last part of this book rely on the hand-crafted descriptors or kernels, neural networks owe a large part of their success to the ability to learn powerful multi-scale representations directly from structured data-a paradigm called end-to-end learning. Just like images or text, atomistic systems are structured data: their atoms correspond to pixels or words, and neighboring atoms generally tend to interact stronger than those at larger distances. Even though neural networks have been used to parametrize potential energy surfaces before [2-6], these methods still rely on manually crafted features. Only recently have end-to-end neural networks been applied to learn representations of molecules and materials.

This part reviews two popular frameworks-deep tensor neural networks (DTNN) [7] and message-passing neural networks (MPNN) [8]-which were both extended and generalized by later architectures [9-16]. While mathematically similar, both frameworks arrived from different underlying concepts: an encoding of the many-body expansion in a neural network [5,17] for DTNNs versus the learning of graph representations $[18,19]$ in the case of MPNNs. Chapter 10 [20] reviews the MPNN framework including its numerous variants in the context of predicting molecular properties. It describes the building blocks of MPNNs in detail and covers both learning on atomic position and using only molecular graph connectivity. The deep tensor neural network SchNet [21], as presented in Chap. 11 [22], models atomic interactions using continuous, spatial convolution filters while encoding prior information, as described in Part II of this book, into an end-to-end neural network architecture. A focus of the chapter is the analysis of the learned representation to gain insights regarding what the model has learned about molecules and materials in the spirit of explainable AI [23]. Combined with the
techniques to include prior knowledge presented in the previous part, these chapters provide the knowledge to design interpretable neural network architectures yielding accurate predictions for quantum simulations.
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# Message Passing Neural Networks 

Justin Gilmer, Samuel S. Schoenholz, Patrick F. Riley, Oriol Vinyals, and George E. Dahl


#### Abstract

Supervised learning on molecules has incredible potential to be useful in chemistry, drug discovery, and materials science. Luckily, several promising and closely related neural network models invariant to molecular symmetries have already been described in the literature. These models learn a message passing algorithm and aggregation procedure to compute a function of their entire input graph. In this chapter, we describe a general common framework for learning representations on graph data called message passing neural networks (MPNNs) and show how several prior neural network models for graph data fit into this framework. This chapter contains large overlap with Gilmer et al. (International Conference on Machine Learning, pp. 1263-1272, 2017), and has been modified to highlight more recent extensions to the MPNN framework.


### 10.1 Introduction

The past decade has seen remarkable success in the use of deep neural networks to understand and translate natural language [1], generate and decode complex audio

[^17]Fig. 10.1 A message passing neural network predicts quantum properties of an organic molecule by modeling a computationally expensive DFT calculation

signals [2], and infer features from real-world images and videos [3]. Although chemists have applied machine learning to many problems over the years, predicting the properties of molecules and materials using machine learning (and especially deep learning) is still in its infancy. A classic approach to applying machine learning to chemistry tasks [4-10] revolves around feature engineering. Recently, large scale quantum chemistry calculation and molecular dynamics simulations coupled with advances in high throughput experiments have begun to generate data at an unprecedented rate. Most classical techniques do not make effective use of the larger amounts of data that are now available. The time is ripe to apply more powerful and flexible machine learning methods to these problems, assuming we can find models with suitable inductive biases. The symmetries of atomic systems suggest neural networks that are invariant to the symmetries of graph structured data might also be appropriate for molecules. Sufficiently successful models could someday help automate challenging chemical search problems in drug discovery or materials science.

In this chapter, we describe a general framework for supervised learning on graphs called message passing neural networks (MPNNs) that simply abstracts the commonalities between several of the most promising prior neural models for graph structured data, in order to make it easier to understand the relationships between them and come up with novel variations. MPNNs have proven to have a strong inductive bias for graph data, with applications ranging from program synthesis [11], modeling citation networks [12], reinforcement learning [13], modeling physical systems, and predicting properties of molecules [14-17]. In this chapter, we describe the general MPNN framework before discussing specific applications of this framework in predicting the quantum mechanical properties of small organic molecules (see task schematic in Fig. 10.1).

In general, the search for practically effective machine learning (ML) models in a given domain proceeds through a sequence of increasingly realistic and interesting benchmarks. Here, we focus on the QM9 dataset as such a benchmark [18]. QM9 consists of 130k molecules with 13 properties for each molecule which are approximated by an expensive ${ }^{1}$ quantum mechanical simulation method (DFT), to

[^18]yield 13 corresponding regression tasks. These tasks serve as a useful benchmark for developing architectures with a strong inductive bias in the chemical domain. Additionally, QM9 also includes complete spatial information for the single low energy conformation of the atoms in the molecule that was used in calculating the chemical properties. QM9 therefore lets us consider both the setting where the complete molecular geometry is known (atomic distances, bond angles, etc.) and the setting where we need to compute properties that might still be defined in terms of the spatial positions of atoms, but where only the atom and bond information (i.e., graph) is available as input. In the latter case, the model must implicitly fit something about the computation used to determine a low energy 3D conformation and hopefully would still work on problems where it is not clear how to compute a reasonable 3D conformation.

When measuring the performance of our models on QM9, there are two important benchmark error levels. The first is the estimated average error of the DFT approximation to nature, which we refer to as "DFT error." The second, known as "chemical accuracy," is a target error that has been established by the chemistry community. Estimates of DFT error and chemical accuracy are provided for each of the 13 targets in Faber et al. [16]. One important goal of this line of research is to produce a model which can achieve chemical accuracy with respect to the true targets as measured by an extremely precise experiment. The ability to fit the DFT approximation to within chemical accuracy would be an encouraging step in this direction. In the rest of this paper, when we talk about chemical accuracy we generally mean with respect to our available ground truth labels.

In this chapter, we discuss our original application of the MPNN framework [17] to the QM9 dataset as well as related work $[15,19,20]$ which have improved upon our initial results. To date MPNNs have been shown to predict DFT to within chemical accuracy on 11 out of 13 targets in the QM9 benchmark, and are less than DFT error on all 13 targets. We also show that MPNNs can predict DFT to within chemical accuracy on 5 out of 13 targets while operating on the topology of the molecule alone (with no spatial information as input). In this sparse setting, we explore some simple graph preprocessing techniques which can improve performance. Finally, we discuss a general method to train MPNNs with larger node representations without a corresponding increase in computation time or memory, yielding a substantial savings for high dimensional node representations.

### 10.2 Message Passing Neural Networks

There are many notable examples of models from the literature that we can describe using the message passing neural networks (MPNN) framework; in this section, we discuss a few specific instances. For simplicity, we describe MPNNs which operate on undirected graphs $G$ with node features $x_{v}$ and edge features $e_{v w}$. It is trivial to extend the formalism to directed multigraphs. The forward pass has two phases, a message passing phase and a readout phase. The message passing phase runs for $T$ time steps and is defined in terms of message functions $M_{t}$ and vertex update
functions $U_{t}$. During the message passing phase, hidden states $h_{v}^{t}$ at each node in the graph are updated based on aggregated messages $m_{v}^{t+1}$ according to

$$
\begin{align*}
m_{v}^{t+1} & =\sum_{w \in N(v)} M_{t}\left(h_{v}^{t}, h_{w}^{t}, e_{v w}\right)  \tag{10.1}\\
h_{v}^{t+1} & =U_{t}\left(h_{v}^{t}, m_{v}^{t+1}\right) \tag{10.2}
\end{align*}
$$

where in the sum, $N(v)$ denotes the neighbors of $v$ in graph $G$. Note the sum in Eq. 10.1 can be replaced with any permutation invariant function $\alpha$ operating on the set of neighbors $N(v)$. Some instantiations of MPNNs use self-attention in this aggregation step [21]. It has also been shown [22] that for more general aggregation functions $\alpha$, other model families such as non local neural networks [23] can be described in this framework. The readout phase computes a feature vector for the whole graph using some readout function $R$ according to

$$
\begin{equation*}
\hat{y}=R\left(\left\{h_{v}^{T} \mid v \in G\right\}\right) \tag{10.3}
\end{equation*}
$$

The message functions $M_{t}$, vertex update functions $U_{t}$, and readout function $R$ are all learned differentiable functions. $R$ operates on the set of node states and must be invariant to permutations of the node states in order for the MPNN to be invariant to graph isomorphism. Some MPNNs [19, 24] learn edge features by introducing hidden states for all edges in the graph $h_{e_{v w}}^{t}$ and updating them using a learned differentiable edge function $E$ according to Eq. 10.4.

$$
\begin{equation*}
e_{v w}^{t+1}=E\left(h_{v}^{t}, h_{w}^{t}, e_{v w}^{t}\right) \tag{10.4}
\end{equation*}
$$

In what follows, we describe several models in the literature as they fit into the MPNN framework by specifying the specific message, update, and readout functions used.

### 10.2.1 Convolutional Networks for Learning Molecular Fingerprints [14]

The message function used is

$$
\begin{equation*}
M\left(h_{v}, h_{w}, e_{v w}\right)=\left(h_{w}, e_{v w}\right) \tag{10.5}
\end{equation*}
$$

where $(\cdot, \cdot)$ denotes concatenation. The vertex update function used is

$$
\begin{equation*}
U_{t}\left(h_{v}^{t}, m_{v}^{t+1}\right)=\sigma\left(H_{t}^{\operatorname{deg}(v)} m_{v}^{t+1}\right) \tag{10.6}
\end{equation*}
$$

where $\sigma$ is the sigmoid function, $\operatorname{deg}(v)$ is the degree of vertex $v$, and $H_{t}^{N}$ is a learned matrix for each time step $t$ and vertex degree $N$. The readout function has skip connections to all previous hidden states $h_{v}^{t}$ and is

$$
\begin{equation*}
R=f\left(\sum_{v, t} \operatorname{softmax}\left(W_{t} h_{v}^{t}\right)\right), \tag{10.7}
\end{equation*}
$$

where $f$ is a neural network and $W_{t}$ are learned readout matrices, one for each time step $t$. This message passing scheme may be problematic since the resulting message vector is

$$
\begin{equation*}
m_{v}^{t+1}=\left(\sum h_{w}^{t}, \sum e_{v w}\right), \tag{10.8}
\end{equation*}
$$

which separately sums over connected nodes and connected edges. It follows that the message passing implemented in Duvenaud et al. [14] is unable to identify correlations between edge states and node states.

### 10.2.2 Gated Graph Neural Networks (GG-NN) [25]

The message function used is

$$
\begin{equation*}
M_{t}\left(h_{v}^{t}, h_{w}^{t}, e_{v w}\right)=A_{e_{v w}} h_{w}^{t}, \tag{10.9}
\end{equation*}
$$

where $A_{e_{v w}}$ is a learned matrix, one for each edge label $e$ (the model assumes discrete edge types). The update function is

$$
\begin{equation*}
U_{t}=\operatorname{GRU}\left(h_{v}^{t}, m_{v}^{t+1}\right), \tag{10.10}
\end{equation*}
$$

where GRU is the gated recurrent unit introduced by Cho et al. [26]. This work used weight tying, so the same update function is used at each time step $t$. Finally, the readout function is

$$
\begin{equation*}
R=\sum_{v \in V} \sigma\left(i\left(h_{v}^{T}, h_{v}^{0}\right)\right) \odot\left(j\left(h_{v}^{T}\right)\right), \tag{10.11}
\end{equation*}
$$

where $i$ and $j$ are neural networks, and $\odot$ denotes element-wise multiplication.

### 10.2.3 Interaction Networks [27]

This work considered both the case where there is a target at each node in the graph and where there is a graph level target. It also considered the case where there are node level effects applied at each time step, in such a case the update function takes
as input the concatenation $\left(h_{v}, x_{v}, m_{v}\right)$ where $x_{v}$ is an external vector representing some outside influence on the vertex $v$. The message function

$$
\begin{equation*}
M\left(h_{v}, h_{w}, e_{v w}\right) \tag{10.12}
\end{equation*}
$$

is a neural network which takes the concatenation $\left(h_{v}, h_{w}, e_{v w}\right)$. The vertex update function

$$
\begin{equation*}
U\left(h_{v}, x_{v}, m_{v}\right) \tag{10.13}
\end{equation*}
$$

is a neural network which takes as input the concatenation $\left(h_{v}, x_{v}, m_{v}\right)$. Finally, in the case where there is a graph level output, the readout function is

$$
\begin{equation*}
R=f\left(\sum_{v \in G} h_{v}^{T}\right) \tag{10.14}
\end{equation*}
$$

where $f$ is a neural network which takes the sum of the final hidden states $h_{v}^{T}$. Note the original work only defined the model for $T=1$.

### 10.2.4 Molecular Graph Convolutions [24]

To the best of our knowledge, this work was the first to consider learned edge representations $e_{v w}^{t}$ which are updated during the message passing phase. The message function used for node messages is

$$
\begin{equation*}
M\left(h_{v}^{t}, h_{w}^{t}, e_{v w}^{t}\right)=e_{v w}^{t} . \tag{10.15}
\end{equation*}
$$

The vertex update function is

$$
\begin{equation*}
U_{t}\left(h_{v}^{t}, m_{v}^{t+1}\right)=\alpha\left(W_{1}\left(\alpha\left(W_{0} h_{v}^{t}\right), m_{v}^{t+1}\right)\right), \tag{10.16}
\end{equation*}
$$

where $(\cdot, \cdot)$ denotes concatenation, $\alpha$ is the ReLU activation, and $W_{1}, W_{0}$ are learned weight matrices. The edge state update is defined by

$$
\begin{equation*}
e_{v w}^{t+1}=E\left(e_{v w}^{t}, h_{v}^{t}, h_{w}^{t}\right)=\alpha\left(W_{4}\left(\alpha\left(W_{2}, e_{v w}^{t}\right), \alpha\left(W_{3}\left(h_{v}^{t}, h_{w}^{t}\right)\right)\right)\right), \tag{10.17}
\end{equation*}
$$

where the $W_{i}$ are also learned weight matrices.

### 10.2.5 Deep Tensor Neural Networks [15]

The message from $w$ to $v$ is computed by

$$
\begin{equation*}
M_{t}\left(h_{v}^{t}, h_{w}^{t}, e_{v w}\right)=\tanh \left(W^{f c}\left(\left(W^{c f} h_{w}^{t}+b_{1}\right) \odot\left(W^{d f} e_{v w}+b_{2}\right)\right)\right) \tag{10.18}
\end{equation*}
$$

where $W^{f c}, W^{c f}, W^{d f}$ are matrices and $b_{1}, b_{2}$ are bias vectors. The update function used is

$$
\begin{equation*}
U_{t}\left(h_{v}^{t}, m_{v}^{t+1}\right)=h_{v}^{t}+m_{v}^{t+1} \tag{10.19}
\end{equation*}
$$

The readout function passes each node independently through a single hidden layer neural network and sums the outputs, in particular

$$
\begin{equation*}
R=\sum_{v} \mathrm{NN}\left(h_{v}^{T}\right) . \tag{10.20}
\end{equation*}
$$

### 10.2.6 SchNet with Edge Updates [19]

This work extends SchNet [20] to include an edge update function. The message function used is

$$
\begin{equation*}
M_{t}\left(h_{v}^{t}, h_{w}^{t}, e_{v w}^{t}\right)=\left(W_{1}^{t} h_{w}^{t}\right) \odot g\left(W_{3}^{t} g\left(W_{2}^{t} e_{v w}^{t}\right)\right) \tag{10.21}
\end{equation*}
$$

where $g$ is the softplus function, and $\odot$ denotes the element-wise multiplication operation. The update function used is

$$
\begin{equation*}
U_{t}\left(h_{v}^{t}, m_{v}^{t+1}\right)=h_{v}^{t}+W_{5}^{t} g\left(W_{4}^{t} m_{v}^{t+1}\right) \tag{10.22}
\end{equation*}
$$

while the edge update is

$$
\begin{equation*}
E\left(h_{v}^{t}, h_{w}^{t}, e_{v w}^{t}\right)=g\left(W_{E 2}^{t+1} g\left(W_{E 1}^{t+1}\left(h_{v}^{t} ; h_{w}^{t} ; e_{v w}^{t}\right)\right)\right) \tag{10.23}
\end{equation*}
$$

and the readout is

$$
\begin{equation*}
R=\sum_{v \in G} W_{7} g\left(W_{6} h_{v}^{T}\right) \tag{10.24}
\end{equation*}
$$

### 10.2.7 Laplacian-Based Methods [12, 28, 29]

These methods generalize the notion of the convolution operation typically applied to image datasets to an operation that operates on an arbitrary graph $G$ with a real
valued adjacency matrix $A$. The operations defined in Bruna et al. [28], Defferrard et al. [29] result in message functions of the form

$$
\begin{equation*}
M_{t}\left(h_{v}^{t}, h_{w}^{t}\right)=C_{v w}^{t} h_{w}^{t}, \tag{10.25}
\end{equation*}
$$

where the matrices $C_{v w}^{t}$ are parameterized by the eigenvectors of the graph Laplacian $L$, and the learned parameters of the model. The vertex update function used is

$$
\begin{equation*}
U_{t}\left(h_{v}^{t}, m_{v}^{t+1}\right)=\sigma\left(m_{v}^{t+1}\right), \tag{10.26}
\end{equation*}
$$

where $\sigma$ is some pointwise non-linearity (such as ReLU). One model [12] results in a message function

$$
\begin{equation*}
M_{t}\left(h_{v}^{t}, h_{w}^{t}\right)=c_{v w} h_{w}^{t} \tag{10.27}
\end{equation*}
$$

where $c_{v w}=(\operatorname{deg}(v) \operatorname{deg}(w))^{-1 / 2} A_{v w}$. The vertex update function is

$$
\begin{equation*}
U_{v}^{t}\left(h_{v}^{t}, m_{v}^{t+1}\right)=\operatorname{ReLU}\left(W^{t} m_{v}^{t+1}\right) \tag{10.28}
\end{equation*}
$$

The exact expressions for the $C_{v w}^{t}$ and the derivation of the reformulation of these models as MPNNs can be found in [17].

### 10.3 MPNNs for Modeling Molecules

We began our exploration of MPNNs around the GG-NN model which we believe to be a strong baseline. We focused on trying different message functions, output functions, finding the appropriate input representation, and properly tuning hyperparameters.

For the rest of the chapter, we use $d$ to denote the dimension of the internal hidden representation of each node in the graph, and $n$ to denote the number of nodes in the graph. Our implementation of MPNNs in general operates on directed graphs with a separate message channel for incoming and outgoing edges, in which case the incoming message $m_{v}$ is the concatenation of $m_{v}^{\text {in }}$ and $m_{v}^{\text {out }}$, this was also used in Li et al. [25]. When we apply this to undirected chemical graphs, we treat the graph as directed, where each original edge becomes both an incoming and outgoing edge with the same label. Note there is nothing special about the direction of the edge, it is only relevant for parameter tying. Treating undirected graphs as directed means that the size of the message channel is $2 d$ instead of $d$.

The input to our MPNN model is a set of feature vectors for the nodes of the graph, $x_{v}$, and an adjacency matrix $A$ with vector valued entries to indicate different bonds in the molecule as well as pairwise spatial distance between two atoms. We experimented as well with the message function used in the GG-NN family, which assumes discrete edge labels, in which case the matrix $A$ has entries in a discrete
alphabet of size $k$. The initial hidden states $h_{v}^{0}$ are set to be the atom input feature vectors $x_{v}$ and are padded up to some larger dimension $d$. All of our experiments used weight tying at each time step $t$, and a GRU [26] for the update function as in the GG-NN family.

### 10.3.1 Message Functions

Matrix Multiplication We started with the message function used in GG-NN which is defined by the equation

$$
M\left(h_{v}, h_{w}, e_{v w}\right)=A_{e_{v w}} h_{w} .
$$

Edge Network To allow vector valued edge features, we propose the message function

$$
M\left(h_{v}, h_{w}, e_{v w}\right)=A\left(e_{v w}\right) h_{w},
$$

where $A\left(e_{v w}\right)$ is a neural network which maps the edge vector $e_{v w}$ to a $d \times d$ matrix.
Pair Message One property that the matrix multiplication rule has is that the message from node $w$ to node $v$ is a function only of the hidden state $h_{w}$ and the edge $e_{v w}$. In particular, it does not depend on the hidden state $h_{v}^{t}$. In theory, a network may be able to use the message channel more efficiently if the node messages are allowed to depend on both the source and destination node. Thus, we also tried using a variant on the message function as described in [27]. Here, the message from $w$ to $v$ along edge $e$ is

$$
m_{w v}=f\left(h_{w}^{t}, h_{v}^{t}, e_{v w}\right),
$$

where $f$ is a neural network.

When we apply the above message functions to directed graphs, there are two separate functions used, $M^{\text {in }}$ and an $M^{\text {out }}$. Which function is applied to a particular edge $e_{v w}$ depends on the direction of that edge.

### 10.3.2 Virtual Graph Elements

We explored two different ways to change how the messages are passed throughout the model. The simplest modification involves adding a separate "virtual" edge type for pairs of nodes that are not connected. This can be implemented as a data preprocessing step and allows information to travel long distances during the propagation phase.

We also experimented with using a latent "master" node, which is connected to every input node in the graph with a special edge type. The master node serves as a global scratch space that each node both reads from and writes to in every step of message passing. We allow the master node to have a separate node dimension $d_{\text {master }}$, as well as separate weights for the internal update function (in our case a GRU). This allows information to travel long distances during the propagation phase. It also, in theory, allows additional model capacity (e.g., large values of $d_{\text {master }}$ ) without a substantial hit in performance, as the complexity of the master node model is $O\left(|E| d^{2}+n d_{\text {master }}^{2}\right)$.

### 10.3.3 Readout Functions

We experimented with two readout functions. First is the readout function used in GG-NN, which is defined by Eq. 10.11. Second is a set2set model from Vinyals et al. [30]. The set2set model is specifically designed to operate on sets and should have more expressive power than simply summing the final node states. This model first applies a linear projection to each tuple ( $h_{v}^{T}, x_{v}$ ) and then takes as input the set of projected tuples $T=\left\{\left(h_{v}^{T}, x_{v}\right)\right\}$. Then, after $M$ steps of computation, the set2set model produces a graph level embedding $q_{t}^{*}$ which is invariant to the order of the tuples $T$. We feed this embedding $q_{t}^{*}$ through a neural network to produce the output.

### 10.3.4 Multiple Towers

One issue with MPNNs is scalability. In particular, a single step of the message passing phase for a dense graph requires $O\left(n^{2} d^{2}\right)$ floating point multiplications. As $n$ or $d$ get large this can be computationally expensive. To address this issue, we break the $d$ dimensional node embeddings $h_{v}^{t}$ into $k$ different $d / k$ dimensional embeddings $h_{v}^{t, k}$ and run a propagation step on each of the $k$ copies separately to get temporary embeddings $\left\{\tilde{h}_{v}^{t+1, k}, v \in G\right\}$, using separate message and update functions for each copy. The $k$ temporary embeddings of each node are then mixed together according to the equation

$$
\begin{equation*}
\left(h_{v}^{t, 1}, h_{v}^{t, 2}, \ldots, h_{v}^{t, k}\right)=g\left(\tilde{h}_{v}^{t, 1}, \tilde{h}_{v}^{t, 2}, \ldots, \tilde{h}_{v}^{t, k}\right) \tag{10.29}
\end{equation*}
$$

where $g$ denotes a neural network and $(x, y, \ldots)$ denotes concatenation, with $g$ shared across all nodes in the graph. This mixing preserves the invariance to permutations of the nodes, while allowing the different copies of the graph to communicate with each other during the propagation phase. This can be advantageous in that it allows larger hidden states for the same number of parameters, which yields a computational speedup in practice. On dense graphs, when the message function is matrix multiplication (as in GG-NN) a propagation step of a single copy takes
$O\left(n^{2}(d / k)^{2}\right)$ time, and there are $k$ copies, therefore the overall time complexity is $O\left(n^{2} d^{2} / k\right)$, with some additional overhead due to the mixing network. For $k=8$, $n=9$, and $d=200$, we see a factor of 2 speedup in inference time over a $k=1$, $n=9$, and $d=200$ architecture. This variation would be most useful for larger molecules, for instance, molecules from GDB-17 [31].

### 10.4 Input Representation

There are a number of features available for each atom in a molecule which capture both properties of the electrons in the atom and the bonds that the atom participates in. For a list of all of the features, see Table 10.1. We experimented with making the hydrogen atoms explicit nodes in the graph (as opposed to simply including the count as a node feature), in which case graphs have up to 29 nodes. Note that having larger graphs significantly slows training time, in this case by a factor of roughly 10. For the adjacency matrix, there are three edge representations used depending on the model.

Chemical Graph In the absence of distance information, adjacency matrix entries are discrete bond types: single, double, triple, or aromatic.

Distance Bins The matrix multiply message function assumes discrete edge types, so to include distance information we bin bond distances into 10 bins, the bins are obtained by uniformly partitioning the interval [2,6] into 8 bins, followed by adding a bin $[0,2]$ and $[6, \infty]$. These bins were hand chosen by looking at a histogram of all distances. The adjacency matrix then has entries in an alphabet of size 14 , indicating bond type for bonded atoms and distance bin for atoms that are not bonded. We found the distance for bonded atoms to be almost completely determined by bond type.

Raw Distance Feature When using a message function which operates on vector valued edges, the entries of the adjacency matrix are then 5 dimensional, where the first dimension indicates the Euclidean distance between the pair of atoms, and the remaining four are a one-hot encoding of the bond type.

Table 10.1 Atom features

| Feature | Description |
| :--- | :--- |
| Atom type | H, C, N, O, F (one-hot) |
| Atomic number | Number of protons (integer) |
| Acceptor | Accepts electrons (binary) |
| Donor | Donates electrons (binary) |
| Aromatic | In an aromatic system (binary) |
| Hybridization | sp, sp2, sp3 (one-hot or null) |
| Number of hydrogens | (integer) |

### 10.5 Training

Each model and target combination was trained using a uniform random hyperparameter search with 50 trials. $T$ was constrained to be in the range $3 \leq T \leq 8$ (in practice, any $T \geq 3$ works). The number of set2set computations $M$ was chosen from the range $1 \leq M \leq 12$. All models were trained using SGD with the ADAM optimizer (Kingma and Ba [32]), with batch size 20 for 3 million steps ( 540 epochs). The initial learning rate was chosen uniformly between $1 e^{-5}$ and $5 e^{-4}$. We used a linear learning rate decay that began between 10 and $90 \%$ of the way through training and the initial learning rate $l$ decayed to a final learning rate $l \cdot F$, using a decay factor $F$ in the range $[0.01,1]$.

The QM9 dataset has 130,462 molecules in it. We randomly chose 10,000 samples for validation, 10,000 samples for testing, and used the rest for training. We use the validation set to do early stopping and model selection and we report scores on the test set. All targets were normalized to have mean 0 and variance 1. We minimize the mean squared error between the model output and the target, although we evaluate mean absolute error.

### 10.6 Results

In all of our tables, we report the ratio of the mean absolute error (MAE) of our models with the provided estimate of chemical accuracy for that target. Thus, any model with error ratio less than 1 has achieved chemical accuracy for that target. A list of chemical accuracy estimates for each target can be found in Faber et al. [16]. In this way, the MAE of our models can be calculated as (Error Ratio) $\times$ (Chemical Accuracy). Note, unless otherwise indicated, all tables display result of models trained individually on each target (as opposed to training one model to predict all 13).

We performed numerous experiments in order to find the best possible MPNN on this dataset as well as the proper input representation. In our experiments, we found that including the complete edge feature vector (bond type, spatial distance) and treating hydrogen atoms as explicit nodes in the graph to be very important for a number of targets. We also found that training one model per target consistently outperformed jointly training on all 13 targets. In some cases, the improvement was up to $40 \%$. Our best MPNN variant used the edge network message function, set 2 set output, and operated on graphs with explicit hydrogens.

In Table 10.2, we compare the performance of our best MPNN variant (denoted with enn-s2s) with several baselines which use feature engineering as reported in Faber et al. [16]. We also show the performance of several other MPNNs, the GGNN architecture [25], graph convolutions [24], and two more recent MPNNs which have improved upon our initial results reported in [17]. These include the SchNet MPNN [20], which developed message functions better suited for chemical systems, as well as [19] which added edge updates to the SchNet architectures. As of writing, the current state of the art on this benchmark is the MPNN described in [19]. For the exact functions used in these two models, see Sect. 10.2. For clarity, the error

Table 10.2 Comparison of hand engineered approaches (left) with different MPNNs (right)

| Target | BAML | BOB | CM | ECFP4 | HDAD | GC | GG-NN | enn-s2s | SchNet | SchNetE |
| :--- | :--- | :--- | :--- | ---: | :--- | :--- | :--- | :--- | :--- | :--- |
| mu | 4.34 | 4.23 | 4.49 | 4.82 | 3.34 | 0.70 | 1.22 | $\mathbf{0 . 3 0}$ | 0.33 | $\mathbf{0 . 2 9}$ |
| alpha | 3.01 | 2.98 | 4.33 | 34.54 | 1.75 | 2.27 | 1.55 | 0.92 | 2.35 | $\mathbf{0 . 7 7}$ |
| HOMO | 2.20 | 2.20 | 3.09 | 2.89 | 1.54 | 1.18 | 1.17 | 0.99 | 0.95 | $\mathbf{0 . 8 5}$ |
| LUMO | 2.76 | 2.74 | 4.26 | 3.10 | 1.96 | 1.10 | 1.08 | 0.87 | 0.79 | $\mathbf{0 . 7 2}$ |
| gap | 3.28 | 3.41 | 5.32 | 3.86 | 2.49 | 1.78 | 1.70 | 1.60 | 1.47 | $\mathbf{1 . 3 5}$ |
| R2 | 3.25 | 0.80 | 2.83 | 90.68 | 1.35 | 4.73 | 3.99 | 0.15 | $\mathbf{0 . 0 6}$ | $\mathbf{0 . 0 6}$ |
| ZPVE | 3.31 | 3.40 | 4.80 | 241.58 | 1.91 | 9.75 | 2.52 | 1.44 | $\mathbf{1 . 3 7}$ | $\mathbf{1 . 3 5}$ |
| U0 | 1.21 | 1.43 | 2.98 | 85.01 | 0.58 | 3.02 | 0.83 | 0.45 | 0.33 | $\mathbf{0 . 2 4}$ |
| U | 1.22 | 1.44 | 2.99 | 85.59 | 0.59 | 3.16 | 0.86 | 0.45 | 0.44 | $\mathbf{0 . 2 5}$ |
| H | 1.22 | 1.44 | 2.99 | 86.21 | 0.59 | 3.19 | 0.81 | 0.39 | 0.33 | $\mathbf{0 . 2 6}$ |
| G | 1.20 | 1.42 | 2.97 | 78.36 | 0.59 | 2.95 | 0.78 | 0.44 | 0.33 | $\mathbf{0 . 2 8}$ |
| Cv | 1.64 | 1.83 | 2.36 | 30.29 | 0.88 | 1.45 | 1.19 | 0.80 | 0.66 | $\mathbf{0 . 6 4}$ |
| Omega | 0.27 | 0.35 | 1.32 | 1.47 | 0.34 | 0.32 | 0.53 | 0.19 | N/A | N/A |

Table 10.3 Models trained without spatial information

| Model | Average error ratio |
| :--- | :--- |
| GG-NN | 3.47 |
| GG-NN + virtual edge | 2.90 |
| GG-NN + master node | 2.62 |
| GG-NN + set2set | $\mathbf{2 . 5 7}$ |

Table 10.4 Towers vs vanilla GG-NN (no explicit hydrogen)

| Model | Average error ratio |
| :--- | :--- |
| GG-NN + joint training | 1.92 |
| Towers8 + joint training | $\mathbf{1 . 7 5}$ |
| GG-NN + individual training | 1.53 |
| Towers8 + individual training | $\mathbf{1 . 3 7}$ |

ratios of the best non-ensemble models are shown in bold. Overall, the best MPNNs achieve chemical accuracy on 11 out of 13 targets.

Training Without Spatial Information We also experimented in the setting where spatial information is not included in the input. In general, we find that augmenting the MPNN with some means of capturing long range interactions between nodes in the graph greatly improves performance in this setting. To demonstrate this, we performed 4 experiments, one where we train the GG-NN model on the sparse graph, one where we add virtual edges, one where we add a master node, and one where we change the graph level output to a set 2 set output. The error ratios averaged across the 13 targets are shown in Table 10.3. Overall, these three modifications help on all 13 targets, and the Set2Set output achieves chemical accuracy on 5 out of 13 targets. The experiments shown in Tables 10.3 and 10.4 were run with a partial charge feature as a node input. This feature is an output of the DFT calculation and thus could not be used in an applied setting. The numbers we report in Table 10.2 do not use this feature.

Table 10.5 Results from training the edge network + set2set model on different sized training sets ( N denotes the number of training samples)

| Target | $N=11 \mathrm{k}$ | $N=35 \mathrm{k}$ | $N=58 \mathrm{k}$ | $N=82 \mathrm{k}$ | $N=110 \mathrm{k}$ |
| :--- | :--- | :--- | :--- | :--- | :--- |
| mu | 1.28 | 0.55 | 0.44 | 0.32 | 0.30 |
| alpha | 2.76 | 1.59 | 1.26 | 1.09 | 0.92 |
| HOMO | 2.33 | 1.50 | 1.34 | 1.19 | 0.99 |
| LUMO | 2.18 | 1.47 | 1.19 | 1.10 | 0.87 |
| gap | 3.53 | 2.34 | 2.07 | 1.84 | 1.60 |
| R2 | 0.28 | 0.22 | 0.21 | 0.21 | 0.15 |
| ZPVE | 2.52 | 1.78 | 1.69 | 1.68 | 1.27 |
| U0 | 1.24 | 0.69 | 0.58 | 0.62 | 0.45 |
| U | 1.05 | 0.69 | 0.60 | 0.52 | 0.45 |
| H | 1.14 | 0.64 | 0.65 | 0.53 | 0.39 |
| G | 1.23 | 0.62 | 0.64 | 0.49 | 0.44 |
| Cv | 1.99 | 1.24 | 0.93 | 0.87 | 0.80 |
| Omega | 0.28 | 0.25 | 0.24 | 0.15 | 0.19 |

Towers Our original intent in developing the towers variant was to improve training time, as well as to allow the model to be trained on larger graphs. However, we also found some evidence that the multi-tower structure improves generalization performance. In Table 10.4, we compare GG-NN + towers + set2set output vs a baseline GG-NN + set2set output when distance bins are used. We do this comparison in both the joint training regime and when training one model per target. The towers model outperforms the baseline model on 12 out of 13 targets in both individual and joint target training. We believe the benefit of towers is that it resembles training an ensemble of models. Unfortunately, our attempts so far at combining the towers and edge network message function have failed to further improve performance, possibly because the combination makes training more difficult. ${ }^{2}$

Additional Experiments In preliminary experiments, we tried disabling weight tying across different time steps. However, we found that the most effective way to increase performance was to tie the weights and use a larger hidden dimension $d$. We also early on found the pair message function to perform worse than the edge network function. This included a toy pathfinding problem which was originally designed to benefit from using pair messages. Also, when trained jointly on the 13 targets the edge network function outperforms pair message on 11 out of 13 targets, and has an average error ratio of 1.53 compared to 3.98 for pair message. Given the difficulties with training this function we did not pursue it further. For performance on smaller sized training sets, see Table 10.5.

[^19]
### 10.7 Conclusions and Future Work

Our results show that MPNNs with the appropriate message, update, and output functions have a useful inductive bias for predicting molecular properties, outperforming several strong baselines, and eliminating the need for complicated feature engineering. Moreover, our results also reveal the importance of allowing long range interactions between nodes in the graph with either the master node or the set2set output. The towers variation makes these models more scalable, but additional improvements will be needed to scale to much larger graphs.

An important future direction is to design MPNNs that can generalize effectively to larger graphs than those appearing in the training set or at least work with benchmarks designed to expose issues with generalization across graph sizes. Generalizing to larger molecule sizes seems particularly challenging when using spatial information. First of all, the pairwise distance distribution depends heavily on the number of atoms. Second, our most successful ways of using spatial information create a fully connected graph where the number of incoming messages also depends on the number of nodes. To address the second issue, we believe that adding an attention mechanism over the incoming message vectors could be an interesting direction to explore.
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# Learning Representations of Molecules and Materials with Atomistic Neural Networks 

Kristof T. Schütt, Alexandre Tkatchenko, and Klaus-Robert Müller


#### Abstract

Deep learning has been shown to learn efficient representations for structured data such as images, text, or audio. In this chapter, we present neural network architectures that are able to learn efficient representations of molecules and materials. In particular, the continuous-filter convolutional network SchNet accurately predicts chemical properties across compositional and configurational space on a variety of datasets. Beyond that, we analyze the obtained representations to find evidence that their spatial and chemical properties agree with chemical intuition.
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### 11.1 Introduction

In recent years, machine learning has been successfully applied to the prediction of chemical properties for molecules and materials [1-14]. A significant part of the research has been dedicated to engineering features that characterize global molecular similarity [15-20] or local chemical environments [21-23] based on atomic positions. Then, a non-linear regression method-such as kernel ridge regression or a neural network-is used to correlate these features with the chemical property of interest.

A common approach to model atomistic systems is to decompose them into local environments, where a chemical property is expressed by a partitioning into latent atom-wise contributions. Based on these contributions, the original property is then reconstructed via a physically motivated aggregation layer. For example, BehlerParrinello networks [21] or the SOAP kernel [22] decompose the total energy in terms of atomistic contributions

$$
\begin{equation*}
E=\sum_{i=1}^{n_{\text {atoms }}} E_{i} . \tag{11.1}
\end{equation*}
$$

Atomic forces can be directly obtained as negative derivatives of the energy model. While this is often a suitable partitioning of extensive properties, intensive properties can be modeled as the mean

$$
\begin{equation*}
P=\frac{1}{n_{\text {atoms }}} \sum_{i=1}^{n_{\text {atoms }}} P_{i} \tag{11.2}
\end{equation*}
$$

However, this might still not be a sufficient solution for global molecular properties such as HOMO-LUMO gaps or excitation energies [24]. To obtain a better performance, output models that incorporate property-specific prior knowledge should be used. For example, the dipole moment can be written as

$$
\boldsymbol{\mu}=\sum_{i}^{n_{\text {atoms }}} q_{i} \mathbf{r}_{i}
$$

such that the atomistic neural network needs to predict atomic charges $q_{i}$ [6,25-27].
The various atomistic models differ in how they obtain the energy contributions $E_{i}$, usually employing manually crafted atomistic descriptors. In contrast to such descriptor-based approaches, this chapter focuses on atomistic neural network architectures that learn efficient representations of molecules and materials end-to-end-i.e., directly from atom types $Z_{i}$ and positions $\mathbf{r}_{i}$-while delivering accurate predictions of chemical properties across compositional and configurational space [11, 28,29]. The presented models will encode important invariances, e.g., towards rotation and translation, directly into the deep learning architecture and
obtain predicted property from physically motivated output layers. Finally, we will obtain spatially and chemically resolved insights from the learned representations regarding the inner workings of the neural network as well as the underlying data.

### 11.2 The Deep Tensor Neural Network Framework

In order to construct atom-centered representations $\mathbf{x}_{i} \in \mathbb{R}^{F}$, where $i$ is the index of the center atom and $F$ the number of feature dimension, a straight-forward approach is to expand the atomistic environment in terms of $n$-body interactions [30,31], which can be written in general as

$$
\begin{align*}
\mathbf{x}_{i}= & f^{(1)}\left(Z_{i}\right)+\sum_{j \neq i} f^{(2)}\left(\left(Z_{i}, \mathbf{r}_{i}\right),\left(Z_{j}, \mathbf{r}_{j}\right)\right) \\
& +\sum_{\substack{j, k \neq i \\
k \neq j}} f^{(3)}\left(\left(Z_{i}, \mathbf{r}_{i}\right),\left(Z_{j}, \mathbf{r}_{j}\right),\left(Z_{k}, \mathbf{r}_{k}\right)\right)+\ldots \tag{11.4}
\end{align*}
$$

However, such an approach requires definition explicit $n$-body models $f^{(n)}$ (e.g., using neural networks) as well as computing of a large number of higher-order terms of the atom coordinates. At the same time, all many-body networks must respect the invariances w.r.t. rotation, translation, and the permutation of atoms.

An alternative approach is to incorporate higher-order interactions in a recursive fashion. Instead of explicitly modeling an $n$-body neural network, we design an interaction network $\mathbf{v}: \mathbb{R}^{F} \times \mathbb{R} \rightarrow \mathbb{R}^{F}$ that we use to model perturbations

$$
\begin{equation*}
\mathbf{x}_{i}^{(t+1)}=\mathbf{x}_{i}^{(t)}+\mathbf{v}^{(t)}\left(\mathbf{x}_{1}^{(t)}, \mathbf{r}_{i 1}, \ldots, \mathbf{x}_{n}^{(t)}, \mathbf{r}_{i n}\right), \tag{11.5}
\end{equation*}
$$

of the chemical environment $\mathbf{x}_{i}^{(t)}$ by its neighboring environments $\mathbf{x}_{j}^{(t)}$ depending on their relative position $\mathbf{r}_{i j}=\mathbf{r}_{j}-\mathbf{r}_{i}$. On this basis, we define the deep tensor neural network (DTNN) framework [28]:

1. Use an embedding depending on the type of the center atom

$$
\mathbf{x}_{i}^{(0)}=\mathbf{A}_{Z_{i}} \in \mathbb{R}^{d}
$$

for the initial representation of local chemical environment $i$. This corresponds to the 1-body terms in Eq. 11.4.
2. Refine the embeddings repeatedly using the interaction networks from Eq. 11.5.
3. Arriving at the final embedding $\mathbf{x}_{i}^{T}$ after $T$ interaction refinements, predict the desired chemical property using a property-specific output network (as described in Sect. 11.1).

The embedding matrix $A$ as well as the parameters of the interaction networks $\mathbf{v}^{(t)}$ and the output network are learned during the training procedure. This framework allows for a family of atomistic neural network models-such as the deep tensor neural network [28] and SchNet [11, 29]-that differ in how the interactions $\mathbf{v}^{(t)}$ are modeled and the predictions are obtained from the atomistic representations $\mathbf{x}_{i}^{T}$.

### 11.3 SchNet

Building upon the principles of the previously described DTNN framework, we propose SchNet as a convolutional neural network architecture for learning representations for molecules and materials. Figure 11.1 depicts an overview of the SchNet architecture as well as how the interaction refinements are modeled by interaction blocks shown on the right. In the following, we will introduce the main component of SchNet-the continuous-filter convolutional layer-before describing how these are used to construct the interaction blocks.

### 11.3.1 Continuous-Filter Convolutional Layers

The commonly used convolutional layers [32] employ discrete filter tensors since they are usually applied to data that is sampled on a grid, such as digital images, video, or audio. However, such layers are not applicable for atomistic systems, since atoms can be located at arbitrary positions in space. For example, when predicting the potential energy, the output of a convolutional layer might change rapidly when an atom moves from one grid cell to the next. Especially when we aim to predict a smooth potential energy surface, a continuous and differentiable representation is


Fig. 11.1 The illustration shows an architectural overview of SchNet (left), the interaction block (right). The shifted softplus activation function is defined as $\operatorname{ssp}(x)=\ln \left(0.5 e^{x}+0.5\right)$. The number of neurons used in the employed SchNet models is given for each parameterized layer
required. For this reason, we use a convolutional layer employing a continuous-filter function in order to model the interactions.

Given the representations $\mathbf{x}_{i}^{l}$ of the chemical environment of atom $i$ at position $\mathbf{r}_{i}$ and layer $l$ of the neural network, the atomistic system can be described by a function

$$
\begin{equation*}
\rho^{l}(\mathbf{r})=\sum_{i=1}^{n_{\text {atoms }}} \delta\left(\mathbf{r}-\mathbf{r}_{i}\right) \mathbf{x}_{i}^{l} . \tag{11.6}
\end{equation*}
$$

In order to include the interactions of the atom-centered environments, we convolve $\rho: \mathbb{R}^{3} \rightarrow \mathbb{R}^{F}$ and a spatial filter $W: \mathbb{R}^{3} \rightarrow \mathbb{R}^{F}$ as element-wise

$$
\begin{equation*}
(\rho * W)(\mathbf{r})=\int_{\mathbf{r}_{a} \in \mathbb{R}^{3}} \rho\left(\mathbf{r}_{a}\right) \circ W\left(\mathbf{r}-\mathbf{r}_{a}\right) d \mathbf{r}_{a}, \tag{11.7}
\end{equation*}
$$

where " $\circ$ " is the element-wise product. Here, the filter function $W$ describes the interaction of a representation $\mathbf{x}_{i}$ with an atom at the relative position $\mathbf{r}-\mathbf{r}_{i}$. The filter functions can be modeled by a filter-generating neural network similar to those used in dynamic filter networks [33]. Considering the discrete location of atoms in Eq. 11.6, we obtain

$$
\begin{align*}
\left(\rho^{l} * W\right)(\mathbf{r}) & =\sum_{j=1}^{n_{\text {atoms }}} \int_{\mathbf{r}_{a} \in \mathbb{R}^{3}} \delta\left(\mathbf{r}_{a}-\mathbf{r}_{j}\right) \mathbf{x}_{j}^{l} \circ W\left(\mathbf{r}-\mathbf{r}_{a}\right) d \mathbf{r}_{a} \\
& =\sum_{j=1}^{n_{\text {atoms }}} \mathbf{x}_{j}^{l} \circ W\left(\mathbf{r}-\mathbf{r}_{j}\right) . \tag{11.8}
\end{align*}
$$

This yields a function representing how the atoms of the system act on another location in space. To obtain the rotationally invariant interactions between atoms,

$$
\begin{equation*}
\mathbf{x}_{i}^{l+1}=\left(\rho^{l} * W^{l}\right)\left(\mathbf{r}_{i}\right)=\sum_{j=1}^{n_{\text {atoms }}} \mathbf{x}_{j}^{l} \circ W\left(\mathbf{r}_{j}-\mathbf{r}_{i}\right) \tag{11.9}
\end{equation*}
$$

i.e., we evaluate the convolution at discrete locations in space using continuous, radial filters.

### 11.3.2 Interaction Blocks

After introducing continuous-filter convolutional layers, we go on to construct the interaction blocks. Besides convolutions, we employ atom-wise, fully connected layers

$$
\begin{equation*}
\mathbf{x}_{i}^{(l+1)}=W^{(l)} \mathbf{x}_{i}^{(l)}+\mathbf{b}^{(l)} \tag{11.10}
\end{equation*}
$$

that are applied separately to each atom $i$ with tied weights $W^{(l)}$. Throughout the network, we use softplus non-linearities [34] that are shifted

$$
\begin{equation*}
f(x)=\ln \left(\frac{1}{2} e^{x}+\frac{1}{2}\right) \tag{11.11}
\end{equation*}
$$

in order to conserve zero-activations: $f(0)=0$. Figure 11.2 shows this activation function compared to exponential linear units (ELU) [35]:

$$
f(x)= \begin{cases}e^{x}-1 & \text { if } x<0  \tag{11.12}\\ x & \text { otherwise }\end{cases}
$$

The derivatives for ELU and softplus are shown in the middle and right panel of Fig. 11.2, respectively. A crucial difference is that the softplus is smooth while ELUs exhibit only first-order continuity. However, the higher-order differentiability of the model, and therefore also of the employed activation functions, is crucial for the prediction of atomic forces or vibrational frequencies.

Figure 11.1 (right) shows how the interaction block is assembled from these components. Since the continuous-filter convolutional layers are applied featurewise, we achieve the mixing of feature maps by atom-wise layers before and after the convolution. This is analogous to depth-wise separable convolutional layers in Xception nets [36] which could outperform the architecturally similar InceptionV3 [37] on the ImageNet dataset [38] while having fewer parameters. Most importantly, feature-wise convolutional layers reduce the number of filters, which significantly reduces the computational cost. This is particularly important


Fig. 11.2 Comparison of shifted softplus and ELU activation function. We show plots of the activation functions (left), and their first (middle) and second derivatives (right)
for continuous-filter convolutions, where each filter has to be computed by a filtergenerating network.

### 11.3.3 Filter-Generating Networks

The architecture of the filter-generating network significantly influences the properties of the predicted filters and, consequently, the learned atomic interactions. Therefore, we can incorporate invariances or prior chemical knowledge into the filter. In the following, we describe the considerations that went into designing the SchNet filter-generating networks.

### 11.3.3.1 Self-Interaction

In an interatomic potential, we aim to avoid self-interaction of atoms, since this is fundamentally different than the interaction with other atoms. We can encode this in the filter network by constraining the filter network such that $W\left(\mathbf{r}_{i}-\mathbf{r}_{j}\right)=0$ for $\mathbf{r}_{i}=\mathbf{r}_{j}$. Since two distinct atoms cannot be at the same position, this is an unambiguous condition to exclude self-interaction. This is equivalent to modifying Eq. 11.9 to exclude the center atom of the environment from the sum:

$$
\begin{equation*}
\mathbf{x}_{i}^{l+1}=\sum_{j \neq i} \mathbf{x}_{j}^{l} \circ W\left(\mathbf{r}_{j}-\mathbf{r}_{i}\right), \tag{11.13}
\end{equation*}
$$

### 11.3.3.2 Rotational Invariance

As the input to the filter $W: \mathbb{R}^{3} \rightarrow \mathbb{R}$ is only invariant to translations of the molecule, we additionally need to consider rotational invariance. We achieve this by using interatomic distances $r_{i j}$ as input to the filter network, resulting in radial filters $W: \mathbb{R} \rightarrow \mathbb{R}^{F}$.

### 11.3.3.3 Local Distance Regimes

In the spirit of radial basis function (RBF) networks [39, 40], the filter-generating neural network $W\left(r_{i j}\right)$ first expands the pair-wise distances

$$
\begin{equation*}
\hat{\mathbf{r}}_{i j}=\left[\exp \left(-\gamma\left(r_{i j}-k \Delta \mu\right)^{2}\right)\right]_{0 \leq k \leq r_{\mathrm{cut}} / \Delta \mu}, \tag{11.14}
\end{equation*}
$$

with $\Delta \mu$ being the spacing of Gaussians with scale $\gamma$ on a grid ranging from 0 to the distance cutoff $r_{\mathrm{cut}}$. This helps to decouple the various regimes of atomic interactions and allow for an easier starting point for the training procedure. On top of the RBF expansion, we apply two fully connected layers with softplus activation functions.

As an illustrative example, Fig. 11.3 shows two linear models fitted to the potential energy surface of $\mathrm{H}_{2}$. Using the distance as a feature directly, we obviously capture only a linear relationship. However, the expanded RBF feature space allows us to obtain a smooth and accurate fit of the potential.


Fig. 11.3 Comparison of features for regression of bond stretching energies of $\mathrm{H}_{2}$. We use scalar distances $r_{i j}$ and distances in a radial basis $\hat{\mathbf{r}}_{i j}$ with $\Delta \mu=0.1$ and $\gamma=10$ as features, respectively. The energies were computed by Brockherde et al. [9] with DFT at the PBE level of theory

From an alternative viewpoint, if we initialize a neural network with the usual weight distributions and non-linearities, the resulting function is almost linear before training as the neuron activations are close to zero. Therefore, the filter values would be strongly correlated, leading to a plateauing cost function at the beginning of training. Radial basis functions solve this issue by decoupling the various distance regimes.

### 11.3.3.4 Cutoffs

While in principle the size of the filter in a continuous-filter convolutional layer can be infinite, there are natural limitations on how such a filter can be trained. The interatomic distances in a dataset of molecule have an upper bound determined by the size of the largest molecule. More importantly, we cannot consider interactions with an infinite number of atoms in case of atomistic systems with periodic boundary conditions. Therefore, it is often beneficial or even required to restrict the filter size using a distance cutoff.

While it is certainly possible to apply a hard cutoff, this may lead to rapidly changing energies in molecular dynamics simulations. Therefore, we apply a cosine cutoff function to the filter, to obtain a local filter

$$
\begin{align*}
W_{\text {local }}\left(r_{i j}\right) & =W\left(r_{i j}\right) f_{\mathrm{cut}}\left(r_{i j}\right)  \tag{11.15}\\
f_{\mathrm{cut}}\left(r_{i j}\right) & =\frac{1}{2} \cos \left(\frac{r_{i j}}{r_{\mathrm{cut}}} \pi\right)+\frac{1}{2} . \tag{11.16}
\end{align*}
$$

In the following, we use a cutoff distance $r_{\mathrm{cut}}=5 \AA$ for our models. Note that this constitutes only a cutoff for direct interactions between atoms. Since we perform multiple interaction passes, the effective perceptive field of SchNet is much larger.

### 11.3.3.5 Periodic Boundary Conditions (PBC)

For crystalline materials, we have to respect the PBCs when convolving with the interactions, i.e., we have to include interactions with periodic sites of neighboring unit cells: Due to the linearity of the convolution, we can move the sum over periodic images into the filter. Given atomistic representations $\mathbf{x}_{i}=\mathbf{x}_{i a}=\mathbf{x}_{i b}$ of site $i$ for unit cells $a$ and $b$, we obtain

$$
\begin{align*}
\mathbf{x}_{i}^{l+1}=\mathbf{x}_{i m}^{l+1} & =\sum_{j=0}^{n_{\text {atoms }}} \sum_{b=0}^{n_{\text {cells }}} \mathbf{x}_{j b}^{l} \circ \tilde{W}^{l}\left(\mathbf{r}_{j b}-\mathbf{r}_{i a}\right) \\
& =\sum_{j=0}^{n_{\text {atoms }}} \mathbf{x}_{j}^{l} \circ \underbrace{\left(\sum_{b=0}^{n_{\text {cells }}} \tilde{W}^{l}\left(\mathbf{r}_{j b}-\mathbf{r}_{i a}\right)\right)}_{W} . \tag{11.17}
\end{align*}
$$

When using a hard cutoff, we have found that the filter needs to be normalized with respect to the number of neighboring atoms $n_{\mathrm{nbh}}$ for the training to converge:

$$
\begin{equation*}
W_{\text {normalized }}\left(r_{i j}\right)=\frac{1}{n_{\mathrm{nbh}}} W\left(r_{i j}\right) . \tag{11.18}
\end{equation*}
$$

However, this is not necessary, when using a cosine cutoff function, as shown above.

### 11.4 Analysis of the Representation

Having introduced the SchNet architecture, we go on to analyze the representations that have been learned by training the models on QM9-a dataset of 130k small organic molecules with up to nine heavy atoms [41]-as well as a molecular dynamics trajectory of aspirin [20]. If not given otherwise, we use six interaction blocks and atomistic representations $\mathbf{x}_{i} \in \mathbb{R}^{256}$. The models have been trained using stochastic gradient descent with warm restarts [42] and the ADAM optimizer [43].

### 11.4.1 Locality of the Representation

As described above, atomistic models decompose the representation into local chemical environments. Since SchNet is able to learn a representation of such an environment, the locality of the representation may depend on whether a cutoff was used as well as the training data.

Table 11.1 shows the performance of SchNet models trained on various datasets with and without cutoff. We observe that the cutoff is beneficial for QM9 as well as the small aspirin training set with $N=1000$ reference calculations. The cutoff function biases the model towards learning from local interactions, which helps with generalization since energy contributions from interactions at larger distances are

Table 11.1 Mean absolute (MAE) and root mean squared errors (RMSE) of SchNet with and without cosine cutoff for various datasets over three repetitions

| Dataset | Property | Unit | $r_{\text {cut }}[\AA]$ | MAE | RMSE |
| :---: | :---: | :---: | :---: | :---: | :---: |
| QM9 ( $N=110 \mathrm{k}$ ) | $\mathrm{U}_{0}$ | $\mathrm{kcal} \mathrm{mol}{ }^{-1}$ | - | 0.259 | 0.599 |
|  |  |  | 5 | 0.218 | 0.518 |
|  | $\mu$ | Debye | - | 0.019 | 0.037 |
|  |  |  | 5 | 0.017 | 0.033 |
| Aspirin ( $N=1 \mathrm{k}$ ) | Total energy | kcal mol ${ }^{-1}$ | - | 0.438 | 0.592 |
|  |  |  | 5 | 0.402 | 0.537 |
|  | Atomic forces | kcal mol ${ }^{-1} \AA^{-1}$ | - | 1.359 | 1.929 |
|  |  |  | 5 | 0.916 | 1.356 |
| Aspirin ( $N=50 \mathrm{k}$ ) | Total energy | kcal mol ${ }^{-1}$ | - | 0.088 | 0.113 |
|  |  |  | 5 | 0.102 | 0.130 |
|  | Atomic forces | kcal $\mathrm{mol}^{-1} \mathrm{~A}^{-1}$ | - | 0.104 | 0.158 |
|  |  |  | 5 | 0.140 | 0.203 |
| Materials project$(N=62 \mathrm{k})$ | Formation energy | eV/atom | (hard ${ }^{\text {a }}$ ) 5 | 0.037 | 0.091 |
|  |  |  | 5 | 0.039 | 0.084 |

${ }^{\text {a }}$ Due to the PBCs, there is no model without a cutoff for bulk crystals. The hard cutoff discards all atoms at distances $r_{i j}>r_{\mathrm{cut}}$.
For the Materials Project data, we use a smaller model $\left(\mathbf{x}_{i} \in \mathbb{R}^{64}\right)$ and compare the cosine cutoff to a normalized filter with hard cutoff. The number of reference calculations, $N$, is the size of the combined training and validation set.
much harder to disentangle. On the other hand, the SchNet model with trained on 50,000 aspirin reference calculation benefits from the large chemical environment when not applying a cutoff. This is because with such a large amount of training data, the model is now also able to infer more nonlocal interactions within the molecule. In the case of the Materials Project dataset, we observe that cosine cutoff and hard cutoff yield comparable results, where the cosine cutoff is slightly preferable since it obtains the lower root mean squared error (RMSE). Since the RMSE puts more emphasis on larger errors than MAE, this indicates that the cosine cutoff improves generalization. This may be due to the more local model which is obtained by focusing on smaller distances or by eliminating the discontinuities that are introduced by a hard cutoff.

Figure 11.4 shows the atomization energies of a carbon dimer as predicted by SchNet models trained on QM9 and the aspirin trajectory of the MD17 dataset. Since the models were trained on saturated molecules, this does not reflect the real energy or atomic forces of the dimer. The reason is that the energy contribution of carbon interactions in the context of equilibrium molecules or MD trajectories, respectively, includes the inferred contributions of other neighboring atoms. For instance, if we consider two carbon atoms at a distance of about $2.4 \AA$ in aspirin, they are likely to be part of the aromatic ring with other carbon at a distance of $1.4 \AA$. We also observe a large offset for aspiring since the model was not trained on molecules with a varying number of atoms. If we wanted to eliminate these model

Fig. 11.4 Interaction energy of carbon dimers as predicted by SchNet trained on QM9 and an aspirin MD trajectory ( $N=50 \mathrm{k}$ ). Since the neural networks were not explicitly trained on carbon dimers, the energies assigned by SchNet are heavily influenced by the cutoff and inferred neighboring atoms of the respective training set. The width of the line represents the deviation of the energy over three models trained on different training splits


Fig. 11.5 Vibrational spectrum of aspirin as predicted by SchNet without cutoff on 50k reference calculations (DFT/PBE). The harmonic normal mode vibrations obtained with the electronic structure reference are shown in grey
biases, we needed to train the neural networks on more diverse datasets, e.g., by explicitly including dimers with large interatomic distances. While this is necessary to obtain a general model of quantum chemistry, it might even be detrimental for the prediction of a certain subset of molecules using a given amount of training data.

Considering the above, the analysis in Fig. 11.4 shows how the neural networks predict carbon-carbon interaction energies. Since there are no isolated carbon dimers in the training data, SchNet attributes molecular energies in the context of the data it was trained on, leading to large offsets in the assigned energies. Still, we observe that the general shape of the potential is consistent across all four models. Applying the cosine cutoff leads to constant energy contributions beyond $r_{\text {cut }}=5 \AA$, however, models without cutoff are nearly constant in this distance regime as well. SchNet correctly characterizes the carbon bond with its energy minimum between $1.2-1.3 \AA$ and rising energy with larger distances. For the distance regime beyond about $1.8 \AA$, the inferred, larger environment dominates the attribution of interaction energies.

Given that the aspirin model trained on the larger dataset benefits from a larger attribution of interaction energies to larger distances, we analyze how the cutoff will affect the vibrational spectrum. Using the SchNet potentials, we have generated two molecular dynamics trajectories of 50 ps at 300 K using a Langevin thermostat with a time step of 0.5 fs . Figure 11.5 shows the vibrational spectra of the models with and without cosine cutoff.

### 11.4.2 Local Chemical Potentials

In order to further examine the spatial structure of the representation, we observe how SchNet models the influence of a molecule on a probe atom that is moved through space and acts as a test charge. This can be derived straight-forwardly from the definition of the continuous-filter convolutional layer in Eq. 11.8, which


Saturated with hydrogen


Energy akcal/mol)


Missing hydrogen


Fig. 11.6 Local chemical potentials of N-formylformamide generated by SchNet trained on QM9 using a hydrogen probe for the complete molecule (left) and after removing one of the hydrogens (right). The potentials are plotted on the $\sum_{i}\left\|\mathbf{r}-\mathbf{r}_{i}\right\|=3.7 \AA$ isosurface of the saturated molecule
is defined for arbitrary positions in space:

$$
\begin{equation*}
\mathbf{x}_{\text {probe }}=\left(\rho^{l} * W\right)\left(\mathbf{r}_{\text {probe }}\right)=\sum_{j=1}^{n_{\text {atoms }}} \mathbf{x}_{j}^{l} \circ W\left(\mathbf{r}_{\text {probe }}-\mathbf{r}_{j}\right) . \tag{11.19}
\end{equation*}
$$

The remaining part of the model is left unchanged as those layers are only applied atom-wise. Finally, we visualize the predicted probe energy on a smooth isosurface around the molecule [11, 27, 28].

Figure 11.6 (left) shows this for N -formylformamide using a hydrogen probe. According to this, the probe is more likely to bond on the oxygens, as indicated by the lower probe energies. To further study this interpretation, we remove one of the hydrogens in Fig. 11.6 (right). In agreement with our analysis, this leads to even lower energies at the position of the missing hydrogen as well as the nearby oxygen due to the nearby unsaturated carbon.

### 11.4.3 Atom Embeddings

Having examined the spatial structure of SchNet representations, we go on to analyze what the model has learned about chemical elements included in the data. As described above, SchNet encodes atom types using embeddings $\mathbf{A}_{Z} \in \mathbb{R}^{F}$ that are learned during the training process. We visualize the two leading principal components of these embeddings to examine whether they resemble chemical intuition. Since QM9 only contains five atom types (H, C, N, O, F), we perform this analysis on the more diverse Materials Project dataset [44] as it includes 89 atom types ranging across the periodic table. Figure 11.7 shows the reduced embeddings of the main group elements of the periodic table. Atoms belonging to the same group tend to form clusters.

This is especially apparent for main groups $1-7$, while group 8 appears to be more scattered. Beyond that, there are partial orderings of elements according to their period within some of the groups. We observe a partial order from light to heavier elements in some groups, e.g., in group 1 (left to right: $\mathrm{H}-\mathrm{Li}-\mathrm{Na}-[\mathrm{K}, \mathrm{Rb}$, Cs ), group 2 (left to right: $\mathrm{Be}-\mathrm{Mg}-\mathrm{Ca}-\mathrm{Sr}-\mathrm{Ba}$ ), and group 5 (left to right: $\mathrm{P}-\mathrm{As}-$


Fig. 11.7 Two leading principal components of the element embeddings learned by a SchNet model trained on 60k reference calculations of the Materials Project [44]
$\mathrm{Sb}-\mathrm{Bi})$. These results are consistent with those we obtained from previous SchNet models trained on earlier versions of the Materials Project repository [11, 27].

Note that these extracted chemical insights are not imposed by the SchNet architecture, but had to be inferred by the model based on the bulk systems and its energies in the training data.

### 11.5 Conclusions

We have presented the deep tensor neural network framework and its implementation SchNet, which obtains accurate predictions of chemical properties for molecules and materials. Representations of chemical environments are learned directly from atom types and position while filter-generating networks allow to incorporate invariance and prior knowledge.

In our analysis, we have found that atomic representations reflect an inferred chemical environment based on the bias of the training data. The obtained representations are dominated by local interactions and can be further localized using cosine cutoff functions that improve generalization. However, if a sufficient amount of data is available, interaction energies can be reliably attributed to larger interatomic distances, which will further improve the accuracy of the model. Moreover, we have defined local chemical potentials that allow for spatially resolved chemical insights and have shown that the models learn embeddings of chemical elements that show resemblance of the structure of the periodic table.

In conclusion, SchNet presents an end-to-end atomistic neural network that we expect to facilitate further developments towards interpretable deep learning architectures to assist chemistry research.
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## Atomistic Simulations

## Preface

An important problem of computational chemistry is to perform molecular dynamics simulations for molecules and materials. Therefore, one needs to obtain their potential energy surfaces (PESs) as accurately as possible. For large systems or long timescales, however, one has to trade off accuracy against computational cost. While $a b$ initio electronic structure methods provide the most precise PESs, they are not affordable for large systems. On the other hand, (semi-)empirical force fields are fast to evaluate, but are not able to represent all aspects of the PES due to their constrained functional form and specific physical approximations. For these reasons, the modeling of PESs and corresponding atomic forces has become an important application of machine learning in quantum chemistry. In contrast to traditional force fields, machine learning potentials are more flexible, while at the same time a variety of proven techniques to avoid overfitting ensures generalization to unseen configurations [1].

Fully connected neural network was among the first machine learning models to be fitted to PESs [2,3] before highly specialized descriptors and networks were developed. In Chap. 12, [4] give an overview about using high-dimensional neural network potentials (NNPs) [5] to learn PESs and drive atomistic simulations. The chapter nicely covers the whole procedure from generation of reference data sets over the construction of atomistic neural networks to performing molecular dynamics (MD) simulations and obtaining molecular spectra. Building on this, [6] go into detail about the future engineering aspects of NNPs using atom-centered symmetry functions and how atomic forces can be calculated from the NNP. Besides neural networks, notably Gaussian process (or kernel ridge regression) models have been successful in modeling molecules [7] and materials [8,9].

Chapter 15 [10] details the important aspect of building a set of reference calculations using active learning and uncertainty estimation. This is explored for various applications (MD simulation, relaxation) and machine learning models (Gaussian processes, neural networks).

While the above chapters deal with the problem to efficiently generate an MD trajectory, Chap. 16 [11] introduces state-of-the-art methods to analyze MD trajectories on long timescales. Using these techniques, one can obtain lowdimensional models of the long-time dynamics of a given trajectory to gain insights about the metastable states of a system.
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# Molecular Dynamics with Neural Network Potentials 

Michael Gastegger and Philipp Marquetand


#### Abstract

Molecular dynamics simulations are an important tool for describing the evolution of a chemical system with time. However, these simulations are inherently held back either by the prohibitive cost of accurate electronic structure theory computations or the limited accuracy of classical empirical force fields. Machine learning techniques can help to overcome these limitations by providing access to potential energies, forces, and other molecular properties modeled directly after an accurate electronic structure reference at only a fraction of the original computational cost. The present text discusses several practical aspects of conducting machine learning driven molecular dynamics simulations. First, we study the efficient selection of reference data points on the basis of an active learning inspired adaptive sampling scheme. This is followed by the analysis of a machine learning based model for simulating molecular dipole moments in the framework of predicting infrared spectra via molecular dynamics simulations. Finally, we show that machine learning models can offer valuable aid in understanding chemical systems beyond a simple prediction of quantities.


[^21]
### 12.1 Introduction

Chemistry is-in large part-concerned with the changes that matter undergoes. As such, chemistry is inherently time-dependent and if we want to model such chemical processes, then a time-dependent approach is most intuitive. The corresponding techniques can be summarized as dynamics simulations. In particular molecular dynamics (MD) simulations-defined usually as treating the nuclear motion with Newton's classical mechanics-are commonly used to "mimic what atoms do in real life" [1]. Such simulations have become indispensable not only in chemistry but also in adjacent fields like biology and material science [2,3].

An important ingredient of MD simulations are molecular forces, which determine how the nuclei move. For the sake of accuracy, it is desirable to obtain these forces from quantum mechanical electronic structure calculations. However, such $a b$ initio calculations are expensive from a computational perspective and hence only feasible for relatively small systems or short timescales. For larger systems (e.g., proteins) molecular forces are instead modeled by classical force fields, which are composed of analytic functions based on physical findings. As a consequence of these approximations, classical force fields are extremely efficient to compute but fail to reach the accuracy of electronic structure methods.

With the aim to obtain both a high accuracy and a fast evaluation, machine learning (ML) is employed to predict forces and an increasing number of research efforts are devoted to this idea. Since the forces are commonly evaluated as the derivative of the potential energy with respect to the coordinates, the learning of energies and forces are tightly connected and we often find the term "machine learning potential" in the literature.

Possibly the first work to use ML of potentials combined with dynamics simulations appeared in 1995 by Blank et al. [4], where diffusion of CO on a Ni surface and $\mathrm{H}_{2}$ on Si was modeled. A comprehensive overview over the earlier work in this field, where mostly neural networks were employed, can be found in the reviews [5,6]. Later, also other ML methods like Gaussian approximation potentials [7] were utilized, diversifying the research landscape, which is reflected in various, more topical reviews, see, e.g., [8-11]. Today, the field has become so active that a review would be outdated by tomorrow. Here instead, we give an example of what can be achieved when combining ML and MD.

In this chapter, we describe simulations of one of the most fundamental experiments to detect moving atoms, namely infrared spectra. The simulations utilize MD based on potentials generated with high-dimensional neural networks, a special ML architecture. We show, in particular, how the training data can efficiently be gathered by an adaptive sampling scheme. Several practical aspects, tricks, and pitfalls are presented. Special emphasis is put also on the prediction of dipole moments and atomic charges, which are necessary ingredients besides potential energies and forces for the calculation of infrared spectra from MD.

### 12.2 Methods

### 12.2.1 High-Dimensional Neural Network Potentials

High-dimensional neural network potentials (NNPs) are a type of atomistic ML potentials [12]. Atomistic potentials model the properties of a system based on the contributions of individual atoms due to their local chemical environment (Fig. 12.1). In high-dimensional NNPs, atomic environments are represented via so-called atom-centered symmetry functions (ACSFs) [13]. Typically, ACSFs are radial and angular distribution functions, which account for rotational and translation invariances of the system. A radial symmetry function, for example, is a superposition of Gaussian densities:

$$
\begin{equation*}
G_{i}^{\mathrm{rad}}=\sum_{j \neq i}^{N} e^{-\eta\left(r_{i j}-r_{0}\right)^{2}} f_{\mathrm{cut}}\left(r_{i j}\right) \tag{12.1}
\end{equation*}
$$

The sum includes all atoms $j$ in vicinity of the central atom $i . r_{i j}$ is the distance between $i$ and $j . \eta$ and $r_{0}$ are parameters which modulate the width and center of the Gaussian. A cutoff function $f_{\text {cut }}$ ensures that only the local chemical environment contributes to the ACSF. For a more in-depth discussion on ACSFs and their features, we refer to References [11, 13-15].

Based on the ACSF representation of each atom, an atomistic neural network then predicts the contribution of this atom to the global molecular property. Finally, these contributions are recombined via an atomistic aggregation layer in order to recover the target property. For NNPs which model the potential energy $E$ of a system, this


Fig. 12.1 In a high-dimensional neural network potential, the local chemical environment of each atom is first encoded in a structural descriptor. Based on these descriptors, neural networks predict atomistic energy contributions, where different networks are used for the different chemical elements. Finally, the atomic energies are summed in order to recover the total energy of the system
layer is usually chosen as a sum over the individual atomic energies $E_{i}$ :

$$
\begin{equation*}
\tilde{E}^{m}=\sum_{i}^{N_{m}} \tilde{E}_{i}^{m} \tag{12.2}
\end{equation*}
$$

where $N$ is the number of atoms in the molecule $m$. However, different aggregation layers can be formulated in order to model various properties, as will be discussed in the next section.

Due to the form of high-dimensional NNPs, expressions for analytic Cartesian derivatives of the model are readily available. Hence, NNPs provide access to energy conserving forces

$$
\begin{equation*}
\tilde{\mathbf{F}}_{\alpha}^{m}=-\sum_{i}^{N_{m}} \sum_{d}^{D_{i}^{m}} \frac{\partial \tilde{E}_{i}^{m}}{\partial G_{d}^{m}} \frac{\partial G_{d}^{m}}{\partial \mathbf{R}_{\alpha}^{m}}, \tag{12.3}
\end{equation*}
$$

where $\tilde{\mathbf{F}}_{\alpha}^{m}$ and $\mathbf{R}_{\alpha}^{m}$ are the forces acting on atom $\alpha$ and its position, while $D_{i}^{m}$ is the number of ACSFs centered on atom $i$. NNP forces can also be included into the training process by minimizing a loss function of the form

$$
\begin{equation*}
\mathcal{L}=\frac{1}{M} \sum_{m}^{M}\left(\tilde{E}^{m}-E^{m}\right)^{2}+\frac{\vartheta}{M} \sum_{m}^{M} \frac{1}{3 N_{m}} \sum_{i}^{N_{m}}\left\|\widetilde{\mathbf{F}}_{i}^{m}-\mathbf{F}_{i}^{m}\right\|^{2} \tag{12.4}
\end{equation*}
$$

Here, $M$ is the number of molecules present in the data set. $\vartheta$ controls the tradeoff between fitting energies and forces, while $\mathbf{F}_{i}^{m}$ is the vector of Cartesian force components acting on atom $i$ of molecule $m$. By using forces during training, 3 N additional pieces of information are available for each molecule beside the potential energy. As a consequence, the overall number of reference computations required to construct an accurate NNP can be reduced significantly [16, 17].

### 12.2.2 Dipole Model

In addition to energies and forces, atomistic aggregation layers can also be formulated to model various other molecular properties. One example is the dipole moment model introduced in reference [18]. Here, the dipole moment $\boldsymbol{\mu}$ of a molecule is expressed as a system of atomic point charges, according to the relation

$$
\begin{equation*}
\tilde{\boldsymbol{\mu}}=\sum_{i}^{N} \tilde{q}_{i} \mathbf{r}_{i} . \tag{12.5}
\end{equation*}
$$

$\tilde{q}_{i}$ is the charge located at atom $i$ and $\mathbf{r}_{i}$ is the position vector of the atom relative to the molecules center of mass. The charges $\tilde{q}$ are modeled via atomistic networks and depend on the local chemical environment. However, these point charges are never learned directly, but instead represent latent variables inferred by the NNP dipole model during training, where the following loss function is minimized:

$$
\begin{equation*}
\mathcal{L}=\frac{1}{M} \sum_{m}^{M}\left(\tilde{Q}_{m}-Q_{m}\right)^{2}+\frac{1}{3 M} \sum_{m}^{M}\left\|\tilde{\boldsymbol{\mu}}_{m}-\boldsymbol{\mu}_{m}\right\|^{2}+\ldots \tag{12.6}
\end{equation*}
$$

$\tilde{\boldsymbol{\mu}}$ is the expression for the dipole moment given in Eq. 12.5 and $\boldsymbol{\mu}$ is the electronic structure reference, calculated as the expectation value of the dipole moment operator [19]. Note that the charges are not directly accessible from solving the Schrödinger equation but are usually obtained a posteriori from different ad hoc partitioning schemes [20]. The first term in the loss function introduces the additional constraint that the sum of latent charges $\tilde{Q}=\sum_{i} \tilde{q}_{i}$ should reproduce the total charge $Q$ of the molecule. Formulated in this way, the machine learning model depends only on quantum mechanical observables in the form of a molecule's electrostatic moments (total charge and dipole moment), which are directly accessible by all electronic structure methods. Although the above formulation does not guarantee the conservation of total charge, it reduces the overall charge fluctuations to a minimum. The remaining deviations can then be corrected using simple rescaling or shifting schemes without loss of generality (see, e.g., references [21] and [22]).

Expression 12.6 can easily be extended to include higher moments such as the quadrupole moment $\boldsymbol{\Theta}$, as was suggested in reference [18]. In the context of the above model, $\boldsymbol{\Theta}$ takes the form

$$
\begin{equation*}
\tilde{\boldsymbol{\Theta}}=\sum_{i} \tilde{q}_{i}\left(3 \mathbf{r}_{i} \otimes \mathbf{r}_{i}-\mathbf{1}\left\|\mathbf{r}_{i}\right\|\right), \tag{12.7}
\end{equation*}
$$

where, $\mathbf{r}_{i} \otimes \mathbf{r}_{i}$ is the outer product of the Cartesian position vectors of atom $i$. However, it was found that the introduction of quadrupole moments offers no additional advantage, at least when modeling dipoles. Moreover, using an atomistic model for $\boldsymbol{\Theta}$ can be problematic for small molecules such as water, since the atomcentered point charges are not able to resolve features of the charge distribution arising from, e.g., the lone pair electrons of the oxygen.

It should be emphasized at this point that the atomistic aggregation layers presented here are not restricted to a single type of machine learning architecture. They can be coupled with any model in a modular fashion, as long as it provides access to atomic contributions. This was, for example, done recently with the SchNet architecture in order to model dipole moment magnitudes [22].

### 12.2.3 Adaptive Sampling Scheme

Before a NNP can be used for simulations, its free parameters need to be determined by training on a suitable set of reference data. Typically, a set of reference molecules is chosen in a two-step process. First, the PES is sampled to obtain a representative set of molecular configurations. Afterwards, the quantum chemical properties of these structures (e.g., energies, forces,...) are computed with an appropriate electronic structure method. The sampling can be performed in different ways, with molecular dynamics and normal mode sampling being only a few examples [14,23]. However, a feature shared by most sampling methods is that they either use approximate methods such as molecular force fields to guide the sampling or they perform all simulations at the final level of theory. Both approaches have drawbacks. In the first case, the PES regions explored with the lower level of theory need not correspond to regions relevant for the high-level model (e.g., different molecular geometries). In the second case, the unfortunate scaling of accurate electronic structure methods limits either the regions of the PES that can be covered or the overall accuracy of the reference computations.

A solution to these issues is to use an adaptive sampling scheme, where the ML model itself selects new data points to improve its accuracy [18]. This approach is inspired by active learning techniques and proceeds as follows (Fig. 12.2): First, a crude NNP model is used to explore an initial region of the PES. During simulation, an uncertainty measure for the NNP predictions is monitored. If this measure exceeds a threshold, the sampling is stopped and electronic structure computations are performed for the corresponding configuration. The resulting data is then added to the reference set and used to update the NNP. Sampling is continued with the improved model. This procedure is carried out in an iterative fashion until the desired level of accuracy is reached.

One advantage of this scheme is that the NNP model used to guide the sampling closely resembles the electronic structure reference method for large stretches of


Fig. 12.2 The adaptive sampling scheme starts by training a preliminary ensemble of NNPs on a small set of reference computations. This ensemble is then used to sample new configurations via, e.g., molecular dynamics. For every sampled configuration, an uncertainty measure is computed. If this measure exceeds a predefined threshold, the simulation is stopped and a reference calculation is performed. The new data point is then added to the reference data and the next generation of NNPs is trained. This procedure is repeated in an iterative manner until a convergence threshold is reached
coordinate space. Hence, similar regions of the PES will be explored (e.g., bond lengths) as if the simulations were carried out with the reference method exclusively.

In addition, by using the model uncertainty to determine when additional reference computations should be performed, only a small number of expensive calculations are necessary. Due to the simplicity of this scheme, it can easily be combined with different sampling methods, such as those in molecular dynamics, metadynamics or Monte-Carlo based approaches [24, 25].

Perhaps the most important ingredient for the above scheme is an appropriate uncertainty measure. Here, it is possible to make use of a trait of NNs in general and NNPs in particular. Two NNPs trained on the same reference data will agree closely for regions of the PES described well by both models. However, in regions sampled insufficiently the predictions of both models will diverge quickly. Using the disagreement between different models to guide data selection is a popular approach in active learning called query by committee [26]. Based on the above behavior, one can formulate the following uncertainty measure for NNPs:

$$
\begin{equation*}
\sigma_{E}=\sqrt{\frac{1}{\mathfrak{N}-1} \sum_{\mathfrak{n}}^{\mathfrak{N}}\left(\tilde{E}_{\mathfrak{n}}-\bar{E}\right)^{2}} \tag{12.8}
\end{equation*}
$$

$\tilde{E}_{\mathfrak{n}}$ is the energy predicted by one of $\mathfrak{N}$ different NNPs and $\bar{E}$ is the average of all predictions. Hence, $\sigma_{E}$ is the standard deviation of the different model predictions. Using an uncertainty measure of this form also has the following advantage: Since different NNPs are used to compute $\sigma_{E}$, they can be combined into an ensemble, where the prediction averages (e.g., $\bar{E}$ ) are used to guide PES exploration. The consequence is an improvement in the overall predictive accuracy of the ML approach at virtually no extra cost, due to error cancellation in the individual models.

### 12.3 Generation of Reference Data Sets

The following section discusses different practical aspects of the adaptive sampling scheme introduced above. After an investigation on the accuracy advantage offered by NNP ensembles, we study how frequently new reference computations are requested during a sampling run. Afterwards, the utility of different predicted properties as uncertainty measures for NNPs is analyzed. Finally, we introduce an extension to the standard sampling scheme, which improves overall sampling efficiency.

### 12.3.1 Accuracy of NNP Ensembles

In order to investigate the accuracy offered by ensembles of NNPs, we compare the predictions of ensembles containing up to five members to their respective electronic


Fig. 12.3 Accuracy of ensemble predictions for molecular energies (blue) and forces (red) depending on the number of members. The computed error measures, MAE and RMSE, appear to decrease according to an $\frac{1}{\sqrt{\mathfrak{N}}}$ relation, where $\mathfrak{N}$ is the number of models in the ensemble. In all cases, the gain in accuracy is most pronounced when going from a single network to an ensemble of two
structure reference. This analysis is based on the protonated alanine tripeptide data set obtained in reference [18], which also serves as a basis for several other studies in this text. The data set contains 718 different peptide configurations at the BLYP/def2-DZVP level of theory sampled with the scheme described above. Figure 12.3 shows the energy and force mean absolute errors (MAEs) and root mean squared errors (RMSEs) for the different ensembles. Even the combination of only two different models already leads to a marked decrease in the prediction error. Since ensembles thrive on a cancellation of random error fluctuations, this gain in accuracy is particularly pronounced for the RMSEs. An interesting observation is that the forces profit to a greater extent than the energies, with a reduction in the error by approximately $0.3 \mathrm{kcal} \mathrm{mol}^{-1} \AA^{-1}$. This effect is expected to be of importance in the early stages of an adaptive sampling run, as the improved reliability of the model increases the likelihood that physically relevant configurations are sampled.

### 12.3.2 Choice of Uncertainty Measures

An important feature of atomistic NNPs is their ability to operate as fragmentation approaches, where they predict the energies of large molecules after being trained on only small fragments [27]. Hence, expensive reference computations never
have to be performed for the whole system, but only for parts of it. This feature can be combined with the adaptive sampling scheme, as was, for example, done in reference [18]. In this setup, the uncertainty is not measured for the whole molecule, but instead for atom-centered fragments. Reference computations are only performed for those fragments where the uncertainty exceeds a predefined threshold, thus reducing the computational cost of constructing an accurate NNP even further. However, the deviation of ensemble energies (Eq. 12.8) can now no longer serve as the uncertainty measure.

Although substituting the total energies in Eq. 12.8 by their atom-wise counterparts $\tilde{E}_{i}$ would in theory be a straightforward choice for an atomistic uncertainty estimate, it is not feasible in practice. Due to the way NNPs are constructed (see Eq. 12.2), the partitioning of the total energy into latent atomic contributions is not unique. Hence, even if two NNPs yield almost identical predictions for the molecular energies, the distributions of atom-wise contributions can still differ significantly, as is shown for the alanine tripeptide in Fig. 12.4. If, e.g., the atomic energies of carbon atoms are used to compute the uncertainty, large deviations will be encountered for all regions of the PES, no matter how well the global predictions agree. As a consequence, reference computations will be performed for a


Fig. 12.4 Distribution of atomic energies, forces, and total energies as predicted for the alanine tripeptide by two NNP models (shown in red and blue). Although the NNP predictions agree well in the case of the total energies and atomic forces, the energy contributions of individual atoms vary dramatically between the models
large fraction of encountered configurations, thus effectively negating the advantage offered by the adaptive sampling scheme.

The better alternative is to reformulate the above measure to instead use the forces acting on each atom:

$$
\begin{equation*}
\sigma_{F}^{(\alpha)}=\sqrt{\frac{1}{\mathfrak{N}-1} \sum_{\mathfrak{n}}^{\mathfrak{N}}\left\|\tilde{\mathbf{F}}_{\mathfrak{n}}^{(\alpha)}-\overline{\mathbf{F}}^{(\alpha)}\right\|^{2}}, \tag{12.9}
\end{equation*}
$$

where $\tilde{\mathbf{F}}_{\mathfrak{n}}^{(\alpha)}$ is the force acting on atom $\alpha$ as predicted by model $\mathfrak{n}$ of the ensemble. $\overline{\mathbf{F}}^{(\alpha)}$ is the average over all predictions. The measure $\sigma_{F}^{(\alpha)}$ has several advantages. Since it depends on the molecular forces it is purely atomistic. Moreover, due to how the forces are computed in NNPs (Eq. 12.3), they are insensitive to the learned partitioning in a similar manner as the total energy. This property can be observed in Fig. 12.4, where the distributions of forces acting on, e.g., hydrogen and carbon atoms show a similar agreement between models as do the molecular energies, but not the atomic energies.

### 12.3.3 Frequency of Reference Computations

An important aspect of the adaptive sampling scheme is how frequently new electronic structure computations need to be performed. Figure 12.5 depicts the number of configurations added to the reference data set versus the total number of sampling steps. The studied molecule is an n -alkane $\left(\mathrm{C}_{69} \mathrm{H}_{140}\right.$, see Figure inset)


Fig. 12.5 Number of configurations accumulated during an adaptive sampling run for the $\mathrm{C}_{69} \mathrm{H}_{140}$ n -alkane plotted against the number of molecular dynamics steps. New samples are added frequently during the early stages of the sampling, while almost no configurations are collected during the later stages
and the sampling statistics were taken from the supporting information of Reference [18], obtained with a fragmentation procedure and the aforementioned force based uncertainty. As can be seen in the figure, there is a marked decrease in the number of electronic structure queries as the sampling progresses. Initially, new samples are added frequently, as the model explores the configuration space. More than half of the new samples are added within the first 2000 exploration steps. After this phase of determining a reliable first approximation of the electronic structure method, the sampling process is dominated by fine-tuning the NNP ensemble. Now only samples corresponding to insufficiently described regions of the PES are collected, reducing the requirement for expensive reference computations significantly. The efficiency of this simple approach is remarkable insofar, as only 534 configurations are needed to obtain an accurate model of the n -alkane sporting 621 degrees of freedom. The final model achieves RMSEs of $0.09 \mathrm{kcal} \mathrm{mol}^{-1}$ and $1.48 \mathrm{kcal} \mathrm{mol}^{-1} \AA^{-1}$ compared to the reference energies and forces of the fragments.

### 12.3.4 Adaptive Sampling with Multiple Replicas

A potential problem of the adaptive sampling scheme is its serial nature. Currently, only one point of data is collected after each sampling period. Since the NNPs need to be retrained every time the reference data set is extended, the resulting procedure can become time consuming in its later stages, especially for large and flexible molecules (e.g., the tripeptide in reference [18]).

This problem can be overcome by introducing a parallel version of the adaptive scheme, as outlined in Fig. 12.6. Instead of simulating only a single system at a time, multiple sampling runs are performed in parallel, each using a copy of the NNP ensemble trained in the previous cycle. These independent simulations can be replicas of the system under various conditions (e.g., different temperatures), a range of conformations or even different molecules. Sampling is once again carried out until divergence is reached for all parallel simulations. The high uncertainty configurations are then computed with the reference method and added to the training data. This setup reduces the frequency with which NNPs need to be retrained, while at the same time improving PES exploration. A potential drawback of this scheme is that the collection of data points introduces periods of unproductivity, where some simulations are already finished while others are still running. However, this effect is negligible in praxis due to the high computational speed of the NNP models.

### 12.4 NNPs for Molecular Dynamics Simulations

Due to their combination of high accuracy and computational efficiency, NNPs are an excellent tool to accelerate MD simulations. A particularly interesting application is the computation of molecular spectra via the Fourier transform of different time autocorrelation functions [28]. Depending on the physical property


Fig. 12.6 Parallel version of the adaptive sampling scheme. Individual adaptive sampling runs are carried out for different replicas of the system (e.g., different configurations). For each replica, configurations with high uncertainty are identified. Once samples have been collected for all replicas, reference computations are carried out and the NNP ensemble model is retrained. Afterwards, the replica simulations are continued with the new model. In this manner, the NNPs have to be retrained less frequently and different regions of the PES can be explored more efficiently
underlying the autocorrelation function, different types of spectra can be obtained. One example are molecular infrared spectra, which can be modeled according to the relation:

$$
\begin{equation*}
I_{\mathrm{IR}} \propto \int_{-\infty}^{+\infty}\langle\dot{\boldsymbol{\mu}}(\tau) \dot{\boldsymbol{\mu}}(\tau+t)\rangle_{\tau} e^{-i \omega t} \mathrm{~d} t \tag{12.10}
\end{equation*}
$$

where $\dot{\boldsymbol{\mu}}$ is the time derivative of the molecular dipole moment, $\tau$ is a time delay, $\omega$ is the vibrational frequency and $t$ is the time.

The simulation of infrared spectra poses a particular challenge for machine learning techniques. Due to the dependence of Eq. 12.10 on $\dot{\mu}$, a reliable model of the molecular dipole moment $\boldsymbol{\mu}$ is needed in addition to the PES description provided by conventional NNPs. In the next sections, we will explore various aspects and the potential pitfalls associated with such models.

### 12.4.1 Machine Learning for Molecular Dipole Moments

A straightforward way to model dipole moments in the context of NNPs is to train individual atomic networks to reproduce quantum chemical partial charges. The molecular dipoles can then be obtained via the point charge model given in Expression 12.5, where the $\tilde{q}_{i}$ are modeled by environment-dependent networks. A similar strategy was, e.g., used to model long-range electrostatic energies in Ref. [21].

However, such a model suffers from the inherent inhomogeneity of the various charge partitioning schemes available for electronic structure methods. The predicted partial charges can differ dramatically between schemes and some of them fail at reproducing molecular dipole moments entirely [20]. Even when considering only those methods which yield partial charges consistent with the molecular dipole moment, a strong dependence on the type of partitioning can still be observed. Hirshfeld charges [29], for example, appear to work well in the setup described above, as was demonstrated in reference [30]. Charges fit to the electrostatic potential (e.g., CHELPG [31]) on the other hand prove to be more problematic. To illustrate the issue at hand, Fig. 12.7 shows the MD IR spectrum of single methanol molecule computed with a partial charge model based on the CHELPG method in comparison to the electronic structure reference. The partial charge spectrum shows several marked differences from the reference. Small artificial peaks are introduced at 2100 and $3900 \mathrm{~cm}^{-1}$, respectively. Moreover, the intensity of several peaks (e.g., at 1400 and $2800 \mathrm{~cm}^{-1}$ ) is reproduced incorrectly.


Fig. 12.7 Infrared spectra of a methanol molecule in the gas phase computed via ab initio molecular dynamics (blue), as well as machine-learned molecular dynamics using the dipole moment model introduced above (red) and a neural network model trained on CHELPG partial charges (gray). While the dipole moment model shows good agreement with the reference, the CHELPG model leads to erratic trends in peak positions and intensities

The most likely reason for these issues is the fitting procedure used to determine this particular type of reference charges. Since an independent least squares optimization is carried out for every molecular configuration, the obtained partial charges are not necessarily continuous with respect to incremental changes in the local environment of each atom. This makes it harder for the atomistic networks to learn a consistent charge assignment, leading to the erroneous behavior observed above.

A better approach is to incorporate the point charge model into the atomistic NNP architecture in the form of a dipole aggregation layer, as described in Sect.12.2.2 and reference [18]. Instead of fitting to arbitrary partial charges, the model can now be trained directly on the molecular dipole moments, which are quantum mechanical observables. In this manner, the need for choosing an appropriate partitioning scheme is eliminated. The inherent advantage of such a model can be seen in Fig. 12.7, where it accurately reproduces the quantum chemical reference, although trained on the same set of configurations as the partial charge model.

### 12.4.2 Latent Partial Charges

A special feature of the above model is that it offers access to atomic partial charges. These charges are inferred by the NNP model based on the molecular electrostatic moments in a purely data driven fashion. Moreover, the charge models obtained with the above partitioning scheme depend on the local chemical environment of each atom. Hence, the charge distribution of the molecule can adapt to structural changes. Considering that partial charges are one of the most intuitive concepts in chemistry, the NNP latent charges represent an interesting analysis tool, e.g., for rationalizing reaction outcomes. In the following, we investigate how well the charges derived from the above dipole model agree with basic chemical insights.

One potential problem of atomistic properties (e.g., energies and charges) obtained via specialized aggregation layers is the extent with which the partitioning varies between different models. A good example are the atomic energies predicted by the tripeptide NNPs shown in Fig. 12.4. Although the total energies agree well, the partitioning into atomic contributions is highly non-unique. Such a behavior is detrimental if the latent contributions should serve as an analysis tool. In order to investigate whether this phenomenon is also observed for the latent partial charges, a similar analysis is performed for two dipole moment models of the alanine tripeptide. The resulting partial charge distributions are compared in Fig. 12.8. The latent charges obtained with the dipole model are significantly better conserved than the atomic energies and only small deviations are found between different NNPs.


Fig. 12.8 Distribution of atomic partial charges predicted for the chemical elements present in the alanine tripeptide obtained with two dipole models (blue and red). Although differences between the two models are still present, the atomic charge distributions are better conserved than the atomic energies

This trend appears to hold in general, as can be seen by repeating the above experiment for the QM9 database [32] containing approximately 130,000 small organic molecules. Figure 12.9 shows the distributions of partial charges and atomic energies of oxygen predicted for all molecules in QM9. In each case, five different dipole and energy models were trained on growing subsets of the database using an adapted version of ACSFs, so-called weighted ACSFs [15] composed of 22 radial and 10 angular symmetry functions. In case of the dipole moment models, we replaced the dipole vector $\tilde{\boldsymbol{\mu}}$ in Eq. 12.6 by its magnitude $|\tilde{\boldsymbol{\mu}}|=\left\|\sum_{i}^{N} \tilde{q}_{i} \mathbf{r}_{i}\right\|$, as only the latter is available in QM9. All models used atomistic networks with three layers of 100 neurons each and shifted softplus nonlinearities and were trained using the ADAM algorithm [33] with a learning rate of 0.0001 (see Refs. [34] and [22] for details). Compared to the atomic energies, the distributions of atomic partial charges are not only better conserved between models, but also show systematic convergence upon inclusion of additional data. The reason for this behavior is the geometry-dependent term present in Eq. 12.5, which introduces an additional constraint into the partitioning procedure. This term encodes information on the spatial distribution of molecular charge and is different for every molecule. Moreover, due to the statistical nature of the training procedure, the latent charge model has to be consistent across a wide range of molecules and configurations. The combination of both properties strongly limits the number of valid latent charge assignments. These results are encouraging and demonstrate that the NNP partial charges are indeed capable to capture aspects of the chemistry underlying a system. However, care should be taken when using the latent charges as a direct replacement of their quantum chemical counterparts, as the resulting partitionings-although well behaved-are still not uniquely determined. This can lead to undesirable effects


Fig. 12.9 Distribution of the atomic partial charges (blue) and energies (red) of oxygen predicted for all molecules in the QM9 database using different training set sizes (containing 5000, 10,000, 50,000 and 100,000 data points). In each case, five dipole and energy models were trained on the magnitude of the dipole moment and the total electronic energy each. In contrast to the atomic energies, the partial charge distributions converge to similar values upon increasing the training set size
when they are, e.g., used to model long-range electrostatic interactions without further processing, as it can introduce inconsistencies into the predicted model energies and forces [35].

A final point of interest is the extent of fluctuations of the total charge observed during a typical molecular dynamics simulation (see Sect. 12.2.2). Using the protonated alanine tripeptide as an example, the uncorrected total charge shows a standard deviation of 0.04 elementary charge units over a total of 150 ps of simulation time, while fluctuating around the expected average of 1.00 . Hence, only minimal corrections are necessary to guarantee full charge conservation.

### 12.4.3 Electrostatic Potentials

Having ascertained the general reliability of the charge model, we now study how well the latent charge assignments agree with the predictions of electronic structure methods. In order to illustrate and compare different molecular charge distributions, we use partial charges to construct approximate electrostatic potentials (ESPs) of the form:

$$
\begin{equation*}
E\left(\mathbf{r}_{0}\right)=\sum_{i}^{N} \frac{q_{i} q_{0}}{\left\|\mathbf{r}_{i}-\mathbf{r}_{0}\right\|} \tag{12.11}
\end{equation*}
$$

where $q_{i}$ and $\mathbf{r}_{i}$ are the partial charge and position vector of atom $i . \mathbf{r}_{0}$ is the position of a probe charge $q_{0}$, which was set to $q_{0}=+1$ in all experiments.

Figure 12.10 shows the pseudo ESPs obtained with latent and Hirshfeld partial charges. The latter have been chosen for their general reliability and widespread use. To assess, how well the latent predictions of the dipole model capture the charge redistribution associated with changes in the molecular geometry, two configurations of the protonated alanine tripeptide are modeled, with a hydrogen transferred from the N -terminal $\mathrm{NH}_{3}^{+}$group to the neighboring carbonyl moiety.

In all cases, good agreement is found between the charge distributions predicted by the dipole moment model and the electronic structure equivalent. The latent charges are able to account for several important features, such as the localization of the positive charge of the molecule at the N -terminal $\mathrm{NH}_{3}^{+}$moiety in the first configuration, as well as its relocation towards the interior of the molecule


Fig. 12.10 Electrostatic potential surfaces of the alanine tripeptide based on Hirshfeld partial charges and latent partial charges yielded by the dipole model. The left-hand side shows a configuration protonated at the N -terminal $\mathrm{NH}_{3}^{+}$group, whereas the proton is situated on the adjacent carbonyl group in the right-hand side structure. Regions of negative charge are depicted in red, positively charged regions in blue
after proton transfer. The model also accounts for the regions of negative charge expected for the carbonyl and carboxylic acid groups. These findings are remarkable insofar, as all this information on the electronic structure of the molecule is inferred purely from the global dipole moments, demonstrating the power of the partitioning scheme.

### 12.4.4 Geometry Dependence of Latent Charges

A final analysis is dedicated to the behavior of the latent dipole model charges under changes in the local chemical environment. As an example, we study the evolution of the partial charge of the proton during the proton transfer event occurring in the alanine tripeptide. Figure 12.11 shows the NNP partial charge attributed to the proton plotted against the reaction coordinate. The curves for Hirshfeld, Mulliken [36] and CHELPG charges are included for comparison. Several interesting effects can be observed.

First, the dipole model curve exhibits a minimum close to the transition state of the transfer reaction. Since the latent charges can be seen as a proxy of the local electron density, this result can be interpreted as follows: At the initial and final stages of the transfer, the positive charge is located mainly at the proton itself. However, during the transfer and especially close to the transition regions, electron density is shared between the three participating atoms ( $\mathrm{O}, \mathrm{N}$ and proton). Hence, the positive charge is reduced for these configurations. This finding serves as an additional demonstration for the efficacy of the latent charge model. Although originally only conceived to model dipole moments, it is able to provide insights directly related to the electronic structure of the molecule at an atomistic resolution.


Fig. 12.11 Changes in the partial charge of the proton during different stages of the proton transfer event. Shown are charges computed via different conventional charge partitioning schemes (Hirshfeld, CHELPG and Mulliken), as well as the latent charges predicted by the ML model

Second, Fig. 12.11 illustrates the inherently different behavior found for various charge partitioning schemes. The Hirshfeld charges show a qualitatively similar curve to the machine-learned charge model and are well behaved in general, supporting the results reported in reference [30]. Mulliken and CHELPG charges on the other hand show completely different trends. The former are generally known for their unreliability, e.g., showing a strong dependence on the used basis set and large deviations when attempting to recover molecular dipole moments, hence the result is little surprising [20]. The counterintuitive behavior of the CHELPG charges serves as an additional confirmation for the effects observed in the methanol spectrum shown above (Fig. 12.7). Given this general discrepancy between various partitioning schemes, the charges derived via the dipole moment model constitute a viable alternative: They reproduce molecular dipole moments accurately, are derived directly from quantum mechanical observables and capture the influence of structural changes on the molecular charge distribution.

### 12.5 Conclusion

We have presented how molecular dynamics (MD) simulations can benefit from machine learning (ML) potentials and provided some background for the implementation of this ML-MD approach. The first challenge during such a task is to efficiently gather enough training data in order to create a converged potential. An adaptive sampling scheme can serve for this purpose and the efficiency can be improved when using (a) an ensemble of neural networks, (b) an adequate uncertainty measure as selection criterion, and (c) multiple replicas to parallelize the sampling.

As an ultimate test, experimental observables need to be calculated and compared to actual experimental results. In our case, infrared spectra are simulated, for which the neural networks do not only need to learn potentials and forces but also dipole moments and their atomistic counterparts, the atomic partial charges. If the latter are plotted in a geometry-dependent manner, e.g., along a reaction coordinate, these machine-learned charges provide insights directly related to the electronic structure of the molecule at an atomistic resolution. In this sense, machine learning can not only deliver potentials with supreme accuracy at compelling speed but also offer valuable insights beyond a simple prediction of quantities.

Despite this positive picture, many challenges remain, e.g., generalizing the machine learning models-ideally for all possible substances, different kinds of molecules and materials alike-or extending the range of properties to be learned. Possibly the biggest challenge is however to find a universally valid electronic structure method necessary for the generation of high-fidelity training data.
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# High-Dimensional Neural Network Potentials 13 for Atomistic Simulations 

Matti Hellström and Jörg Behler


#### Abstract

High-dimensional neural network potentials, proposed by Behler and Parrinello in 2007, have become an established method to calculate potential energy surfaces with first-principles accuracy at a fraction of the computational costs. The method is general and can describe all types of chemical interactions (e.g., covalent, metallic, hydrogen bonding, and dispersion) for the entire periodic table, including chemical reactions, in which bonds break or form. Typically, many-body atom-centered symmetry functions, which incorporate the translational, rotational, and permutational invariances of the potential energy surface exactly, are used as descriptors for the atomic environments. This chapter describes how such symmetry functions and high-dimensional neural network potentials are constructed and validated.


### 13.1 Introduction

Atomistic simulations in chemistry, physics, and materials science rely on calculations of the potential energy and forces for arbitrary nuclear configurations. This is typically done either with first-principles methods like density functional theory (DFT), which provide an approximate solution to the electronic Schrödinger equation, or by means of atomistic potentials, i.e., direct analytic relations between the structure and the potential energy.

[^22]A high-dimensional neural network potential [1], the topic of this chapter, is a type of atomistic potential based on machine learning [2]. In general, atomistic potentials are much faster to evaluate than first-principles methods, which enables them to be used in large-scale simulations with hundreds of thousands of atoms, for example, for the simulation of biomolecules in solution or of extended defects in crystalline materials, as well as in applications requiring extensive sampling of many configurations.

Most atomistic potentials are force fields. The equations for evaluating the energy in such force fields are based on approximations of known physical and chemical phenomena; for example, two noble gas atoms experience attractive van der Waals forces when they are far apart, but if the distance between the two atoms decreases, then at some point the interaction will invariably become repulsive due to the Pauli exclusion principle. Because this phenomenon is known and rather simple, it can be described approximately by an equation containing only few parameters. The most prominent example is the Lennard-Jones 12-6 potential [3], which contains only two parameters: one describing the strength of the attractive interaction, and one describing the distance at which the interaction becomes repulsive.

On the other hand, the class of atomistic potentials known as machine learning potentials [2] do not contain any physical approximations but instead utilize a very flexible potential energy expression. A variety of machine learning methods can be used in this context, for example, methods like Gaussian approximation potentials [4], kernel ridge regression [5], moment tensor potentials [6], and support vector machines [7]. This chapter focuses on artificial neural networks (NNs), which are used to construct high-dimensional neural network potentials (NNPs) [1, 8-10]. The flexible energy expression of an NNP typically contains many thousands of parameters that must be fitted (learned) to reproduce results from a typically very large training set of structures evaluated using first- principles methods.

High-dimensional NNPs evaluate the energy $E$ of a structure by summing up individual atomic contributions [8]; each atomic contribution (atomic energy) is calculated using an individual neural network. The input to such a neural network is a fingerprint of the environment within some cutoff sphere around the atom. It is also possible to augment a high-dimensional neural network potential with the description of long-range interactions between atoms that are very far apart, e.g., electrostatic interactions [11-13].

For a high-dimensional neural network potential, the input features should be

- rotationally invariant,
- translationally invariant,
- permutationally invariant with respect to the order in which the atoms of a given element are provided in the input file,
- and sufficiently different for different atomic environments.

All of these features can be obtained by using the so-called atom-centered symmetry function (SFs) as input features [14].

High-dimensional NNPs have been applied to many different systems, e.g., in materials modelling [15] and aqueous chemistry [16, 17]. This chapter describes how high-dimensional NNPs can be used to evaluate the energy and forces acting on atoms in a system, how the neural networks can be fitted and validated, how to select suitable input features (symmetry functions), and how to construct a suitable training set.

### 13.2 Preliminaries

A high-dimensional neural network potential is parameterized to reproduce results from electronic structure (typically density functional theory) calculations. Thus, before the construction of a high-dimensional neural network potential can begin, a reference data set must be generated. This data set contains a set of atomic structures (periodic and/or non-periodic), together with the properties that are to be reproduced. In the context of high-dimensional neural network potentials, these properties are typically the total energies and the force vectors acting on the atoms. For the total energies, it is not necessary for the electronic structure reference calculation to output the "true" total energies (including, for example, interactions with core electrons in case of pseudopotential calculations); instead, the neural network will simply reproduce a total energy that is consistent with the used DFT code and the chosen settings like the exchange-correlation functional for a given system. Therefore, a NNP cannot be expected to produce more reliable results than a direct application of the reference method would, as any deviation is regarded as an error of the NNP and should be minimized. Consequently, a high-dimensional neural network potential can only be as good as the electronic structure method which is used to calculate the data in the reference set. Thus, the electronic structure method needs be chosen with care. At the same time, because high-dimensional neural network potentials often need a lot of training data (tens of thousands of structures), the electronic structure calculations should not be too costly.

Typically, only a part of the reference data set, the training set, is used to fit the neural network parameters. The rest of the reference data set, the test set, is used to evaluate the quality of the neural network potential on structures which were not present in the training set. This gives a measure of how well the NNP generalizes, at least as long as the available data spans the full configuration space that is relevant for the intended application.

### 13.3 Functional Form of a High-Dimensional Neural Network Potential

### 13.3.1 Energy Calculations

In a high-dimensional neural network potential, the potential energy of a system is a sum of the contributions of the individual atoms,

$$
\begin{equation*}
E=\sum_{i}^{N^{\mathrm{at}}} E_{i} \tag{13.1}
\end{equation*}
$$

where $N^{\text {at }}$ is the number of atoms in the system and $E_{i}$ is the contribution to the total energy from atom $i$. If the atom $i$ is of some chemical element $I$, which we here write as $i \in I$, then the atomic energy

$$
\begin{equation*}
E_{i \in I}=\chi^{I}\left(\mathbf{G}^{I}(i)\right) \tag{13.2}
\end{equation*}
$$

is calculated by means of an element-dependent neural network $\chi^{I}$, which takes a representation of the chemical environment around the atom, $\mathbf{G}^{I}(i)$, as input.

Thus, the potential energy $E$ can also be written as

$$
\begin{equation*}
E=\sum_{i}^{N^{\mathrm{at}}} E_{i}=\sum_{I} \sum_{i \in I} \chi^{I}\left(\mathbf{G}^{I}(i)\right), \tag{13.3}
\end{equation*}
$$

where the outer sum is taken over all chemical elements in the system, and the inner sum over each atom of a particular chemical element $I$.

If there is more than one element in the system, there will be one type of neural network $\chi^{I}, \chi^{J}$, etc., per different elements $I, J$, etc. The different element-dependent neural networks can have different architectures, and will have different weight parameters defining the atomic energy output of the neural network. Similarly, the input vectors $\mathbf{G}^{I}(i), \mathbf{G}^{J}(j)$, for two atoms $i \in I$ and $j \in J$ where $I \neq J$, can be computed in different ways, and can contain a different number of components. Of course, the number of components of the input vector $\mathbf{G}^{I}(i)$ must match the number of input features expected by the neural network $\chi^{I}$. The input vectors $\mathbf{G}^{I}(i)$ are further discussed in Sect. 13.3.2.

The neural network $\chi^{I}$ is typically a standard fully-connected feed-forward neural network with continuously differentiable activation functions and a single output node, yielding the atomic energy $E_{i}$. The neural network is thus a function $\chi^{I}: \mathbb{R}^{n} \rightarrow \mathbb{R}$, where $n$ denotes the number of input features.

Neural networks used in NNPs often contain two hidden layers, although it is also possible to use deeper neural networks. Some architectures that have been used in the literature include 30-25-25-1 for O atoms and 27-25-25-1 for H atoms in liquid water [16], 36-35-35-1 for Na atoms in $\mathrm{NaOH}(\mathrm{aq})$ solutions [17], 53-25-

25-1 for Cu atoms at $\mathrm{Cu}(\mathrm{s}) / \mathrm{H}_{2} \mathrm{O}(1)$ interfaces [18], and 50-20-20-1 for Ru atoms at a $\mathrm{Ru}(\mathrm{s}) / \mathrm{N}_{2}(\mathrm{~g})$ interface [19]. In all these examples the first number refers to the number of input SFs, the next two numbers to the number of nodes in the hidden layers, and the last number 1 specifies the single output node for the atomic energy $E_{i}$.

We denote the parameters of the neural network $\chi^{I}$ connecting layer $k$ to layer $k+1$ as a matrix $\mathbf{A}^{I,[k]}$ and a vector $\mathbf{b}^{I,[k]}$ for the bias weights. These parameters must be fitted before the high-dimensional NNP can be used. The fitting process is described in more detail in Sect. 13.4.

Figure 13.1 shows a schematic representation of the calculation of the total energy for a system containing 100 atoms and two elements, $I$ and $J$. The atomic energies of atoms of element $I$ are calculated using the input features and NN weights colored in purple, while the atomic energies of atoms of element $J$ are calculated using the input features and NN weights colored in green. As the


Fig. 13.1 A high-dimensional neural network potential for a system containing two elements $I$ and $J$ and in total 100 atoms
numerical values of the input vectors depend on the geometric environments of the atoms, they are different for each atom, while the definition of the features is the same within a given element. A particular naming scheme is used for the input features; it is further described in the next section.

### 13.3.2 Symmetry Functions

In the context of high-dimensional neural network potentials it is common to employ atom-centered symmetry functions as descriptors of the chemical environment around an atom [14]. Typically, only the local environment within a cutoff sphere of radius $R_{\mathrm{c}}$ is considered. This is achieved by means of a cutoff function $f_{\mathrm{c}}(R)$ that smoothly decays to 0 in value and slope at $R=R_{\mathrm{c}}$. Such functions are often used for constructing atomistic potentials in order to smoothly truncate the atomic interactions at some point. Some possible choices for $f_{\mathrm{c}}(R)$ are

$$
f_{\mathrm{c}}(R)= \begin{cases}\frac{1}{2}\left[\cos \left(\frac{\pi R}{R_{\mathrm{c}}}\right)+1\right] & R \leq R_{\mathrm{c}}  \tag{13.4}\\ 0 & R>R_{\mathrm{c}}\end{cases}
$$

or

$$
f_{\mathrm{c}}(R)= \begin{cases}\frac{\tanh ^{3}\left(1-\frac{R}{R_{\mathrm{c}}}\right)}{\tanh ^{3}(1)} & R \leq R_{\mathrm{c}}  \tag{13.5}\\ 0 & R>R_{\mathrm{c}}\end{cases}
$$

or

$$
f_{\mathrm{c}}(R)= \begin{cases}\frac{20}{R_{\mathrm{c}}^{7}} R^{7}-\frac{70}{R_{\mathrm{c}}^{6}} R^{6}+\frac{84}{R_{\mathrm{c}}^{5}} R^{5}-\frac{35}{R_{\mathrm{c}}^{4}} R^{4}+1 & R \leq R_{\mathrm{c}}  \tag{13.6}\\ 0 & R>R_{\mathrm{c}}\end{cases}
$$

The first form (Eq. 13.4) is continuous in value and slope at $R=R_{\mathrm{c}}$; the second form (Eq. 13.5) also has a continuous second derivative; the third form (Eq. 13.6) additionally has a continuous third derivative. Figure 13.2 shows the three cutoff functions for $R_{\mathrm{c}}=10 \AA$, a typical cutoff value for high-dimensional neural network potentials.

We will use uppercase letters $I, J, K$, to indicate chemical elements, and lowercase letters $i, j, k$, to indicate individual atoms, and we use the notation $i \in I$ to indicate that the atom $i$ is of element $I$.

The input to the neural network should be a descriptor of the atomic environment. This is done by means of a vector of symmetry function values $\mathbf{G}$ for each atom.

Fig. 13.2 Examples of cutoff functions for $R_{\mathrm{c}}=10 \AA$ A: $\cos ($ Eq. 13.4) , $\tanh$ (Eq. 13.5), and polynomial (Eq. 13.6)


As an example, we consider a two-element system with elements $I$ and $J$, and the vector of symmetry function values for an atom $i \in I$ is then given by

$$
\mathbf{G}^{I}(i \in I)=\left(\begin{array}{c}
G_{1}^{I: I}(i)  \tag{13.7}\\
\vdots \\
G_{N^{\operatorname{sym}}(I: I)}^{I: I}(i) \\
G_{1}^{I: J}(i) \\
\vdots \\
G_{N^{\text {sym }}(I: J)}^{I: J}(i) \\
G_{1}^{I: I I}(i) \\
\vdots \\
G_{N^{\operatorname{sym}}(I: I I)}^{I: I}(i) \\
G_{1}^{I: I J}(i) \\
\vdots \\
G_{N^{\operatorname{sym}}(I: I J)}^{I: I)}(i) \\
G_{1}^{I: J J}(i) \\
\vdots \\
G_{N^{\operatorname{sym}}(I: J J)}^{I: J J}(i)
\end{array}\right) .
$$

In Eq. 13.7, the individual symmetry functions are denoted $G_{1}^{I: I J}, G_{2}^{I: I J}$, etc. The subscripts indicate the $n$th symmetry function of a particular kind (of which there are $N^{\text {sym }}$ ). A superscript of the form ${ }^{I: J J}$ denotes that the symmetry function is evaluated for the environment of an atom of element $I$ (written before the
colon), and that the value depends on all unique pairs of atoms of element $J$ within the cutoff sphere around the atom for which the function is evaluated. As another example, the form ${ }^{I: I}$ denotes that the symmetry function depends on all neighboring atoms of element $I$ (see also the definitions of typical functions below).

The symmetry functions of the type ${ }^{I: J}$ are often called radial symmetry functions. One commonly used functional form for a radial symmetry function is [14]

$$
\begin{equation*}
G_{n}^{I: J}\left(i \in I ; \eta(n), R_{\mathrm{s}}(n), R_{\mathrm{c}}(n)\right)=\varphi_{n}^{I: J}\left(\sum_{\substack{j \in J \\ j \neq i}} e^{-\eta\left(R_{i j}-R_{\mathrm{s}}\right)^{2}} \cdot f_{\mathrm{c}}\left(R_{i j}\right)\right) \tag{13.8}
\end{equation*}
$$

Here, $\eta(n), R_{\mathrm{S}}(n)$, and $R_{\mathrm{c}}(n)$ are the parameters that define the spatial shape and extension of the function. Each subscript $n$ corresponds to different values of $\eta$ and/or $R_{\mathrm{S}}$, and potentially also to different cutoff radii $R_{\mathrm{c}}$ (although in practice $R_{\mathrm{c}}$ is often the same for all symmetry functions). In essence, the symmetry function in Eq. 13.8 is the summation of one-dimensional Gaussian functions of width $\eta$ and centered at $R_{\mathrm{s}}$ evaluated for all distance $R_{i j}$, where $j$ correspond to all neighboring atoms of element $J$ (that can be the same as or different from $I$, cf. Eq. 13.7). Each contribution is weighted by the cutoff function $f_{\mathrm{c}}\left(R_{i j}\right)$ in order to ensure that the contribution from atoms $j$ for which $R_{i j}>R_{\mathrm{c}}$ smoothly vanishes. Finally, an optional scaling function $\varphi_{n}^{I: J}$ is applied that can scale the symmetry function values to some desired range (for example, between -1 and 1 ). The scaling function is used so that the different symmetry functions in $\mathbf{G}^{I}(i)$ (Eq. 13.7) have values in roughly the same range for different atoms and structures. This kind of feature scaling can be helpful for the optimization (fitting) algorithm, and also makes it possible to use dimensionality reduction techniques like principal component analysis.

Figure 13.3a shows the value of the summand in Eq. 13.8 for different distances, for a few selected values of $\eta$ and $R_{\mathrm{s}}$. Here, the cutoff distance is set to the typical


Fig. 13.3 (a) The summand of the radial symmetry function in Eq. 13.8 for some different values of $\eta$ and $R_{\mathrm{s}}$, using the cutoff function $f_{\mathrm{c}}\left(R_{i j}\right)$ from Eq. 13.4. (b) The angular part of the summand of the symmetry function in Eq. 13.9, for some selected values of $\zeta$ and $\lambda$
value of $R_{\mathrm{c}}=10 \AA$, and the cutoff function from Eq. 13.4 is used. The black line ( $\eta=0 \AA^{-2}$ ) is equivalent to the plain cutoff function $f_{\mathrm{c}}(R)$, as the Gaussian reduces to a factor 1 .

For every combination of central element $I$ and neighboring element $J$, several functions of the type in Eq. 13.8 with different values of $\eta$ and/or $R_{\mathrm{S}}$ are used as input features to the NN. Using several such symmetry functions provides a significantly better fingerprint of the atomic environment than could be accomplished with only a single symmetry function. For example, if the single function with $\eta=0 \AA^{-2}$ in Fig. 13.3 is used, then two neighbors around the atom $i$, both at a distance $R=6.2 \AA$, yield the same value of $G^{I}(i)=0.632$ as a single neighbor at a distance $R=4.15 \AA$. By using several symmetry functions, all the relevant information about the atomic environment around an atom $i$ can be encoded into the input vector $\mathbf{G}^{I}(i)$, which provides a structural fingerprint of the atomic environment as the input to the NN. However, the radial symmetry functions only depend on the interatomic distances $R_{i j}$. In order to incorporate angular dependencies, it is necessary to include a different type of symmetry function, an angular symmetry function [14]. For example, a common choice for an angular symmetry function is

$$
\begin{align*}
& G_{n}^{I: J K}\left(i \in I ; \eta(n), \zeta(n), \lambda(n), R_{\mathrm{c}}(n)\right)= \\
& \varphi_{n}^{I: J K}\left(2^{1-\zeta} \sum_{\substack{j \in J, k \in K \\
j \neq i, k \neq i \\
k \neq j}}\left(1+\lambda \cos \theta_{j i k}\right)^{\zeta} \cdot e^{-\eta\left(R_{i j}^{2}+R_{i k}^{2}+R_{j k}^{2}\right)} \cdot f_{\mathrm{c}}\left(R_{i j}\right) \cdot f_{\mathrm{c}}\left(R_{i k}\right) \cdot f_{\mathrm{c}}\left(R_{j k}\right)\right), \tag{13.9}
\end{align*}
$$

where the interatomic distances $R_{i j}, R_{i k}$, and $R_{j k}$ and angle $\theta_{j i k}$ between three atoms $i \in I, j \in J$, and $k \in K$ are used to compute the value of the symmetry function, for each of the possible unique combinations of neighbors $j$ and $k$ around the central atom $i$. Again, the elements $J$ and $K$ may be the same as or different from $I$, and $\varphi_{n}^{I: J K}$ is a scaling function. In Eq. 13.9, $\zeta$ determines the range of angles for which the angular term is approximately 0 (a larger value of $\zeta$ will make the peak less spread out), and $\lambda$ takes on a value of either +1 , for a maximum at $\theta_{j i k}=0^{\circ}$, or -1 , for a maximum at $\theta_{j i k}=180^{\circ}$. The angular part [i.e., $\left(1+\lambda \cos \theta_{j i k}\right)^{\zeta}$ ] of the symmetry function is shown in Fig. 13.3b, for a few different values of $\zeta$ and $\lambda$. The angular part is periodic with a period of $360^{\circ}$ and symmetric around $0^{\circ}$ and $\pm 180^{\circ}$, which is mandatory to obtain the same symmetry function values for geometrically equivalent structures. It is important to note that the radial and angular types of symmetry functions in Eq. 13.7 do not correspond to two-body and three-body terms, but rather the summation of different two and three-body terms, making each symmetry function a many-body function.

One limitation of using symmetry functions as a description of the chemical environment around an atom is the use of the cutoff function $f_{\mathrm{c}}\left(R_{i j}\right)$, because as a consequence the symmetry functions only describe the chemical environment up
to the cutoff distance $R_{\mathrm{c}}$, which is usually taken to be a value in the range 6-10 $\AA$. Thus, interactions that take place over longer distances, for example, electrostatic interactions, are effectively not captured. To overcome this limitation it is possible to combine a high-dimensional neural network potential with methods for computing long-range electrostatic interactions (see Sect. 13.5).

### 13.3.3 Choosing a Set of Symmetry Functions

The symmetry functions are rotationally and translationally invariant, and also invariant to permutations with respect to the order in which atoms of a given element appear in the input file. When applying a set of symmetry functions as input to a neural network (Eq. 13.7), one needs to decide which and how many symmetry functions to include for each combination of possible neighboring elements. Suitable values of the parameters $\eta$ and $R_{\mathrm{S}}$ must be chosen for the radial symmetry functions, and $\eta, \lambda$, and $\zeta$ for the angular symmetry functions.

A good choice of symmetry functions will lead to a symmetry function vector $\mathbf{G}^{I}(i)$ for an atom $i \in I$ being sufficiently different when the atom $i$ is in different atomic environments. This is what allows the neural network to distinguish between different chemical environments. Thus, there needs to be a sufficient number of different symmetry functions. At the same time, the number of symmetry functions should ideally be kept small, since a larger number of symmetry functions imply a larger number of parameters (neural network weights) that need to be fitted.

The range of values of a particular symmetry function should not be too small, when calculated, for example, over the different atoms in the training set. The range of values should also not be determined by a few outliers. It is possible to check for this by dividing the difference between the maximum and minimum value for a given symmetry function in the training set by its standard deviation; a value of about 10 is often good. Moreover, no two symmetry functions should be too strongly correlated. By calculating, e.g., the Pearson correlation coefficient, one can remove symmetry functions that are too strongly correlated ( $>0.9$ ) [10,20].

In choosing the parameter $\eta$ for the radial symmetry functions, the largest value of $\eta$ (the most quickly decaying Gaussian function) should be chosen so that the function starts to decay around the distance corresponding to the shortest possible meaningful bond between the two pertinent atom types.

If the magnitudes of the forces on two atoms are very different from each other, the atoms necessarily exist in different chemical environments. This means that at least one symmetry function should have a substantially different value for one atom as compared to the other. If this is not the case, the set of symmetry functions needs to be augmented [14].

Machine learning fitting algorithms usually work best if the different input features contain numbers of roughly the same order of magnitude. However, in, for example, the case of the radial symmetry functions in Eq. 13.8, symmetry functions with a larger value of the parameter $\eta$ will always yield smaller values of $G$. For this
reason, it is common to apply feature scaling (also called feature normalization), to the symmetry function values before training the neural network. This is a common preprocessing step for machine learning applications in general.

The scaling functions $\varphi_{n}$ in Eqs. 13.8 and 13.9 provide such a scaling. One possible definition of $\varphi_{n}$, that scales the minimum and maximum values for the $n$th symmetry function in the training set to become -1 and 1 , is

$$
\begin{equation*}
\varphi_{n}(x)=\frac{2\left(x-\min G_{n}^{\circ}\right)}{\max G_{n}^{\circ}-\min G_{n}^{\circ}}-1, \tag{13.10}
\end{equation*}
$$

where $\min G_{n}^{\circ}$ and $\max G_{n}^{\circ}$ are the smallest and largest values of the non-scaled (indicated by the circle superscript) $n$th symmetry function in the training set. One can also subtract the mean and divide by the standard deviation, to obtain a feature with mean 0 and unit variance:

$$
\begin{equation*}
\varphi_{n}(x)=\frac{x-\operatorname{mean} G_{n}^{\circ}}{\operatorname{std} G_{n}^{\circ}} \tag{13.11}
\end{equation*}
$$

### 13.3.4 Force Calculations

For many applications involving neural network potentials, for example, geometry optimizations and molecular dynamics simulations, it is of interest to calculate the forces acting on the atoms in the system. The forces also provide valuable local information about the PES, and can be used during the optimization (fitting) of the neural network parameters (see also Sect. 13.4).

The force with respect to some atomic coordinate $\alpha_{i}$ on an atom $i \in I$, which is conservative by construction, is equal to the negative gradient of the total energy with respect to this coordinate. Modern machine learning computational frameworks often include functionality for automatic differentiation, so that the gradients can be calculated automatically with a simple function call. For tutorial purposes, we will derive the actual equations used in the force calculations, which are needed for applications that do not include automatic differentiation.

The force can be expressed as

$$
\begin{equation*}
F_{\alpha_{i}}=-\frac{\partial E}{\partial \alpha_{i}}=-\sum_{j=1}^{N^{\mathrm{at}}} \frac{\partial E_{j}}{\partial \alpha_{i}}=-\sum_{J} \sum_{j \in J} \sum_{n=1}^{N^{\text {sym }}(J)} \frac{\partial E_{j}}{\partial G_{n}^{J}(j)} \cdot \frac{\partial G_{n}^{J}(j)}{\partial \alpha_{i}} \tag{13.12}
\end{equation*}
$$

where the outermost sum runs over all chemical elements $J$ in the system, and $G_{n}^{J}(j)$ is the $n$th symmetry function for the element $J$ evaluated for the atom $j \in J$. Typically, $\alpha_{i}$ is one of the force components $x_{i}, y_{i}$, or $z_{i}$ in a Cartesian coordinate system. The partial derivatives in Eq. 13.12 can be expressed analytically, if continuously differentiable activation functions are used and if symmetry functions such as those in Eq. 13.8 or 13.9 are used as descriptors for the chemical environment.

This analytical representation allows for a fast and accurate determination of the forces, for any possible atomic configuration.

The partial derivative $\frac{\partial E_{j}}{\partial G_{n}^{J}(j)}$ is the derivative of the neural network output for the atomic neural network on the atom $j$ with respect to its $n$th input feature. This factor depends on the neural network architecture (number of input features, number of hidden layers, and the number of nodes per hidden layer), and can be evaluated in a standard fashion for common choices of activation functions. The Appendix illustrates how those terms are calculated for a simple high-dimensional neural network potential when using a logistic activation function. It should be noted that $\frac{\partial E_{j}}{\partial G_{n}^{J}(j)}$ depends on the value of all symmetry functions for the atom $j$, since it is different linear combinations of all of the symmetry functions that enter into the first hidden layer, where a nonlinear activation function is applied (the same is true also for the remaining hidden layers). Thus, the force acting on an atom $i \in I$ depends on the environment around the atom $j \in J$, as long as the second factor, $\frac{\partial G_{n}^{J}(j)}{\partial \alpha_{i}}$, is nonzero, which can happen only when the symmetry function $G_{n}^{J}(j)$ describes the environment of element $I$ around the atom $j$ (i.e., the symmetry function is of the type $G^{J: I}$ or $G^{J: I K}$ ) and $i$ is inside the cutoff sphere of $j$.

The calculation of the gradient $\frac{\partial G_{n}^{J}(j)}{\partial \alpha_{i}}$ depends on the definition of the symmetry functions. For a radial symmetry function $G^{J: K}$ (with no scaling; cf. Eq. 13.8) defined as

$$
\begin{equation*}
G_{n}^{J: K}(j)=\sum_{\substack{k \in K \\ k \neq j}} e^{-\eta\left(R_{j k}-R_{\mathrm{s}}\right)^{2}} \cdot f_{\mathrm{c}}\left(R_{j k}\right) \tag{13.13}
\end{equation*}
$$

where $\eta$ and $R_{\mathrm{S}}$ are constants, the product rule of differentiation gives

$$
\begin{equation*}
\frac{\partial G_{n}^{J: K}(j)}{\partial \alpha_{i}}=\sum_{\substack{k \in K \\ k \neq j}} \mathrm{e}^{-\eta\left(R_{j k}-R_{\mathrm{s}}\right)^{2}}\left(-2 \eta\left(R_{j k}-R_{\mathrm{s}}\right) f_{\mathrm{c}}\left(R_{j k}\right) \frac{\partial R_{j k}}{\partial \alpha_{i}}+\frac{\partial f_{\mathrm{c}}\left(R_{j k}\right)}{\partial \alpha_{i}}\right) \tag{13.14}
\end{equation*}
$$

The above expression requires the evaluation of the two partial derivatives $\frac{\partial R_{j k}}{\partial \alpha_{i}}$ and $\frac{\partial f_{\mathrm{c}}\left(R_{j k}\right)}{\partial \alpha_{i}}$. The distance $R_{j k}$ between two atoms $j$ and $k$ is

$$
\begin{equation*}
R_{j k}=\sqrt{\left(x_{k}-x_{j}\right)^{2}+\left(y_{k}-y_{j}\right)^{2}+\left(z_{k}-z_{j}\right)^{2}} \tag{13.15}
\end{equation*}
$$

If, for example, $\alpha \equiv x$, then

$$
\begin{equation*}
\frac{\partial R_{j k}}{\partial \alpha_{k}} \equiv \frac{\partial R_{j k}}{\partial x_{k}}=\frac{2\left(x_{k}-x_{j}\right)}{2 \sqrt{\left(x_{k}-x_{j}\right)^{2}+\left(y_{k}-y_{j}\right)^{2}+\left(z_{k}-z_{j}\right)^{2}}}=\frac{x_{k}-x_{j}}{R_{j k}} \tag{13.16}
\end{equation*}
$$

or, more generally, for any Cartesian component $\alpha_{i}$,

$$
\frac{\partial R_{j k}}{\partial \alpha_{i}}= \begin{cases}\frac{\alpha_{j}-\alpha_{k}}{R_{j k}} & i=j  \tag{13.17}\\ \frac{\alpha_{k}-\alpha_{j}}{R_{j k}} & i=k \\ 0 & i \neq j \text { and } i \neq k\end{cases}
$$

where the last equality follows from the fact that the distance between two atoms $j$ and $k$ does not depend on any other atom $i$.

If the cutoff function $f_{\mathrm{c}}\left(R_{j k}\right)$ is defined as in Eq. 13.4, then

$$
\frac{\partial f_{\mathrm{c}}\left(R_{j k}\right)}{\partial \alpha_{i}}= \begin{cases}-\frac{1}{2} \sin \left(\frac{\pi R_{j k}}{R_{\mathrm{c}}}\right) \frac{\pi}{R_{\mathrm{c}}} \frac{\partial R_{j k}}{\partial \alpha_{i}} & R_{j k} \leq R_{\mathrm{c}}  \tag{13.18}\\ 0 & R_{j k}>R_{\mathrm{c}}\end{cases}
$$

Thus, the terms in the sum in Eq. 13.14 all depend on $\frac{\partial R_{j k}}{\partial \alpha_{i}}$, which is naturally equal to zero if $i \neq j$ and $i \neq k$ (Eq. 13.17). As a consequence, the sum in Eq. 13.14 for a radial symmetry function $G^{J: K}$ reduces to just a single term if $i \neq j$ and $K=I$, and completely vanishes if $i \neq j$ and $K \neq I$ :

$$
\begin{align*}
& \frac{\partial G_{n}^{J: K}(j)}{\partial \alpha_{i}} \\
& \quad= \begin{cases}\sum_{\substack{k \in K \\
k \neq j}} \mathrm{e}^{-\eta\left(R_{j k}-R_{\mathrm{s}}\right)^{2}}\left(-2 \eta\left(R_{j k}-R_{\mathrm{s}}\right) f_{\mathrm{c}}\left(R_{j k}\right) \frac{\partial R_{j k}}{\partial \alpha_{i}}+\frac{\partial f_{\mathrm{c}}\left(R_{j k}\right)}{\partial \alpha_{i}}\right) & i=j \\
\mathrm{e}^{-\eta\left(R_{i j}-R_{\mathrm{s}}\right)^{2}}\left(-2 \eta\left(R_{i j}-R_{\mathrm{s}}\right) f_{\mathrm{c}}\left(R_{i j}\right) \frac{\partial R_{i j}}{\partial \alpha_{i}}+\frac{\partial f_{\mathrm{c}}\left(R_{i j}\right)}{\partial \alpha_{i}}\right) & i \neq j \text { and } K=I \\
0 & i \neq j \text { and } K \neq I .\end{cases} \tag{13.19}
\end{align*}
$$

For an angular symmetry function defined as (cf. Eq. 13.9)

$$
\begin{align*}
G^{J: K L}(j \in J)= & 2^{1-\zeta} \sum_{\substack{k \in K, l \in L \\
k \neq j, \neq j \\
k \neq l}}\left(1+\lambda \cos \theta_{k j l}\right)^{\zeta} \mathrm{e}^{-\eta\left(R_{j k}^{2}+R_{j l}^{2}+R_{k l}^{2}\right)} \\
& \times f_{\mathrm{c}}\left(R_{j k}\right) f_{\mathrm{c}}\left(R_{j l}\right) f_{\mathrm{c}}\left(R_{k l}\right) \tag{13.20}
\end{align*}
$$

with $\theta_{k j l}$ defined such that $j$ is the central atom $\left(\cos \theta_{k j l}=\frac{\mathbf{R}_{j k} \cdot \mathbf{R}_{j l}}{R_{j k} R_{j l}}\right)$, the partial derivative with respect to $\alpha_{i}$ becomes

$$
\begin{aligned}
\frac{\partial G^{J: K L}(j)}{\alpha_{i}}= & 2^{1-\zeta} \sum_{\substack{k \in K \\
l \neq L \\
j \neq k, j \neq l}} \mathrm{e}^{-\eta\left(R_{j k}^{2}+R_{j l}^{2}+R_{k l}^{2}\right)} \\
& \times\left[\zeta\left(1+\lambda \cos \theta_{k j l}\right)^{\zeta-1} \lambda \frac{\partial \cos \theta_{k j l}}{\partial \alpha_{i}} f_{\mathrm{c}}\left(R_{j k}\right) f_{\mathrm{c}}\left(R_{j l}\right) f_{\mathrm{c}}\left(R_{k l}\right)\right. \\
& -\left(1+\lambda \cos \theta_{k j l}\right)^{\zeta} 2 \eta\left(R_{j k} \frac{\partial R_{j k}}{\partial \alpha_{i}}+R_{j l} \frac{\partial R_{j l}}{\alpha_{i}}+R_{k l} \frac{\partial R_{k l}}{\partial \alpha_{i}}\right) \\
& \times f_{\mathrm{c}}\left(R_{j k}\right) f_{\mathrm{c}}\left(R_{j l}\right) f_{\mathrm{c}}\left(R_{k l}\right) \\
& +\left(1+\lambda \cos \theta_{k j l}\right)^{\zeta} \frac{\partial f_{\mathrm{c}}\left(R_{j k}\right)}{\partial \alpha_{i}} f_{\mathrm{c}}\left(R_{j l}\right) f_{\mathrm{c}}\left(R_{k l}\right) \\
& +\left(1+\lambda \cos \theta_{k j l}\right)^{\zeta} f_{\mathrm{c}}\left(R_{j k}\right) \frac{\partial f_{\mathrm{c}}\left(R_{j l}\right)}{\partial \alpha_{i}} f_{\mathrm{c}}\left(R_{k l}\right) \\
& \left.+\left(1+\lambda \cos \theta_{k j l}\right)^{\zeta} f_{\mathrm{c}}\left(R_{j k}\right) f_{\mathrm{c}}\left(R_{j l}\right) \frac{\partial f_{\mathrm{c}}\left(R_{k l}\right)}{\partial \alpha_{i}}\right],
\end{aligned}
$$

where

$$
\begin{align*}
& \frac{\partial \cos \theta_{k j l}}{\partial \alpha_{i}} \\
& \quad= \begin{cases}\frac{\left(\alpha_{k}-\alpha_{j}\right)\left(R_{j l}^{2} \cos \theta_{k j l}-R_{j k} R_{j l}\right)+\left(\alpha_{l}-\alpha_{j}\right)\left(R_{j k}^{2} \cos \theta_{k j l}-R_{j k} R_{j l}\right)}{R_{j k}^{2} R_{j l}^{2}} & i=j \\
\frac{\left(\alpha_{l}-\alpha_{j}\right) R_{j k}-\left(\alpha_{k}-\alpha_{j}\right) R_{j l} \cos \theta_{k j l}}{R_{j k}^{2} R_{j l}} & i=k \\
\frac{\left(\alpha_{k}-\alpha_{j}\right) R_{j l}-\left(\alpha_{l}-\alpha_{j}\right) R_{j k} \cos \theta_{k j l}}{R_{j l}^{2} R_{j k}} & i=l \\
0 & \text { otherwise. }\end{cases}
\end{align*}
$$

An example, that illustrates how the force components are calculated on an atom, can be found in Appendix.

### 13.3.5 Other Types of Symmetry Functions

Designing good descriptors for machine learning potentials in general, and highdimensional neural network potentials in particular, is currently a very active research field. Here, we give just a few recent examples.

Smith et al. [21] introduced a variation of the angular symmetry function in Eq. 13.9 (here given without any scaling function) as

$$
\begin{align*}
G^{I: J K}\left(i \in I ; \eta, \zeta, R_{\mathrm{s}}, \theta_{\mathrm{s}}\right)= & 2^{1-\zeta} \sum_{\substack{j \in J, j \in K \\
j \neq i, k \neq i \\
k \neq j}}\left(1+\cos \left(\theta_{j i k}-\theta_{\mathrm{s}}\right)\right)^{\zeta} \\
& \times \exp \left[-\eta\left(\frac{R_{i j}+R_{i k}}{2}-R_{\mathrm{s}}\right)^{2}\right] \cdot f_{\mathrm{c}}\left(R_{i j}\right) \cdot f_{\mathrm{c}}\left(R_{i k}\right), \tag{13.22}
\end{align*}
$$

where the parameter $\theta_{\mathrm{s}}$ provides an alternative control over the angular dependence of the symmetry function to the parameters $\lambda$ and $\zeta$ in Eq. 13.9, and the parameter $R_{\mathrm{S}}$ is akin to the $R_{\mathrm{S}}$-parameter from the radial symmetry functions in Eq. 13.8.

Gastegger et al. [22] introduced weighted atom-centered symmetry functions, wASCFs, where the element-dependent environment is captured not through a set of symmetry functions for every possible combination of elements, but instead by element-dependent prefactors. An example of a radial symmetry function would be

$$
\begin{equation*}
G^{I}\left(i \in I ; \eta, R_{\mathrm{s}}\right)=\sum_{J} \sum_{\substack{j \in J \\ j \neq i}} g(J) \mathrm{e}^{-\eta\left(R_{i j}-R_{\mathrm{s}}\right)^{2}} f_{\mathrm{c}}\left(R_{i j}\right), \tag{13.23}
\end{equation*}
$$

where $g(J)$ is a function depending on the element $J$, for example, $g(J)=Z_{J}$, where $Z_{J}$ is the atomic number. This symmetry function is thus calculated for all elements $J$, unlike the radial symmetry function $G^{I: J}$ in Eq. 13.8, that was calculated only for a specific element $J$. This type of approach could potentially decrease the number of needed symmetry functions for systems containing many elements. Another approach in a similar spirit has also been published by Artrith, Urban, and Ceder [23].

### 13.4 Construction of a High-Dimensional Neural Network Potential

A high-dimensional neural network potential is typically iteratively constructed using the following steps:

1. A reference electronic structure method (e.g., the employed DFT functional) is decided upon.
2. Initial training and test sets (structures calculated with the reference electronic structure method) are gathered.
3. Sets of descriptors (e.g., a set of symmetry functions) for each element are chosen.
4. A fitting algorithm and hyperparameters for the fitting algorithm (e.g., learning rate) are decided.
5. The neural network weights are fitted.
6. The quality of the fitted parameters is evaluated and structures which are not well described by the fitted potential are identified.
7. The training and test sets are augmented with more structures.
8. In case the potential is not yet satisfying, the process repeats from Step 3 using the new extended training and test sets.

The reference electronic structure method must describe the system(s) for which the potential is constructed with an acceptable accuracy. At the same time, the method should not be too costly, since typically many thousands of reference calculations are needed for constructing a large enough training set.

The initial training set can be obtained, by, for example, extracting snapshots from ab initio molecular dynamics simulations for the system under study. Another method is normal mode sampling [21], in which the atoms in optimized structures are displaced along the vibrational normal modes. A third possibility is to simply randomly displace the atoms in a structure by small amounts.

Some of the considerations that go into choosing a suitable set of symmetry functions were described in Sect. 13.3.3. Fortunately, it is often possible to reuse a set of symmetry functions for one system and apply it also to other systems (and elements). Moreover, automated unsupervised selection schemes, such as CUR decomposition, can be applied on a large library of symmetry functions, selecting the most suitable subset of symmetry functions based only on structural information, without the need for evaluating the neural network potential [20].

Many algorithms exist for fitting neural network weights. The algorithms work by minimizing a so-called cost function $\Gamma$ (also called loss function), which is calculated by comparing the neural network output to the reference data given in the training set. The cost function is typically calculated as

$$
\begin{equation*}
\Gamma=\operatorname{MSE}(E)+\beta \operatorname{MSE}(F) \tag{13.24}
\end{equation*}
$$

where MSE denotes the mean squared error and $\beta$ is a coefficient for weighting the relative importance of errors, and accounting for the difference in units, in the energies and forces. The MSEs can also themselves be weighted, so that some energies or forces in the training set are assigned greater importance than others. Some of the algorithms for optimizing the neural network weights are, for example, gradient descent (backpropagation), the Levenberg-Marquardt algorithm [24, 25], and the global extended Kalman filter [26]. The description of those algorithms lies outside the scope of the current chapter.

Often, the quality of a set of NN weights is characterized by the root mean squared error, RMSE, for the energies $E$ and forces $F$. $\operatorname{RMSE}(E)$ is often reported as a value normalized per atom to achieve a size-consistent error measure, because structures containing many atoms typically have larger absolute errors in the energy as compared to structures containing few atoms. In typical applications of NNPs, $\operatorname{RMSE}(E)$ is of the order of $1-2 \mathrm{meV}$ per atom, and $\operatorname{RMSE}(F)$ of the order of about $0.1 \mathrm{eV} / \AA$ Å.

The RMSEs provide a single number as measure of the accuracy of the NNP. Although this is very useful, a single number can be quite deceiving, if the training set contains a great variety of structures, or if each individual structure contains atoms in different environments (e.g., bulk-like atoms and interfacial atoms). During the construction of the NNP, great care must be taken to ensure that the NNP does, in fact, describe all the pertinent parts of a system with the desired accuracy. This can be accomplished, for example, by visualizing the distribution of errors associated with different structures.

It is very likely that the initial training set used in the parameterization of the NNP does not contain enough information to fully map out the potential energy surface. Thus, once a NNP has been trained, it can be used to locate regions of the PES that are not well described. There are several ways of accomplishing this, in which the simplest is to simply apply the NNP to the kind of simulation that is targeted. If the resulting structures obtained from this simulation are sufficiently different from those in the training set, for example, if the value of a symmetry function on an atom lies outside the range of values of that symmetry function in the training set, then the structure is clearly different from those in the training set (the NNP is extrapolating). Structures obtained in that fashion can then be added to the training set.

Even if the NNP does not extrapolate, there may not be enough training data for some types of structures. Such structures can be found by fitting multiple NNPs (for example, using different random weight initializations) [10]. If different NNPs predict sufficiently different energies and forces on a single structure, then that type of structure is underrepresented in the training set and can be used to further expand the training set.

Finally, another way of gathering structures for the training set is to employ biased MD simulations, like metadynamics, in order to drive the system towards exploring new regions of the potential energy surface [27].

### 13.5 Long-Range Interactions

The use of a cutoff function in the atomic environment descriptors (Eq. 13.4) prevents an atom from interacting with atoms farther away than the cutoff radius. Some interactions decay only slowly with increasing distance, most notably dispersion and electrostatic interactions.

Dispersion interactions can be included in two ways: if the reference electronic structure method itself describes dispersion accurately, then the symmetry functions
in the high-dimensional neural network potential only need a large enough distance cutoff. Alternatively, dispersion interactions can be added on-the-fly with some empirical dispersion correction, e.g., Grimme's D3 dispersion correction [28].

If some charge assignment scheme is used to calculate atomic charges, electrostatic interactions can be evaluated by an application of Coulomb's law or Ewald summation, and can then simply added to the total energy expression. In such cases, it is important to first subtract the long-range contribution to the energies and forces in the training set before the fitting of the NNP takes place, in order to avoid doublecounting of the long-range contributions.

One type of charge assignment scheme that has been used in conjunction with high-dimensional NNPs is to use a second, different NNP, to predict atomic charges instead of atomic energies [11, 12]. The training set must then contain some approximation for the atomic charges, for example, the calculated Hirshfeld or Bader charges from the reference electronic structure calculations.

When including long-range interactions, the total energy becomes the sum of the short-range energy $E^{\text {short }}$ (as described in Sect. 13.3.1), and the long-range energy $E^{\text {long }}$ :

$$
\begin{equation*}
E=E^{\text {short }}+E^{\text {long }} \tag{13.25}
\end{equation*}
$$

The force with respect to some atomic coordinate $\alpha$ becomes

$$
\begin{equation*}
F_{\alpha_{i}}=F_{\alpha_{i}}^{\text {short }}+F_{\alpha_{i}}^{\mathrm{long}}=-\frac{\partial E^{\text {short }}}{\partial \alpha_{i}}-\frac{\partial E^{\mathrm{long}}}{\partial \alpha_{i}} \tag{13.26}
\end{equation*}
$$

where $F_{\alpha_{i}}^{\text {short }}$ is calculated as in Eq. 13.12. For a non-periodic system, $F_{\alpha_{i}}^{\text {long }}$ can be calculated as

$$
\begin{align*}
F_{\alpha_{i}}^{\text {long }} & =-\frac{1}{2} \frac{\partial}{\partial \alpha_{i}} \sum_{j=1}^{N^{\mathrm{at}}} \sum_{\substack{k=1 \\
k \neq j}}^{N^{\mathrm{at}} \frac{q_{j} q_{k}}{R_{j k}}} \\
& =-\frac{1}{2} \sum_{j=1}^{N^{\mathrm{at}}} \sum_{\substack{N^{\mathrm{at}} \\
j \neq i}} \frac{1}{R_{j k}^{2}}\left[\frac{\partial q_{j}}{\partial \alpha_{i}} q_{k} R_{j k}+q_{j} \frac{\partial q_{k}}{\partial \alpha_{i}} R_{j k}-q_{j} q_{k} \frac{\partial R_{j k}}{\partial \alpha_{i}}\right], \tag{13.27}
\end{align*}
$$

where $q_{j}$ is the charge on atom $j$. Note, that this expression contains partial derivatives of the charge on an atom $j$ with respect to the position of the atom $i$, which is important since the atomic charges are environment-dependent. If a NNP with symmetry functions is used to determine the atomic charges, i.e., $q_{j}=$ $\chi_{q}^{J}\left(\mathbf{G}^{J}(j \in J)\right)$, then it can be shown that

$$
\begin{equation*}
F_{\alpha_{i}}^{\text {long }}=\sum_{J} \sum_{j \in J} \sum_{\substack{k=1 \\ k \neq j}}^{N_{j k}^{\mathrm{at}}} \frac{q_{k}}{R_{j k}} \cdot\left[\frac{1}{2} \frac{q_{j}}{R_{j k}} \frac{\partial R_{j k}}{\partial \alpha_{i}}-\sum_{n=1}^{N_{q}^{\text {sym }}(J)} \frac{\partial q_{j}}{\partial G_{n}^{J}(j)} \frac{\partial G_{n}^{J}(j)}{\partial \alpha_{i}}\right] \tag{13.28}
\end{equation*}
$$

where $N_{q}^{\text {sym }}(J)$ refers to the number of symmetry functions for element $J$ in the atomic neural network $\chi_{q}^{J}$ used to for the atomic charge determination.

For a periodic system, where the electrostatic energy is evaluated using, for example, Ewald summation, the expression for $F_{\alpha}^{\text {long }}$ becomes more complicated, although it can be derived in a similar fashion. Recently, also alternative approaches have been proposed, like the derivation of charges based on molecular dipole moments [13, 29].

### 13.6 Applications of High-Dimensional Neural Network Potentials

High-dimensional NNPs have been developed and applied to many different molecules and materials (for reviews see [1,9]). Some examples include silicon [30], carbon [31], sodium [32], zinc oxide [11], germanium telluride [33], copper [34], Cu clusters on ZnO [35], $\mathrm{Cu}-\mathrm{Au}$ nanoalloys [36], water- Cu interfaces [18], titanium dioxide [37], gold [38], copper-palladium-silver alloys [39], $\mathrm{N}_{2}$ on Ru [19], water on ZnO [40, 41], aqueous NaOH solutions [17, 42], protonated water clusters [43,44], and organic molecules [13, 21, 29, 45].

The above examples demonstrate the versatility of high-dimensional neural network potentials. In the next few years, many more applications of this method are likely to emerge, not least because it, as well as other machine learning potential methods, are under highly active development in the academic community.

### 13.7 Summary

High-dimensional neural network potentials are a type of machine learning potential and can be fitted to reproduce arbitrary potential energy surfaces from electronic structure calculations. In a high-dimensional neural network potential, the total energy is expressed as the sum of atomic contributions, which are evaluated by means of neural networks taking a representation of the atomic environment as input. Symmetry functions are examples of such representations, which are rotationally, translationally, and permutationally invariant. It is also possible to combine high-dimensional neural network potentials with methods for evaluating long-range contributions to the total energy, for example, electrostatic interactions.

A successful parameterization requires a large and diverse training set. The resulting errors from the fitting procedures can usually be made very small (about 1 meV per atom), making high-dimensional neural network potentials a very promising method for applications in materials modelling and computational chemistry.

## Appendix: Calculating the Force Components on an Atom

The following example illustrates how the force components on the atom O 1 in a three-atom system consisting of two O atoms, O 1 and O 2 , and one H atom, H 3 , are calculated. The NN for O has the architecture 2-2-1 (one hidden layer containing two nodes; two input features described by two radial symmetry functions $G^{\mathrm{O}: \mathrm{H}}$ and $G^{\mathrm{O}: \mathrm{O}}$ ). Similarly, the NN for H also has the architecture 2-2-1 with two radial symmetry functions $G^{\mathrm{H}: \mathrm{H}}$ and $G^{\mathrm{H}: \mathrm{O}}$.

$$
\mathbf{G}^{\mathrm{O}}(\mathrm{O} 1)=\binom{G^{\mathrm{O}: \mathrm{H}}(\mathrm{O} 1)}{G^{\mathrm{OO}}(\mathrm{O} 1)}, \mathbf{G}^{\mathrm{O}}(\mathrm{O} 2)=\binom{G^{\mathrm{O}: \mathrm{H}}(\mathrm{O} 2)}{G^{\mathrm{OO}}(\mathrm{O} 2)}, \mathbf{G}^{\mathrm{H}}(\mathrm{H} 3)=\binom{G^{\mathrm{H}: \mathrm{H}}(\mathrm{H} 3)}{G^{\mathrm{H:O}}(\mathrm{H} 3)}
$$

None of the symmetry functions are scaled, and $R_{\mathrm{S}}=0 \AA$. The activation function in the hidden layer for both NNs is the logistic function, $f(x)=\frac{1}{1+\exp (-x)}$, for which the derivative can easily be expressed in terms of the function value: $f^{\prime}(x)=$ $f(x)(1-f(x))$.

The total energy $E$ is obtained as

$$
E=E_{\mathrm{O} 1}+E_{\mathrm{O} 2}+E_{\mathrm{H} 3}
$$

and the force along the $\alpha$-component of O 1 (with $\alpha$ often being one of the Cartesian $x, y$, or $z$ components) is calculated as

$$
\begin{aligned}
-\frac{\partial E}{\partial \alpha_{\mathrm{O} 1}}= & -\frac{\partial E_{\mathrm{O} 1}}{\partial \alpha_{\mathrm{O} 1}}-\frac{\partial E_{\mathrm{O} 2}}{\partial \alpha_{\mathrm{O} 1}}-\frac{\partial E_{\mathrm{H} 3}}{\partial \alpha_{\mathrm{O} 1}} \\
= & -\frac{\partial E_{\mathrm{O} 1}}{\partial G^{\mathrm{O}: \mathrm{H}}(\mathrm{O} 1)} \frac{\partial G^{\mathrm{O}: \mathrm{H}}(\mathrm{O} 1)}{\partial \alpha_{\mathrm{O} 1}}-\frac{\partial E_{\mathrm{O} 1}}{\partial G^{\mathrm{O}: \mathrm{O}}(\mathrm{O} 1)} \frac{\partial G^{\mathrm{O}: \mathrm{O}}(\mathrm{O} 1)}{\partial \alpha_{\mathrm{O} 1}} \\
& -\frac{\partial E_{\mathrm{O} 2}}{\partial G^{\mathrm{O}: \mathrm{H}}(\mathrm{O} 2)} \frac{\partial G^{\mathrm{O}: \mathrm{H}}(\mathrm{O} 2)}{\partial \alpha_{\mathrm{O} 1}}-\frac{\partial E_{\mathrm{O} 2}}{\partial G^{\mathrm{O}: \mathrm{O}}(\mathrm{O} 2)} \frac{\partial G^{\mathrm{O}: \mathrm{O}}(\mathrm{O} 2)}{\partial \alpha_{\mathrm{O} 1}} \\
& -\frac{\partial E_{\mathrm{H} 3}}{\partial G^{\mathrm{H}: \mathrm{H}}(\mathrm{H} 3)} \frac{\partial G^{\mathrm{H}: \mathrm{H}}(\mathrm{H} 3)}{\partial \alpha_{\mathrm{O} 1}}-\frac{\partial E_{\mathrm{H} 3}}{\partial G^{\mathrm{H}: \mathrm{O}}(\mathrm{H} 3)} \frac{\partial G^{\mathrm{H}: \mathrm{O}}(\mathrm{H} 3)}{\partial \alpha_{\mathrm{O} 1}}
\end{aligned}
$$

The partial derivatives of the atomic energies with respect to the NN input features depend on the NN architecture (number of input features, number of hidden layers, number of nodes per hidden layer) as well as the activation function employed in the hidden units. Here, $y_{m}^{[1]}$ denotes the $m$ th node in the first (and only) hidden layer. The NN weights are stored in matrices

$$
\mathbf{A}^{[1], \mathrm{O}}=\left(\begin{array}{ll}
a_{11}^{[1], \mathrm{O}} & a_{12}^{[1], \mathrm{O}} \\
a_{21}^{[1], \mathrm{O}} & a_{22}^{[1], \mathrm{O}}
\end{array}\right), \quad \mathbf{b}^{[1], \mathrm{O}}=\binom{b_{1}^{[1], \mathrm{O}}}{b_{2}^{[1], \mathrm{O}}}, \quad \mathbf{A}^{[2], \mathrm{O}}=\binom{a_{11}^{[2], \mathrm{O}}}{a_{21}^{[2], \mathrm{O}}}, \quad b^{[2], \mathrm{O}}
$$

with a similar setup for the weights in the hydrogen NN.

$$
\begin{aligned}
& y_{1}^{[1], \mathrm{O} 1}=f\left(a_{11}^{[1], \mathrm{O}} G^{\mathrm{O}: \mathrm{H}}(\mathrm{O} 1)+a_{21}^{[1], \mathrm{O}} G^{\mathrm{O}: \mathrm{O}}(\mathrm{O} 1)+b_{1}^{[1], \mathrm{O}}\right) \\
& y_{2}^{[1], \mathrm{O} 1}=f\left(a_{12}^{[1], \mathrm{O}} G^{\mathrm{O}: \mathrm{H}}(\mathrm{O} 1)+a_{22}^{[1], \mathrm{O}} G^{\mathrm{O}: \mathrm{O}}(\mathrm{O} 1)+b_{2}^{[1], \mathrm{O}}\right) \\
& E_{\mathrm{O} 1}=a_{11}^{[2], \mathrm{O}} y_{1}^{[1], \mathrm{O} 1}+a_{21}^{[2], \mathrm{O}} y_{2}^{[1], \mathrm{O} 1}+b^{[2], \mathrm{O}} \\
& \frac{\partial E_{\mathrm{O} 1}}{\partial G^{\mathrm{O}: \mathrm{H}}(\mathrm{O} 1)}=a_{11}^{[2], \mathrm{O}} \frac{\partial y_{1}^{[1], \mathrm{O} 1}}{\partial G^{\mathrm{O}: \mathrm{H}}(\mathrm{O} 1)}+a_{21}^{[2], \mathrm{O}} \frac{\partial y_{2}^{[1], \mathrm{O} 1}}{\partial G^{\mathrm{O}: \mathrm{H}}(\mathrm{O} 1)} \\
& =a_{11}^{[2], \mathrm{O}} a_{11}^{[1], \mathrm{O}} y_{1}^{[1], \mathrm{O} 1}\left(1-y_{1}^{[1], \mathrm{O} 1}\right)+a_{21}^{[2], \mathrm{O}} a_{12}^{[1], \mathrm{O}} y_{2}^{[1], \mathrm{O} 1}\left(1-y_{2}^{[1], \mathrm{O} 1}\right) \\
& \frac{\partial E_{\mathrm{O} 1}}{\partial G^{\mathrm{O}: \mathrm{O}}(\mathrm{O} 1)}=a_{11}^{[2], \mathrm{O}} a_{21}^{[1], \mathrm{O}} y_{1}^{[1], \mathrm{O} 1}\left(1-y_{1}^{[1], \mathrm{O} 1}\right)+a_{21}^{[2], \mathrm{O}} a_{22}^{[1], \mathrm{O}} y_{2}^{[1], \mathrm{O} 1}\left(1-y_{2}^{[1], \mathrm{O} 1}\right) \\
& y_{1}^{[1], \mathrm{O} 2}=f\left(a_{11}^{[1], \mathrm{O}} G^{\mathrm{O}: \mathrm{H}}(\mathrm{O} 2)+a_{21}^{[1], \mathrm{O}} G^{\mathrm{O}: \mathrm{O}}(\mathrm{O} 2)+b_{1}^{[1], \mathrm{O}}\right) \\
& y_{2}^{[1], \mathrm{O} 2}=f\left(a_{12}^{[1], \mathrm{O}} G^{\mathrm{O}: \mathrm{H}}(\mathrm{O} 2)+a_{22}^{[1], \mathrm{O}} G^{\mathrm{O}: \mathrm{O}}(\mathrm{O} 2)+b_{2}^{[1], \mathrm{O}}\right) \\
& E_{\mathrm{O} 2}=a_{11}^{[2], \mathrm{O}} y_{1}^{[1], \mathrm{O} 2}+a_{21}^{[2], \mathrm{O}} y_{2}^{[1], \mathrm{O} 2}+b^{[2], \mathrm{O}} \\
& \frac{\partial E_{\mathrm{O} 2}}{\partial G^{\mathrm{O}: \mathrm{H}}(\mathrm{O} 2)}=a_{11}^{[2], \mathrm{O}} a_{11}^{[1], \mathrm{O}} y_{1}^{[1], \mathrm{O} 2}\left(1-y_{1}^{[1], \mathrm{O} 2}\right)+a_{21}^{[2], \mathrm{O}} a_{12}^{[1], \mathrm{O}} y_{2}^{[1], \mathrm{O} 2}\left(1-y_{2}^{[1], \mathrm{O} 2}\right) \\
& \frac{\partial E_{\mathrm{O} 2}}{\partial G^{\mathrm{O}: \mathrm{O}}(\mathrm{O} 2)}=a_{11}^{[2], \mathrm{O}} a_{21}^{[1], \mathrm{O}} y_{1}^{[1], \mathrm{O} 2}\left(1-y_{1}^{[1], \mathrm{O} 2}\right)+a_{21}^{[2], \mathrm{O}} a_{22}^{[1], \mathrm{O}} y_{2}^{[1], \mathrm{O} 2}\left(1-y_{2}^{[1], \mathrm{O} 2}\right) \\
& y_{1}^{[1], \mathrm{H} 3}=f\left(a_{11}^{[1], \mathrm{H}} G^{\mathrm{H}: \mathrm{H}}(\mathrm{H} 3)+a_{21}^{[1], \mathrm{H}} G^{\mathrm{H}: \mathrm{O}}(\mathrm{H} 3)+b_{1}^{[1], \mathrm{H}}\right) \\
& y_{2}^{[1], \mathrm{H} 3}=f\left(a_{12}^{[1], \mathrm{H}} G^{\mathrm{H}: \mathrm{H}}(\mathrm{H} 3)+a_{22}^{[1], \mathrm{H}} G^{\mathrm{H}: \mathrm{O}}(\mathrm{H} 3)+b_{2}^{[1], \mathrm{H}}\right) \\
& E_{\mathrm{H} 3}=a_{11}^{[2], \mathrm{H}} y_{1}^{[1], \mathrm{H} 3}+a_{21}^{[2], \mathrm{H}} y_{2}^{[1], \mathrm{H} 3}+b^{[2], \mathrm{H}} \\
& \frac{\partial E_{\mathrm{H} 3}}{\partial G^{\mathrm{H}: \mathrm{H}}(\mathrm{H} 3)}=a_{11}^{[2], \mathrm{H}} a_{11}^{[1], \mathrm{H}} y_{1}^{[1], \mathrm{H} 3}\left(1-y_{1}^{[1], \mathrm{H} 3}\right)+a_{21}^{[2], \mathrm{H}} a_{12}^{[11], \mathrm{H}} y_{2}^{[1], \mathrm{H} 3}\left(1-y_{2}^{[1], \mathrm{H} 3}\right) \\
& \frac{\partial E_{\mathrm{H} 3}}{\partial G^{\mathrm{H}: \mathrm{O}}(\mathrm{H} 3)}=a_{11}^{[2], \mathrm{H}} a_{21}^{[1], \mathrm{H}} y_{1}^{[1], \mathrm{H} 3}\left(1-y_{1}^{[1], \mathrm{H} 3}\right)+a_{21}^{[2], \mathrm{H}} a_{22}^{[1], \mathrm{H}} y_{2}^{[1], \mathrm{H} 3}\left(1-y_{2}^{[1], \mathrm{H} 3}\right)
\end{aligned}
$$

The force component along $\alpha_{\mathrm{O} 1}$ thus depends on, for example, $\frac{\partial E_{\mathrm{O} 2}}{\partial G^{\mathrm{OO}}(\mathrm{O} 2)}$, which in turn depends on $y_{1}^{[1], \mathrm{O} 2}$ and $y_{2}^{[1], \mathrm{O} 2}$, which depend on $G^{\mathrm{O}: \mathrm{H}}(\mathrm{O} 2)$ and $G^{\mathrm{O}: \mathrm{O}}(\mathrm{O} 2)$. Thus all symmetry functions on the atom O 2 , and consequently the entire environment within the cutoff sphere around O 2 , contribute to the force acting on the atom O1.

The partial derivatives of the radial symmetry functions with respect to the coordinate $\alpha_{\mathrm{O} 1}$ become

$$
\begin{aligned}
\frac{\partial G^{\mathrm{O}: \mathrm{H}}(\mathrm{O} 1)}{\partial \alpha_{\mathrm{O} 1}}= & \mathrm{e}^{-\eta R_{\mathrm{O} 1 \mathrm{H} 3}^{2}}\left(-2 \eta R_{\mathrm{O} 1 \mathrm{H} 3} f_{\mathrm{c}}\left(R_{\mathrm{O} 1 \mathrm{H} 3}\right) \frac{\partial R_{\mathrm{O} 1 \mathrm{H} 3}}{\partial \alpha_{\mathrm{O} 1}}+\frac{\partial f_{\mathrm{c}}\left(R_{\mathrm{O} 1 \mathrm{H} 3}\right)}{\partial \alpha_{\mathrm{O} 1}}\right) \\
\frac{\partial G^{\mathrm{O}: \mathrm{O}}(\mathrm{O} 1)}{\partial \alpha_{\mathrm{O} 1}}= & \mathrm{e}^{-\eta R_{\mathrm{O} 1 \mathrm{O} 2}^{2}}\left(-2 \eta R_{\mathrm{O} 1 \mathrm{O} 2} f_{\mathrm{c}}\left(R_{\mathrm{O} 1 \mathrm{O} 2}\right) \frac{\partial R_{\mathrm{O} 1 \mathrm{O} 2}}{\partial \alpha_{\mathrm{O} 1}}+\frac{\partial f_{\mathrm{c}}\left(R_{\mathrm{O} 1 \mathrm{O} 2}\right)}{\partial \alpha_{\mathrm{O} 1}}\right) \\
\frac{\partial G^{\mathrm{O}: \mathrm{H}}(\mathrm{O} 2)}{\partial \alpha_{\mathrm{O} 1}}= & \mathrm{e}^{-\eta R_{\mathrm{O} 2 \mathrm{H} 3}^{2}}\left(-2 \eta R_{\mathrm{O} 2 \mathrm{H} 3} f_{\mathrm{c}}\left(R_{\mathrm{O} 2 \mathrm{H} 3}\right) \frac{\partial R_{\mathrm{O} 2 \mathrm{H} 3}}{\partial \alpha_{\mathrm{O} 1}}+\frac{\partial f_{\mathrm{c}}\left(R_{\mathrm{O} 2 \mathrm{H} 3}\right)}{\partial \alpha_{\mathrm{O} 1}}\right) \\
= & 0 \\
\frac{\partial G^{\mathrm{O}: \mathrm{O}}(\mathrm{O} 2)}{\partial \alpha_{\mathrm{O} 1}}= & \mathrm{e}^{-\eta R_{\mathrm{O} 1 \mathrm{O} 2}^{2}}\left(-2 \eta R_{\mathrm{O} 1 \mathrm{O} 2} f_{\mathrm{c}}\left(R_{\mathrm{O} 1 \mathrm{O} 2}\right) \frac{\partial R_{\mathrm{O} 1 \mathrm{O} 2}}{\partial \alpha_{\mathrm{O} 1}}+\frac{\partial f_{\mathrm{c}}\left(R_{\mathrm{O} 1 \mathrm{O} 2}\right)}{\partial \alpha_{\mathrm{O} 1}}\right) \\
\frac{\partial G^{\mathrm{H}: \mathrm{H}}(\mathrm{H} 3)}{\partial \alpha_{\mathrm{O} 1}}= & 0 \\
\frac{\partial G^{\mathrm{H}: \mathrm{O}}(\mathrm{H} 3)}{\partial \alpha_{\mathrm{O} 1}}= & \mathrm{e}^{-\eta R_{\mathrm{O} 1 \mathrm{H} 3}^{2}}\left(-2 \eta R_{\mathrm{O} 1 \mathrm{H} 3} f_{\mathrm{c}}\left(R_{\mathrm{O} 1 \mathrm{H} 3}\right) \frac{\partial R_{\mathrm{O} 1 \mathrm{H} 3}}{\partial \alpha_{\mathrm{O} 1}}+\frac{\partial f_{\mathrm{c}}\left(R_{\mathrm{O} 1 \mathrm{H} 3}\right)}{\partial \alpha_{\mathrm{O} 1}}\right) \\
& +\mathrm{e}^{-\eta R_{\mathrm{O} 2 \mathrm{H} 3}^{2}}\left(-2 \eta R_{\mathrm{O} 2 \mathrm{H} 3} f_{\mathrm{c}}\left(R_{\mathrm{O} 2 \mathrm{H} 3}\right) \frac{\partial R_{\mathrm{O} 2 \mathrm{H} 3}}{\partial \alpha_{\mathrm{O} 1}}+\frac{\partial f_{\mathrm{c}}\left(R_{\mathrm{O} 2 \mathrm{H} 3}\right)}{\partial \alpha_{\mathrm{O} 1}}\right) \\
= & \mathrm{e}^{-\eta R_{\mathrm{O} 1 \mathrm{H} 3}^{2}}\left(-2 \eta R_{\mathrm{O} 1 \mathrm{H} 3} f_{\mathrm{c}}\left(R_{\mathrm{O} 1 \mathrm{H} 3}\right) \frac{\partial R_{\mathrm{O} 1 \mathrm{H} 3}}{\partial \alpha_{\mathrm{O} 1}}+\frac{\partial f_{\mathrm{c}}\left(R_{\mathrm{O} 1 \mathrm{H} 3}\right)}{\partial \alpha_{\mathrm{O} 1}}\right),
\end{aligned}
$$

where $\eta$ is the $\eta$-value of the pertinent symmetry function. All the above partial derivatives are calculated as sums over neighbors, but in this example, there are only 1 H and 1 O neighbor around each O atom. There are two O neighbors around H 3 , but one of the terms in the sum defining $\frac{\partial G^{\mathrm{H:O}}(\mathrm{H} 3)}{\partial \alpha_{\mathrm{O}}}$ becomes 0 , since the position of O 1 does not affect the distance between O 2 and H 3 .
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# Construction of Machine Learned Force Fields with Quantum Chemical Accuracy: Applications and Chemical Insights 

Huziel E. Sauceda, Stefan Chmiela, Igor Poltavsky, Klaus-Robert Müller, and Alexandre Tkatchenko


#### Abstract

Highly accurate force fields are a mandatory requirement to generate predictive simulations. Here we present the path for the construction of machine learned molecular force fields by discussing the hierarchical pathway from generating the dataset of reference calculations to the construction of the machine learning model, and the validation of the physics generated by the model. We will use the symmetrized gradient-domain machine learning (sGDML) framework due to its ability to reconstruct complex high-dimensional potential energy surfaces (PES) with high precision even when using just a few hundreds of molecular conformations for training. The data efficiency of the sGDML model allows using reference atomic forces computed with high-level wave-function-based approaches, such as the gold standard coupled-cluster method with single,


[^23]double, and perturbative triple excitations $(\operatorname{CCSD}(\mathrm{T}))$. We demonstrate that the flexible nature of the sGDML framework captures local and non-local electronic interactions (e.g., H-bonding, lone pairs, steric repulsion, changes in hybridization states (e.g., $s p^{2} \rightleftharpoons s p^{3}$ ), $n \rightarrow \pi^{*}$ interactions, and proton transfer) without imposing any restriction on the nature of interatomic potentials. The analysis of sGDML models trained for different molecular structures at different levels of theory (e.g., density functional theory and $\operatorname{CCSD}(\mathrm{T})$ ) provides empirical evidence that a higher level of theory generates a smoother PES. Additionally, a careful analysis of molecular dynamics simulations yields new qualitative insights into dynamics and vibrational spectroscopy of small molecules close to spectroscopic accuracy.

### 14.1 Introduction

In silico studies of molecular systems and materials constitute one of the most important tools in physics, biology, materials science, and chemistry due to their great contributions in understanding systems ranging from small molecules (e.g., few atoms) up to large proteins and amorphous materials, guiding the exploration and the discovery of new materials and drugs. This requires the construction of physical models that faithfully describe interatomic interactions, and quantum mechanics $(\mathrm{QM})$ is the pertinent methodology to engage such monumental task. Nevertheless, using the full machinery of QM (e.g., Dirac equation [1] and Quantum Electrodynamics [2]) would lead not far from simulations of diatomic molecules. To overcome this limitation, for most of the problems of interest, one can approximately describe a molecular system by the more tractable non-relativistic time-independent Schrödinger equation.

Additionally, one often decouples nuclear and electronic degrees of freedom by employing the Born-Oppenheimer ( BO ) approximation. This makes predictive simulations of molecular properties and thermodynamic functions possible by representing a $N$-atoms system by the global potential energy surface (PES) $V_{\mathrm{BO}}(\mathbf{x})$, where $\mathbf{x}=\left\{\mathbf{r}_{1}, \mathbf{r}_{2}, \ldots, \mathbf{r}_{N}\right\}$ and $\mathbf{r}_{i}$ the $i$ th nuclear Cartesian coordinates. $V_{\mathrm{BO}}(\mathbf{x})$ is defined as the sum of the total electrostatic nuclear repulsion energy $\sum_{i, j>i} Z_{i} Z_{j} r_{i j}^{-1}$ and the electronic energy $\mathcal{E}_{\text {elec }}$ solution of the electronic Schrödinger equation $\mathcal{H}_{\text {elec }} \Psi=\mathcal{E}_{\text {elec }} \Psi$ for a given set of nuclear coordinates $\mathbf{x}$. Therefore, $V_{\mathrm{BO}}$ contains all the information necessary to describe nuclear dynamics of the molecular system since all electronic quantum interactions are encoded in it via $\mathcal{E}_{\text {elec }}$ within the BO approximation. A systematic partitioning of this energy could potentially help to gain further insights into the physics and chemistry of the system, nevertheless, in practice it is not known how to exactly expand the $V_{\mathrm{BO}}$ in different energetic contributions such as hydrogen bonding, electrostatics, dispersion interactions, or other electronic effects. Furthermore, any attempt in separating the PES in terms of known analytic forms or empirically derived interactions will always result in biasing the final model which limits its possible accuracy and may introduce non-physical artifacts. Therefore, the intricate form
of $V_{\mathrm{BO}}$ resulting from an interplay between different quantum phenomena when solving the Schrödinger equation should be preserved.

In order to extract the dynamical properties and thermodynamics of molecular systems, the $V_{\mathrm{BO}}$ has to be sampled according to a thermodynamic ensemble (e.g., NVE, NVT, $\mu$ VT, etc.) depending on the property being computed. The two most popular techniques are Monte Carlo sampling and molecular dynamics simulations (MD). In particular, MD constitutes the fundamental pillar of contemporary science by allowing remarkable advances and offering unprecedented insights into complex chemical and biological systems. However, sampling the $V_{B O}$ using this technique in any of its flavors (e.g., Langevin or Verlet-velocity propagator) to obtain converged mechanical and thermodynamical properties often requires millions integration steps, meaning that the Schrödinger equation $\mathcal{H}_{\text {elec }} \Psi=\mathcal{E}_{\text {elec }} \Psi$ has to be solved and $-\mathbf{F}=\left\langle\Psi^{*}\right| \partial \mathcal{H} / \partial \mathbf{x}|\Psi\rangle$ evaluated a similar amount of times [3]. Such direct ab initio molecular dynamics (AIMD) simulations, where the quantum-mechanical energies and forces are computed on-the-fly for molecular configurations at every time step, are known to generate highly accurate but computationally very costly predictions. In practice, most of the works in AIMD use density functional theory (DFT) to approximate the solution of the Schrödinger equation for a system of electrons and nuclei. Unfortunately, in some cases different exchange-correlation functionals yield contrasting results for molecular properties [4] and it is not clear how to systematically improve their performance. Alternatively, wave-function based methods that account for electron correlation (e.g., post-Hartree-Fock methods) offer a systematically improvable framework but they are rarely used in AIMD simulations due to the steep increase in the required computational resources. For example, a nanosecond-long AIMD simulation for a single ethanol molecule using $\operatorname{CCSD}(\mathrm{T})$ method would demand approximately a million CPU years on modern hardware.

It is clear that AIMD is not an affordable route to pursue predictive simulations for most of the systems of interest. An alternative is to roughly approximate the $V_{\mathrm{BO}}$ by creating handcrafted interatomic and physically inspired potentials with parameters fitted to experimental data or quantum-mechanical calculations. This has been a common practice since the early works on molecular dynamics [58]. The complexity of creating reliable interatomic potentials using prior physical knowledge led to the development of dedicated force fields (FFs) for different chemical systems, a successful approach as highlighted by the 2013 Nobel Prize in Chemistry. Examples are the TIP $n$ P FFs for water [9,10], Tersoff potential for covalent materials [11], polarizable FFs [12], tight-binding potentials for semiconductors and metals [13]. This also includes a plethora of biomolecular FFs such as AMBER, MMFF, CHARMM, and GROMOS; FFs that often give reliable results for protein folding under ambient conditions [14-17]. The wide variety of available interatomic potentials highlights the fact that handcrafting a FF capable of describing different types of interactions (metallic bonding, covalent chemistry, hydrogen bonding, noncovalent interactions, etc.) in a unified and seamless fashion is a complex challenge. Furthermore, it is widely recognized that even dedicated molecular mechanic FFs cannot generate quantitative predictions from MD simulations due to their lack
of accuracy. These increasingly pressing issues hinder truly predictive modeling, but at the same time encourage the development of more accurate and efficient methodologies.

One of the possible pathways is the employment of machine learning (ML) methods for the reconstruction of the PES function. Machine learned force fields (ML-FFs) exploit the correlation encoded in molecular datasets generated from AIMD trajectories (or any other sampling methodology) to reconstruct the underlying PES without imposing any particular explicit analytic form for the interatomic interactions. Furthermore, machine learning is based on rigorous statistical learning theory $[18,19]$, providing a powerful and general framework for FF learning. ML approaches can reconstruct complex high-dimensional objects with arbitrary precision given sufficient amount of data samples (e.g., molecular energies and atomic forces) for training. The accurate learning of $V_{\mathrm{BO}}$ is not a trivial task and it has driven a vast amount of work such as data sampling [20-24], molecular representations [25-41], neural networks architecture development [42-50], inference methods [51-66], and explanation methods [67-70]. A crucial contribution to the further development and understanding of the field is the releasing of ready-to-use software as well as molecular datasets which guaranties the reproducibility of published results [68,71-73]. In terms of the performance, the computational cost of evaluating ML-FFs lies in between molecular mechanic FFs and ab initio calculations. In particular, the sGDML framework [64,65] is $5-10$ orders of magnitude faster than ab initio calculations and 2-3 orders of magnitude slower than molecular mechanic FFs. ${ }^{1}$ A precise number depends on the molecular system under study. As a reference, the sGDML model can be up to $10^{7}$ and $10^{9}$ times faster than $\operatorname{CCSD}(\mathrm{T}) /$ cc- pVTZ level of theory for a single-point calculation of malondialdehyde and aspirin, respectively [71], preserving the same accuracy. This allows the use of these ML-FFs for performing long-time MD simulations and exploring different molecular properties on the $\operatorname{CCSD}(\mathrm{T})$-level of accuracy.

The PES reconstruction problem can be approached from two different but in principle equivalent ways, ${ }^{2}$ by learning directly the scalar function $V_{\mathrm{BO}}$ or by first reconstructing the gradient field associated to the PES, $\nabla V_{\mathrm{BO}}$, and then recover the PES by analytic integration. These two types of ML models are called energy $\hat{f}_{E}$ and force $\hat{\mathbf{f}}_{\mathbf{F}}$ models, respectively. ${ }^{3}$ The two most established methodologies to create such models are Neural Networks (NN) [42-45, 47, 48, 74-76] and kernel methods $[20,21,23,28,29,33,36,51,53,63-65]$. An energy model, $\hat{f}_{E}$, can be based on NNs or kernel methods and trained on energies or using a combination

[^24]of energies and forces $[21,28,36,42,45-48,51,53]$. The associated FF to $\hat{f}_{E}$ is generated by analytic differentiation, $\hat{\mathbf{f}}_{\mathbf{F} \leftarrow E}=-\nabla \hat{f}_{E}$, which introduces some disadvantages to be discussed further in the text. In the case of force models $\hat{\mathbf{f}}_{\mathbf{F}}$, they could also be constructed using NNs but the problem is that to recover the underlying PES requires the analytic integration of the vector field predictor. This immensely limits their applicability since without an appropriate integration scheme they will not be able to recover the PES. A more common way to generate force models is using kernel methods [20,33,63,64] usually trained directly in the gradient domain. Contrary to the case of NNs based force models, kernels methods offer a much more flexible framework to conveniently define its analytic form, this is done by utilizing the robust framework of Gaussian processes which allows the incorporation of prior physical knowledge. Therefore, recovering the underlying PES $\hat{f}_{E \leftarrow \mathbf{F}}$ can be easily done by imposing that the mathematical formulation of $\hat{\mathbf{f}}_{\mathbf{F}}$ to be analytically integrable and consequently it will, by definition, encode the fundamental physical law of energy conservation [64].

In the limit of an infinite amount of data, energy and force models should converge to the same prediction error. Nevertheless, when dealing with finite or restricted amounts of data these two models do present very different performances. Some of the fundamental advantages of using force models instead of energy models are: (1) Learning in the gradient domain yield smoother PESs, (2) training exclusively on forces generates more accurate models than training using energies or a combination of both [47, 66, 71], (3) obtaining energies by analytical integration of force models tends give better behaved predictions as a result of the integral operator, this is in contrast with forces generated out of energy models by the gradient operator [66], and (4) force models are more data efficient [64, 65]. It is important to highlight that the data efficiency of force models arises not only because the greater amount of information in each force sample ( $3 N$ components, where $N$ is the number of atoms), but also because each entry of the force vector is orthogonal to the rest, ${ }^{4}$ therefore providing a complete linearized description of its immediate local neighborhood [77]. Continuing with the discussion of data efficiency, there is only a handful of models that fulfill this requirement. Even though formally both NN and kernel-based methods can achieve any desired accuracy, the realm of scarce data belongs to kernel models. ${ }^{5}$ This is the case, for example, when the system under study requires to be described by a highly accurate reference method and it is only possible to compute a couple of hundreds of data points, as would be the case of some of the amino acids or large molecules. Such better reconstruction efficiency of kernel methods is due to their greater use of prior information, offering a unique and well-defined solution [64].

[^25]Here, we will focus on the symmetric Gradient Domain Machine Learning (sGDML) FF [65]. The sGDML is a kernel-based ML model which directly learns forces since it is trained explicitly in the gradient domain of $V_{\mathrm{BO}}$. The principal feature of this model is that it was mathematically conceived as an analytically integrable curl-free framework. The energy conservation law is explicitly encoded into the model. Therefore, once the sGDML-FF $\hat{\mathbf{f}}_{\mathbf{F}}$ is trained, the potential energy function $\hat{f}_{E \leftarrow \mathbf{F}}$ is also available. It is worth highlighting that only forces are used for training given that there is empirical evidence that a loss function that combines energies and forces causes a degradation in the force prediction [47,71,78]. The second fundamental property of the model is that the complexity of the reconstruction process is reduced through the explicit incorporation of molecular symmetries (i.e., rigid and fluxional). These permutational symmetries are automatically extracted from the reference dataset via a multi-partite procedure [79]. Additionally, in this framework all atomic interactions are modeled globally, meaning that the learning problem is solved without any inherently non-unique atom-wise, pairwise, or any other many-body partitioning. Thus, the approach preserves the many-body nature of the quantum problem. These central properties contribute to the ability of the sGDML model to learn complex PES for molecules of intermediate size from limited amounts of reference calculations, an unachievable task for non-dedicated molecular FFs or even other ML methodologies. In particular, the sGDML model is able to reconstruct $\operatorname{CCSD}(\mathrm{T})$-quality FFs from a limited amount (few hundreds) of reference molecular configurations [65].

In this chapter, we present an overview of the sGDML model from the construction of reliable datasets to the training and validation of the models to performing analysis of some relevant quantum effects captured by the model. The structure of the chapter is the following. In Sect. 14.2 we present the problem of imbalanced database and the idea behind the representative sampling. In Sect. 14.3 we introduce the idea of physically inspired ML-FFs and present the sGDML model as well as a comparative analysis of the differences between energy and force models. The evaluation of the performance of the model is presented in Sect. 14.4. Section 14.5 is dedicated to the analysis of smoothing of the PES by increasing the level of theory. In Sect. 14.6 the different types of interactions captured learned by the sGDML are highlighted. Finally, Sect. 14.7 we summarize and present the conclusions.

### 14.2 Data Generation and Sampling of the PES

The accurate reconstruction process of a high-dimensional surface via ML methods heavily relies on the available reference data. In the case of PES learning, a wellknown approach is to construct the database by sampling the PES using molecular dynamics simulations. Of course the data generated with this methodology will depend on the temperature of MD simulation, therefore higher temperatures will explore higher energy regions (see Fig. 14.1). MD-generated database will be biased to lower energy regions of the PES, where the system spend most of the time. Consequently, this methodology is advisable only when the final application


Fig. 14.1 (a) Sampling of ethanol's PES at 100, 300 and 500 K using AIMD at DFT/PBE+TS level of theory. (b) The potential energy profile is shown in for the different temperatures
involves MD simulation for equilibrium or close to equilibrium properties where rare events do not play a major role. Examples of this is the study of vibrational spectra, direct study of minima population, thermodynamic properties, etc. A general rule of thumb is to generate the database at a higher temperature compared to the intended use of the ML model trained on this data. For example, if we want to calculate the vibrational spectrum for ethanol at 300 K , generating the database at 500 K is a safe option since the subspace of configurations relevant at 300 K is contained in this database (see Fig. 14.1a).

The main databases used in this study were created by running AIMD (DFT) simulations at a temperature of 500 K using the FHI-aims package [80] at the generalized gradient approximation (GGA) level of theory with Perdew-Burke-Ernzerhof (PBE) [81] exchange-correlation functional and the TkatchenkoScheffler (TS) method [82] to account for van der Waals interactions using the light basis set. In the literature this is known as the MD17 dataset [64].

### 14.2.1 Imbalanced Sampling

From the ergodic hypothesis we know that the expected value of an observable $A$ can be obtained from $\langle A\rangle_{\text {time }}=N_{t}^{-1} \sum_{t}^{N_{t}} A\left(\mathbf{x}_{t}\right)$, where $\mathbf{x}_{t}$ is the step $t$ of the dynamics trajectory. This, of course, is valid only in the case in which the dynamics are long enough to visit all the possible configurations of the system under the given constraints. In practice, and in particular for AIMD this is not feasible due to its computational demands; therefore, in the context of databases generation this leads to biased databases. Figure 14.2 displays the sampling of the PESs for ethanol, keto form of malondialdehyde (keto-MDA), and Aspirin at 500 K using AIMD. It is easy to notice that even at high temperatures and more than 200 ps of simulation time, the sampling is biased and non-symmetric in the case of ethanol and Aspirin.

It is imperative to mention that when creating such databases and using them for generating ML models, many of the limitations of the database will be passed to the learned model. Then, the final user of ML model has to be aware of its


Fig. 14.2 Molecular dynamics' sampling of PESs for ethanol, keto-MDA and aspirin at 500 K using DFT/PBE+TS level of theory. The black dashed lines indicate the symmetries of the molecule
range of applicability. On the other hand, a robust ML framework would be able to remove some of the imperfections of the data by using prior information of the underlying nature of the data. As an example, if training a ML-FF using the ethanol's or Aspirin's data in Fig. 14.2 the ML model must be able to handle non-symmetric databases. Usually this is done by incorporating the indistinguishability between atoms of the same species.

### 14.2.2 Representative Sampling: From DFT to CCSD(T)

Constructing reliable molecular databases can be very complicated even for small molecules, since efficiently exploring the molecular PES not only depends on the size of the molecule but also on many other molecular features such as intramolecular interactions and fluxional groups. Generating $\sim 2 \times 10^{5}$ conformations from AIMD using a relatively affordable level of theory (e.g., PBE+TS with a small basis) can take from a couple of days to a couple of weeks. Higher levels of theory (e.g., PBE0+MBD) would require weeks or months of server time. Finally, whenever the system under study demands the use of highly accurate methodologies such as $\operatorname{CCSD}(\mathrm{T})$, generating an extensive database becomes computationally prohibitively expensive. To resolve this issue one can first sample the PES using a lower but representative level of theory in the AIMD simulations to generate trajectory $\left\{X_{t}^{\mathrm{PBE}+\mathrm{TS}}\right\}_{t=1}^{N_{\text {steps }}}$, and then sub-sample this database to generate a representative set of geometries. These geometries serve as an input for higher level of theory singlepoint calculations, e.g., $\left\{X_{t}^{\mathrm{CCSD}(\mathrm{T})}\right\}_{t=1}^{N_{\text {sub-sample }}}$ (represented by red dots in Fig. 14.3), resulting in accurate and computationally affordable database.

From Fig. 14.3 we see that, in this 2D projection, the reference and the desired PESs look similar, which allows to use a PES @ PBE+TS sampling as a good approx-


Fig. 14.3 Procedure followed to generate $\operatorname{CCSD}(\mathrm{T})$ database for the keto-MDA molecule. An AIMD simulation at 500 K using DFT/PBE+TS level of theory was used as a reference sampling of the molecular PES. Afterwards the obtained trajectory is sub-sampled (black dots) to generate a subset of representative geometries, then this is used to perform single-point calculations at a higher level of theory (red dots). In this case, $\operatorname{CCSD}(\mathrm{T})$ was the desired PES and the ML-FF used was sGDML
imation to the one that we would get by sampling PES@CCSD(T) directly [65]. This is a crucial concept that should be carefully used since even if the test error of the ML model is good, that does not mean that the predictions generated by the ML model will be physically valid. This would be the case in which the reference data comes from a PES that considerably differs from the desired PES, for example, the combination of HF and $\operatorname{CCSD}(\mathrm{T})$. Another example, when the reference data does not provide a reliable ML model, is the use of a database generated by an AIMD trajectory at 100 K for training a ML-FF, and then running MD simulations with this FF at higher temperatures. The problem is that the ML model will be generating predictions in the extrapolation regime, and therefore, there is no certainty that the results would be physically valid.

For building sGDML models, the CCSD and $\operatorname{CCSD}(\mathrm{T})$ databases were generated by using the subsampling scheme (Fig. 14.3) for some of the molecules from the MD17 database. In the case of keto-MDA, enol-MDA, and ethanol, the molecular configurations were recomputed using all-electron $\operatorname{CCSD}(\mathrm{T})$, while in the case of Aspirin all-electron CCSD were employed [83-85].

### 14.3 Physically Inspired Machine Learned Force Fields

Machine learning offers a wide variety of different universal approximators to reconstruct any function in the limit of data availability. In practice, the amount of accessible data is restricted, especially when reconstructing complex PESs from highly accurate reference calculations such as $\operatorname{CCSD}(T)$. Consequently, it is highly advantageous to mathematically constrain the space of solution of our approximator by enforcing universal physical laws, therefore naturally creating a data efficient model capable of delivering physically meaningful predictions. Below we summarize the desirable properties for a machine learned force field from the physics and computational point of view:

## Physical Properties

- Global model. Building this property in the model will keep the many-body nature of the quantum interactions resulting from the solution of the Schrödinger equation $\mathcal{H} \Psi=E \Psi$ and from the evaluation of the Hellmann-Feynman forces $-\mathbf{F}=\left\langle\Psi^{*}\right| \partial \mathcal{H} / \partial \mathbf{x}|\Psi\rangle$. In practice, this means to avoid the non-unique partitioning of the total energy $V_{\mathrm{BO}}$ in atomic contributions.
- Temporal symmetry. This constraint demands that the ML generated Hamiltonian $\mathcal{H}=\mathcal{T}+\hat{f}_{E}$, with $\mathcal{T}$ and $\hat{f}_{E}$ the kinetic and potential energies, respectively, must be time-invariant, which means that the fundamental law of energy conservation has to be enforced in the ML model, $\hat{\mathbf{f}}_{\mathbf{F}}=-\nabla \hat{f}_{E}$.
- Indistinguishability of atoms. In quantum mechanics, two atoms of the same species cannot be distinguished. ${ }^{6}$ This means that permuting two identical atoms in a molecule does not change the energy of the system: $V_{\mathrm{BO}}\left(\ldots, \mathbf{x}_{i}, \ldots, \mathbf{x}_{j}, \ldots\right)=V_{\mathrm{BO}}\left(\ldots, \mathbf{x}_{j}, \ldots, \mathbf{x}_{i}, \ldots\right)$. This spatial symmetry often represents a big challenge for ML global models, but it is trivially fulfilled by models that learn energy per atom.

Each one of the above mentioned physical properties of a quantum system constitute a constraint that narrows the space of solutions of the universal ML approximator down, contributing to a more efficient and accurate reconstruction of the original data generator.

## Computational Requirements

- Accuracy and data efficiency. This is a highly desirable requirement in the reconstruction of PES from ab initio data since the generation of each data point constitute a considerable computational cost. As an example, a $\operatorname{CCSD}(\mathrm{T})$ singlepoint force calculation can take several days in a single processor for a medium sized molecule.

[^26]- Robust and stable predictions. To minimize the chance of artifacts in the reconstruction of the PES, the solution needs to be derived from a hypothesis space that satisfies the fundamental physical laws. Models that start from a general set of assumptions cannot be expected to generalize from small datasets.
- Fast evaluation. The main purpose of ML-FFs is their use in PES sampling techniques such as MD or Monte Carlo. This requires fast evaluations (few milliseconds per single-point energy/force calculations).

Whenever a ML model does not fulfill at least one of the properties or requirements mentioned above, it becomes either unreliable or inefficient for practical applications.

### 14.3.1 Symmetrized Gradient-Domain Machine Learning

Gradient-domain machine learning (GDML) is one of the approaches that fulfills all the properties discussed previously. The key idea is to use a Gaussian process (GP) to model the force field $\hat{\mathbf{f}}_{\mathbf{F}}$ as a transformation of an unknown potential energy surface $\hat{f}_{E}$ such that,

$$
\begin{equation*}
\hat{\mathbf{f}}_{\mathbf{F}}=-\nabla \hat{f}_{E} \sim \mathcal{G} \mathcal{P}\left[-\nabla \mu_{E}(\mathbf{x}), \nabla_{\mathbf{x}} k_{E}\left(\mathbf{x}, \mathbf{x}^{\prime}\right) \nabla_{\mathbf{x}^{\prime}}^{\top}\right] \tag{14.1}
\end{equation*}
$$

where $\mu_{E}$ and $k_{E}$ are the mean and covariance of the energy GP, respectively [77]. Furthermore, the model is symmetrized (sGDML) to reflect the indistinguishability of atoms, while retaining the global nature of the interactions. With the inclusion of a descriptor $\mathbf{D}: \mathcal{X} \rightarrow \mathcal{D}$ as representation of the input, it takes the form

$$
\begin{equation*}
\hat{\mathbf{f}}_{\mathbf{F}}(\mathbf{x})=\sum_{i}^{M} \sum_{q}^{S} \mathbf{P}_{q} \boldsymbol{\alpha}_{i} \mathbf{J}_{\mathbf{D}(\mathbf{x})} \mathbf{k}_{\mathbf{F}}\left(\mathbf{D}(\mathbf{x}), \mathbf{D}\left(\mathbf{P}_{q} \mathbf{x}_{i}\right)\right) \mathbf{J}_{\mathbf{D}\left(\mathbf{P}_{q} \mathbf{x}_{i}\right)}^{\top}, \tag{14.2}
\end{equation*}
$$

where $\mathbf{J}_{\mathbf{D}(\mathbf{x})}$ is the Jacobian of the descriptor, $M$ is the number or training data points, $\mathbf{P}_{q}$ is the $q$ th permutation in the molecular permutational group, and $S$ is the size of the group. The parameters $\boldsymbol{\alpha}_{i}$ are the ones to be learned during the training procedure. Due to linearity, the corresponding expression for the energy predictor can be simply obtained via (analytic) integration. It is generally assumed that overly smooth priors are detrimental to data efficiency, even if the prediction target is in fact indefinitely differentiable. For that reason, (s)GDML uses a Matérn kernel $k_{E}\left(\mathbf{x}, \mathbf{x}^{\prime}\right)$ with restricted differentiability to construct the force field kernel function,

$$
\begin{align*}
\boldsymbol{k}_{\boldsymbol{F}}\left(\mathbf{x}, \mathbf{x}^{\prime}\right) & =\nabla_{\mathbf{x}} k_{E}\left(\mathbf{x}, \mathbf{x}^{\prime}\right) \nabla_{\mathbf{x}^{\prime}}^{\top} \\
& =\left(5\left(\mathbf{x}-\mathbf{x}^{\prime}\right)\left(\mathbf{x}-\mathbf{x}^{\prime}\right)^{\top}-\square \sigma(\sigma+\sqrt{5} d)\right) \cdot \frac{5}{3 \sigma^{4}} \exp \left(-\frac{\sqrt{5} d}{\sigma}\right) . \tag{14.3}
\end{align*}
$$

Instead of using directly the molecular coordinates as representations of the system, a descriptor is used to facilitate the learning procedure. In general, it is a non-linear transformation fulfilling a set of required invariances. Here, the geometry of the molecule is represented in terms of inverse distances between all atom pairs

$$
D_{i j}= \begin{cases}\left\|\mathbf{r}_{i}-\mathbf{r}_{j}\right\|^{-1} & \text { for } i>j  \tag{14.4}\\ 0 & \text { for } i \leq j\end{cases}
$$

making the model invariant to roto-translations.
A full symmetrization of the model requires summing over all possible permutations of its inputs. To avoid the combinatorial challenge associated with summing over large symmetry groups, we restrict ourselves to the much smaller subset of physically plausible rigid space group and fluxional symmetries, $\left\{\mathbf{P}_{q}\right\}_{q=1}^{S}$. Extracting those symmetries usually requires chemical and physical intuition about the system under study, e.g., rotational barriers, which is impractical in a ML setting. To automate that step, we employ a multi-partite matching scheme that identifies and recovers the permutational transformations undergone by the system within the training dataset. This is achieved by finding the permutation operation $\tau$ that minimizes the cost function,

$$
\begin{equation*}
\underset{\tau}{\arg \min } \mathcal{L}(\tau)=\left\|\mathbf{P}(\tau) \mathbf{A}_{G} \mathbf{P}(\tau)^{\top}-\mathbf{A}_{H}\right\|^{2}, \tag{14.5}
\end{equation*}
$$

between adjacency matrices $(\mathbf{A})_{i j}=\left\|\mathbf{r}_{i}-\mathbf{r}_{j}\right\|$ of all molecular graph pairs $G$ and $H$ in different energy states. A particular challenge is to find matchings that are consistent across the whole training set. The set of permutations $\left\{\mathbf{P}_{q}\right\}_{q=1}^{S}$ obtained by this method, also known as the Higgins group, omits unfeasible transformations that do not contribute any valuable information to the inference task and thus help in reducing the computational effort required to evaluate the model.

A sketch of the general training procedure is shown in Fig. 14.4, from sampling a molecular dynamics trajectory and extracting the Higgins group to solving the normal equation and generating the embedded PES in the data.

In Refs. [64-66, 71] it was demonstrated that the sGDML framework is highly data efficient being able to achieve state-of-the-art predictions even when trained on only a few hundred reference data points. As example, it is possible to reconstruct molecular PESs with a mean absolute error of less than $0.06 \mathrm{kcal} \mathrm{mol}^{-1}$ for small molecules (e.g., with up to 15 atoms) and $0.16 \mathrm{kcal} \mathrm{mol}^{-1}$ for more complex molecules (e.g., aspirin, paracetamol, and azobenzene) [65]. Such accuracy is achieved while following physical requirements and therefore resulting in robust learning models which are capable of decoding complex subtleties hidden in the reference data.
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$\left(\mathbf{K}_{\text {Hess }(\kappa)}+\lambda \mathbb{I}\right) \vec{\alpha}=-\mathbf{F}$
$\left\{\vec{\alpha}_{i}\right\}_{i=1}^{M}$
$\hat{\mathbf{f}}_{\mathbf{F}}, \hat{f}_{E}=-\int \hat{\mathbf{f}}_{\mathbf{F}} \cdot d \mathbf{x}$

Fig. 14.4 Construction of the sGDML model. (1) The data used for training, $\left\{\mathbf{x}_{i}, \mathbf{F}_{i}\right\}_{i=1}^{M}$, is created by subsampling molecular dynamics trajectories (blue dots). The forces are represented by green arrows on top of each atom. (2) The set of molecular permutation symmetries, $\left\{\mathbf{P}_{a}\right\}_{a=1}^{S}$, are extracted from the training set by the multi-partite matching approach. This effectively enhances the size of the training set by a factor $S$ and symmetrizes the PES. (3) The force field is trained by solving the linear system for $\left\{\alpha_{j}\right\}$. The reconstructed PES is obtained by analytical integration of the force predictor

### 14.3.2 Force vs. Energy ML Models

As stated in the previous section, the sGDML framework is constructed for being trained in the gradient domain of the energy function. This approach contrasts with conventional ML methodologies based on direct energy function learning (using energies and forces for training) in which the forces are computed via analytic
differentiation [5-17, 28, 29, 33, 42-45, 47, 48, 51, 53, 74-76], as represented in the next diagram:

Trained Derived

$$
\begin{array}{cc}
\text { sGDML : } & \hat{\mathbf{f}}_{\mathbf{F}} \\
\text { E-ML : } & \hat{f}_{E} \longrightarrow \hat{f}_{E \leftarrow \mathbf{F}}=-\int \hat{\mathbf{f}}_{\mathbf{F}} \cdot d \mathbf{x}+C \\
\hat{\mathbf{f}}_{\mathbf{F} \leftarrow E}=-\nabla \hat{f}_{E},
\end{array}
$$

where E-ML refers to energy machine learned models.
Any ML model has an associated learning uncertainty. This uncertainty is also present during the evaluation of the model. Given the nature of the operations in obtaining the derived quantities in the previous diagram, we can see that there is an advantage in learning the force field directly over the energy models. Let us consider the ensembles of models $\left\{\hat{\mathbf{f}}_{\mathbf{F}}\right\}$ and $\left\{\hat{f}_{E}\right\}$ with mean $\left\langle\hat{\mathbf{f}}_{\mathbf{F}}\right\rangle$ and $\left\langle\hat{f}_{E}\right\rangle$ and uncertainties $\gamma_{F}$ and $\gamma_{E}$, respectively. It can be shown that, in the case of the sGDML model the uncertainty that propagates from the ensemble to the ensemble of energies $-\int \hat{\mathbf{f}}_{\mathbf{F}} \cdot d \mathbf{x}$ is given by $\sim \gamma_{F} \Delta x$, where $\Delta x$ is a small number in the length scale. In the case of the uncertainty in the derived forces from E-ML, $-\nabla \hat{f_{E}}$ is given by $\sim \gamma_{E} / \Delta x$. From this simple analysis we conclude that: the error attached to energies from the sGDML model will be attenuated while errors in predicted forces from $E-M L$ models will be amplified $[66,78]$. Another intuitive proof of this effect was reported from signal processing theory point of view in the GDML original article [64]. This fundamental result highlights the irrefutable advantage of gradient-domain learning over energy-based learning, which evince the robustness and stability of such ML framework.

### 14.4 Gradient-Domain Learning and Its Performance

In this section we analyze the performance of the sGDML framework in reconstructing molecular force fields and their underlying potential energy surfaces. First, from the point of view of cross validation which judge its ability to predict unseen data, and second, perhaps a more physically relevant validation, a direct comparison with the reference method (e.g., DFT) of statistical properties computed from molecular dynamics simulation.

### 14.4.1 Static Validation

Table 14.1 shows the sGDML prediction results for six molecule datasets trained on 1000 geometries, sampled uniformly according to the MD@DFT trajectory energy distribution (see Fig. 14.4). It is easy to notice that for all the considered molecules the mean absolute error (MAE) in the energies is below $0.2 \mathrm{kcal} \mathrm{mol}^{-1}$, and even lower than $0.1 \mathrm{kcal} \mathrm{mol}^{-1}$ for small molecules. Remarkable achievement considering that the model was trained using only 1000 training data points.

Table 14.1 Prediction accuracy for total energies and forces of the sGDML@DFT

| Dataset |  | Energies |  | Forces |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Molecule | \# ref. | MAE | RMSE | MAE | RMSE | Magnitude |  | Angle |  |
|  |  |  |  |  |  | MAE | RMSE | MAE | RMSE |
| keto-MDA | 1000 | 0.10 | 0.13 | 0.41 | 0.62 | 0.39 | 0.56 | 0.0055 | 0.0087 |
| Ethanol | 1000 | 0.07 | 0.09 | 0.33 | 0.49 | 0.46 | 0.63 | 0.0051 | 0.0083 |
| Salicylic acid | 1000 | 0.12 | 0.15 | 0.28 | 0.44 | 0.32 | 0.45 | 0.0038 | 0.0064 |
| enol-MDA | 1000 | 0.07 | 0.09 | 0.13 | 0.22 | - | - | - | - |
| Paracetamol | 1000 | 0.15 | 0.20 | 0.49 | 0.70 | 0.60 | 0.84 | 0.0073 | 0.0118 |
| Aspirin | 1000 | 0.19 | 0.25 | 0.68 | 0.96 | 0.52 | 0.68 | 0.0094 | 0.0139 |

The mean absolute errors (MAE) and root mean squared error (RMSE) for the energy and forces are in $\mathrm{kcal} \mathrm{mol}^{-1}$ and $\mathrm{kcal} \mathrm{mol}^{-1} \AA^{-1}$, respectively. These results were originally published in Refs. [65] and [66]

This contrasts with pure energy-based models (e.g., other kernel models [64] or neural networks [86]) which require up to two orders of magnitude more samples to achieve a similar accuracy. As shown in the original GDML article [64], the superior performance of gradient based learning cannot be simply attributed to the greater information content of force samples (one energy value per $3 N$ force components per sample). Let us consider a direct comparison of two kernel models, energy and gradient based, for energy learning with the same number of degrees of freedom (non-symmetrized versions for simplicity),

$$
\begin{align*}
-\hat{f}_{E \leftarrow \mathbf{F}}(\mathbf{x}) & =\sum_{i}^{M}\left\{\boldsymbol{\alpha}_{i} \cdot \nabla\right\} \kappa\left(\mathbf{x}, \mathbf{x}_{i}\right) .  \tag{1.6}\\
-\hat{f}_{E}(\mathbf{x}) & =\sum_{j}^{3 N \times M} \beta_{j} \kappa\left(\mathbf{x}, \mathbf{x}_{j}\right) . \tag{14.7}
\end{align*}
$$

Then, each model has $3 N \times M$ parameters with the difference that, in the energy model the $\left\{\beta_{j}\right\}_{j=1}^{3 N \times M}$ parameters are correlation only by the learning procedure, while in the force model exist the additional correlation imposed in the triads $\left\{\alpha_{i}^{x}, \alpha_{i}^{y}, \alpha_{i}^{z}\right\}_{i=1}^{N \times M}$ by the gradient operator. Hence, this extra correlation between the parameters imposed by learning in the gradient domain reduces our space of solutions and therefore the model becomes more data efficient. Such fundamental characteristic positions the sGDML modes in a privileged place for learning force fields from highly accurate quantum chemical methodologies (e.g., $\operatorname{CCSD}(\mathrm{T})$ ) in which data is very scarce, where even generating 100 data points is a monumental computational task. In the next section we will analyze this topic, but for now let us validate the sGDML models by direct comparison with MD simulations generated with the reference method.

### 14.4.2 Dynamic Validation

In the previous section, we saw that the prediction errors in sGDML learned models are very low. Nevertheless, a natural question to ask is if the molecular dynamics simulations using the learned models (i.e., MD@sGDML\{DFT\}) can actually replicate the statistical properties of the physical system as computed running MD simulations using the ab initio reference theory (i.e., MD@DFT). To address this issue, in this section we present MD simulations with sGDML and DFT forces for benzene, uracil, and aspirin molecules. All the simulations have been done within precisely the same conditions (temperature, integrator, integration step, software, etc.) using the i-PI molecular dynamics package [87].

### 14.4.2.1 Benzene and Uracil

In the case of benzene, we have performed MD simulations at 300 K using the same initial conditions for both MD@DFT and MD@ sGDML\{DFT\}. Figure 14.5a shows the evolution of the potential energy in time and we can see a very good agreement. From this we can deduce that, at least in the first 10 ps of the trajectory, a MAE of $0.1 \mathrm{kcal} \mathrm{mol}^{-1} / 0.06 \mathrm{kcal} \mathrm{mol}^{-1} \AA^{-1}$ in energies/forces for benzene's sGDML model does not generate significant deviations from the reference MD@DFT trajectory. In the case of uracil we repeated the same experiment but this time we started the simulations from different initial conditions and ran the simulations for 25 ps to collect more statistics. Figure 14.5b displays the evolution of the two potential energies, MD@DFT in red and MD@sGDML\{DFT\} in blue. It can be seen that both methods generate the same potential energy sampling (Fig. 14.5b-middle) and the same interatomic distance distribution (Fig. 14.5b-right). Therefore, the MAE of $0.11 \mathrm{kcal} \mathrm{mol}^{-1} / 0.24 \mathrm{kcal} \mathrm{mol}^{-1} \AA^{-1}$ in energies/forces for uracil's model does not generate significant deviations from the exact reference data up to 25 ps of trajectory.

### 14.4.2.2 Aspirin

A more interesting case is aspirin, which is a much more complex molecule. In this case by running MD@GDML at 300 K , overall we observe a quantitative agreement in interatomic distance distribution between MD@DFT and MD@GDML simulations (Fig. 14.6-left). The small differences can be observed only in the distance range between 4.3 and $4.7 \AA$. This region mainly belongs to the distances between the two main functional groups in aspirin. Slightly higher energy barriers in the GDML model affect the collective motion of these groups, which results in a small difference in the interatomic distance distributions. These differences in the interatomic distance distributions vanish once the quantum nature of the nuclei is introduced via path integral molecular dynamics (PIMD) simulations (Fig. 14.6right) [64]. Consequently, by running more realistic simulations we overcome the small imperfections in the reconstruction of the PES allowing to generate more accurate results.

By performing static and dynamic validations in sGDML learned models we have demonstrated the robustness and data efficiency (the models were trained only
a Benzene


Fig. 14.5 Accuracy of potential energies (minus the mean value) sampling for sGDML@DFT (using PBE+TS functional) and sGDML@CCSD(T) models on various molecular dynamics datasets. Energy errors are in $\mathrm{kcal} \mathrm{mol}^{-1}$. These results, with the exception of enol-MDA, were originally published in Ref. [65]. All the models were trained using atomic forces for 1000 molecular conformations

Aspirin


Fig. 14.6 Comparison of the interatomic distance distributions obtained from GDML (blue line) and DFT (dashed red line) with classical MD (left), and PIMD (right)
on 1000 data points) of the framework. In the next section, we briefly analyze interesting synergistic behavior between the data efficiency of the sGDML and using more accurate reference calculations.

### 14.5 Smoothness Hypothesis in Quantum Chemistry

Within the Born-Oppenheimer approximation, the potential energy surface $V_{\mathrm{BO}}(\mathbf{x})$ is the energy eigenvalue of the Schrödinger equation $\mathcal{H} \Psi=V_{\mathrm{BO}} \Psi$, which parametrically depends on a given set of nuclear coordinates $\mathbf{x}$, and the level of theory used to approximate its solution will of course define its accuracy. A very basic approximation is given by the Hartree-Fock theory (HF) in which the correlation between electrons of the same spin is treated as a mean field rather than as an instantaneous interaction and the correlation between electrons of opposite spins is omitted. To incorporate the missing electron correlation, other post-HF approximations were built on top of HF solutions, such as Møller-Plesset perturbation theory (e.g., MP2, MP3, and MP4), coupled cluster (e.g., CCSD, $\operatorname{CCSD}(\mathrm{T})$, and CCSDT), and configuration interaction (e.g., CISD and Full CI), etc. Unfortunately, moving to more accurate approximations is associated with a steep increase in the needed computational resources, making unfeasible to perform calculations, for example, using Full CI for molecules such as ethanol. In the case of density functional theory, which is less computationally demanding, it is not clear how to hierarchically increase electron correlation by going from one exchangecorrelation functional to another one. Therefore, we focus only on post-HF methods.

The smoothness hypothesis states that systematically increasing the amount of electron correlation will systematically smoothen the ground state potential energy surface (see Fig. 14.7).


Fig. 14.7 Pictorial representation of the smoothness hypothesis in quantum chemistry


Fig. 14.8 Accuracy of total energies for sGDML@DFT (using PBE+TS functional) and sGDML@CCSD(T) models on various molecular dynamics datasets. Energy errors are in $\mathrm{kcal} \mathrm{mol}^{-1}$. These results, with the exception of enol-MDA, were originally published in Ref. [65]. All the models were trained using atomic forces for 1000 molecular conformations

As stated in the previous section, the sGDML framework is characterized for delivering state-of-the-art accuracies while using only a handful of training data points. This allows to construct compact sGDML models that faithfully reconstruct molecular force fields even from computationally costly ab initio methods such as the gold standard in quantum chemistry all-electron coupled cluster with single, double, and perturbative triple excitations $(\operatorname{CCSD}(\mathrm{T}))$. Now, by following the procedure described in Fig. 14.3 we trained a set of molecules using $\operatorname{CCSD}(\mathrm{T})$ reference data, giving very interesting results as displayed in Fig. 14.8. For all the molecules in this study, the prediction energy error of the sGDML models dropped just by increasing the level of theory of the training data. Furthermore, in the case of benzene the MAE drastically reduces to only few $\mathrm{cal} \mathrm{mol}^{-1}$ !

From the signal reconstruction point of view, the smoother or the lower the complexity of the signal the easier to reconstruct. Meaning that less complex functions from the space of solutions can be used to capture the intrinsic features encoded in the reference data. Hence, given that increasing the electron correlation
(going from DFT to $\operatorname{CCSD}(\mathrm{T})$ ) makes the problem easier to learn (see Fig. 14.8) and because of the above given argument, we can say that for the studied molecules our results support the smoothness hypothesis (Fig. 14.7) [66]. An explanation why some molecules profit more than others by increasing the level of theory is not clear and needs further research.

### 14.6 Learning Molecular PES: What Type of Interactions Can Be Captured?

In this section, we exemplify the insights obtained with sGDML model for ubiquitous and challenging features of general interest in chemical physics: intramolecular hydrogen bonds, electron lone pairs, electrostatic interactions, proton transfer effect, and other electronic effects (e.g., bonding-antibonding orbital interaction and change in the bond nature).

The PES, $V_{\mathrm{BO}}$, contains all the information necessary to describe the dynamics of a molecular system. Its intricate functional form results from the interplay between different quantum interactions, characteristic that should be preserved during the learning process. Consequently, it is not known how to expand the $V_{\mathrm{BO}}$ in different energetic contributions (e.g., hydrogen bonding, electrostatics, dispersion interactions, or other electronic effects) to make it more interpretable. Nevertheless, by accurately learning the $V_{\mathrm{BO}}$ at a high level of theory using the sGDML framework, we can perform careful analysis on the learned models and its results from applications (e.g., MD simulations) to decode many of the complex features contained in the quantum chemical data.

In practice, these features or intramolecular interactions (e.g., van der Waals interactions, energy barriers or H -bond interactions) are subtle variations in the energy surface of less than $0.1 \mathrm{kcal} \mathrm{mol}^{-1}$, one order of magnitude lower than so-called chemical accuracy. An particular example is the ethanol molecule. The relative stability of its trans and gauche ${ }^{(l, r)}$ conformers is within $0.1 \mathrm{kcal} \mathrm{mol}^{-1}$. Furthermore, the energetic barriers trans $\rightleftharpoons g a u c h e^{(l, r)}$ and gauche $e^{(l)} \rightleftharpoons$ gauche $e^{(r)}$ differ only by $\sim 0.1 \mathrm{kcal} \mathrm{mol}^{-1}$ too. Any machine learning model with an expected error above those stringent accuracies risk misrepresenting the molecular system or even inverting this subtle energy difference, which will lead to incorrect configuration probabilities and hence quantitatively wrong dynamical properties. The robust sGDML framework has been shown to satisfy such stringent demands, obtaining MAEs of $0.1-0.2 \mathrm{kcal} \mathrm{mol}^{-1}$ for molecules with up to 15 atoms [65]. ${ }^{7}$ Moreover, as shown in Fig. 14.8, the prediction error can be even lower by training on coupled-cluster reference data. With the certainty that we are working with very accurate ML models, we can confidently analyze and interpret their results.

[^27]
### 14.6.1 Electrostatic Interactions and Electron Lone Pairs

First, we focus our attention on electrostatic interactions, in particular lone-pairatom interaction. The concept of electron lone pairs plays a central role in chemistry, these are ubiquitous atomic features responsible for a wide variety of phenomena. A simple way to define lone pairs is as atomic valence electrons that are not shared with any other atom in a molecule, i.e. they are not involved in bond formation. They are often present as lone pairs of nitrogen and oxygen atoms in a molecule.

### 14.6.1.1 Electron Lone Pairs in Ethanol

A very illustrative case used along this chapter is ethanol molecule: (1) it has two rotors-hydroxyl and methyl groups-as main degrees of freedom making very easy to visualize its PES, (2) due to its complex electronic structure it requires at least $\operatorname{CCSD}(\mathrm{T})$ to correctly describe its PES, (3) despite its simple appearance it is not trivial to reconstruct its force field, and (4) it presents a rich variety of intramolecular interactions such as the strong effects of electron lone pairs on its dynamics.

By analyzing its PES, we find a subtle quasi-linear coupling between the methyl and hydroxyl rotors in the trans configuration (highlighted by the gray arrow in Fig. 14.9a). This dihedral dependence between the two functional groups is due to the electrostatic attraction between the lone pairs (negative charge) in the oxygen atom and the partially positively charged hydrogen atoms in the methyl rotor as shown in the inset in Fig. 14.9a. Such coupling becomes clear when analyzing configurational sampling obtained from molecular dynamics simulations (Fig. 14.9b), where the dynamical implications of the coupling between the two rotors at finite temperature is evident. Accurately capturing such interaction is crucial to correctly

Ethanol


Fig. 14.9 (a) Ethanol's PES (sGDML@CCSD(T) model). The molecule shows the effect of oxygen's lone pair and the partial positive charges in methyl's hydrogen atoms and their coupling is represented by a gray arrow in the PES of ethanol. (b) PES sampling generated by MD@sGDML simulations at 300 K using the NVE ensemble
replicate and explain experimental measurements such as population analysis and vibrational spectra [65].

### 14.6.1.2 Oxygen-Oxygen Atom Repulsion in Keto-MDA

From the subtle interaction described in the previous section we move to a stronger electrostatic repulsion in the keto-MDA molecule as shown in Fig. 14.10. In a similar way as the ethanol molecule, keto-MDA can be taken as benchmark system in learning, given the complexity of its PES despite its small size (see also Fig. 14.3). The PES of keto-MDA molecule contains flat regions corresponding to global minimum (dark blue region in Fig. 14.10) represented by the molecular structures in Fig. 14.10d and convoluted pathways to move from minimum to minimum (see Fig. 14.10F1, F2, F3). Additionally, one can notice the sudden increase in the molecular energy when the two oxygen atoms are in the closest configuration as illustrated in Fig. 14.10a. From Fig. 14.10 we can see that even though the molecule

## keto-Malondialdehyde



Fig. 14.10 PES for keto-MDA with periodic boundary conditions. The structure (a) leads to a steep increase in energy due to the close distance between two negatively charged oxygen atoms. (b) and (c) represent local minima and (d) display the dynamics of the global minimum. By analyzing the dynamics, the trajectories F1, F2, and F3 were found to be the most frequent transition paths
only has two main degrees of freedom (the two rotors) it has a rough PES as a result of many complex interactions. By considering the electron lone pairs in each oxygen atom and their closeness in configuration Fig. 14.10a, it suggests that the steep increase in the energy can be primarily attributed to the electrostatic repulsion between the lone pairs in each atom. Additionally, it could be that steric effects caused by electron cloud overlap could play also an important role.

### 14.6.2 Intramolecular H-Bond and Proton Transfer

One of the most important phenomenon in biology and materials science is hydrogen bonding ( H -bond), which is responsible of a plethora of chemical and physical effects [88-92]. Molecular mechanic force fields fail in representing this interaction due to the simple fact that we do not have an appropriate analytical model for it. Therefore, ML is a very promising framework to attack this problem as recently shown by the low errors accomplished by the sGDML model. This includes good performances in describing two different types of H -bonds: standard donoracceptor H -bond and the symmetric H -bond. A pictorial representation of their PES and two examples of molecules containing such interaction, salicylic acid, and the enol form of malondialdehyde (enol-MDA) are shown in Fig. 14.11.
(A) Regular Hydrogen bond

(B) Symmetric Hydrogen bond


Fig. 14.11 Intramolecular hydrogen bond of (a) conventional type with salicylic acid as example and (b) symmetric type exemplified by enol-Malondialdehyde molecule

In the particular case of regular asymmetric H -bond, as salicylic acid molecule, the interaction is a standard donor-acceptor kind of H -bond between the hydroxyl and carboxylic acid groups. The main characteristic of this kind of interaction consists in allowing the proton to stretch from the PD oxygen towards the PA oxygen (Fig. 14.11a), which results in the well-known red-shift in the stretching frequency of $\mathrm{O}-\mathrm{H}$ in the participating hydroxyl group [89-91]. Additionally, the H-bond also generates a blue shift in normal modes perpendicular to the H -bond, which is directly related to a $\mathrm{O}-\mathrm{H} \cdots \mathrm{O}$ interaction [66]. These effects can be measured experimentally via IR and Raman spectroscopy.

In the case of the symmetric H -bond, we observe a symmetric double-well PES as schematically represented in Fig. 14.11b. The energetic barrier separating the two minima will be determined by the nature of the molecule under study and on the participating functional groups in the H -bond. In this case the symmetrized nature of the sGDML approach is crucial to consistently describe such interaction. When the energy barrier is low, as in the case of enol-MDA: $\sim 4 \mathrm{kcal} \mathrm{mol}^{-1}$, proton transfer between the two oxygen atoms is allowed even at room temperature and it is enhanced when considering nuclear quantum effects. Something to highlight here is that the energy barrier can depend strongly on the level of theory used to generate the reference data. This is due to the intricate and subtle quantum nature of this interaction, which requires high-level quantum chemistry methods. It has been found that by systematically increasing the amount of electron correlation energy in the case of enol-MDA, the energy barrier decreases as $\sim 13 \rightarrow \sim 5 \rightarrow \sim 4 \mathrm{kcal} \mathrm{mol}^{-1}$ for $\mathrm{HF} \rightarrow \mathrm{CCSD} \rightarrow \mathrm{CCSD}(\mathrm{T})$, respectively [66]. Results that demonstrate the importance of the correlation energy in such complex phenomena as the H-bond interaction and their potential effects in proton transfer.

These two types of intramolecular H-bond are ubiquitous in nature and their presence can drastically change the chemistry and physical properties of any molecular system. Therefore the accuracy achieved by the sGDML model for the description of this interaction is particularly important.

### 14.6.3 Hybridization and Electronic Delocalization

Previously in this section we have shown that sGDML can learn interactions such as electrostatics and H -bonds. Here we analyze much more subtle interactions: change of hybridization and electronic interaction. Contrary to electrostatic interactions and H -bonds, that can often be approximated and implemented in empirical FFs, purely quantum phenomena (i.e., no classical analogue) are always missing in conventional FFs. In the case of flexible and fully data-driven model, learning any quantum interaction coming from $-\mathbf{F}=\left\langle\Psi^{*}\right| \partial \mathcal{H} / \partial \mathbf{x}|\Psi\rangle$, is a trivial task accomplished without relying on prior knowledge of the phenomena or its connection to any classical electrodynamic or mechanical concepts. Two examples are capturing the configuration and energetic features associated to changes in hybridization states and $n \rightarrow \pi^{*}$ interactions.

Hybridization change


Fig. 14.12 Hybridization change. The hybridization change of the nitrogen atom is illustrated for the paracetamol molecule

In general, changes in the molecular electronic state are related to rearrangements of the electronic configuration to minimize the energy for a given molecular conformation. This could be, for example, a transition from a singlet to a triplet state, as in the case of some metallic clusters or molecules [93], or locally modifying an atomic hybridization state. The paracetamol molecule, for example, is a system that presents a $s p^{2} \leftrightarrow s p^{3}$ hybridization change in the nitrogen atom for configurations in which the dihedral angle of the acetamide group is increasing while keeping the interatomic distance $d_{O \cdots H}$ constant (see Fig. 14.12). This generates a steep energy increase as illustrated by yellow regions in the PES in Fig. 14.12. In that region of configuration space the conjugated state in the molecule breaks, given that the nitrogen atom changes its hybridization state from $s p^{2} \rightarrow s p^{3}$.

Another important, but less studied electronic interaction, is the overlap between occupied (lone pair $n$ ) and antibonding ( $\pi^{*}$ ) orbitals: $n \rightarrow \pi^{*}$ interactions. The analysis of this interaction is beyond the scope of the current book chapter but it is worth to mention a couple of things. The $n \rightarrow \pi^{*}$ interactions is a ubiquitous interaction in biological and other molecular systems but only recently it was found the importance of such weak interaction [94]. In particular, it plays a very decisive role in the dynamics of the aspirin molecule. The $n \rightarrow \pi^{*}$ attraction interaction is responsible for the binding between the ester and carbonyl groups, defining the structure of the global minimum even at room temperature [65].

There are many other electronic effects (e.g., hyperconjugation, configuration dependent charge densities, Jahn-Teller effect, $\pi$-hole interactions, etc. [95]) for which we do not have analytical approximations. Therefore, they cannot be incorporated in conventional FFs limiting their reliability and predictive power. The rigorous requirement of accurately capturing such effects in ML models is justified by the increasing precision in state-of-the-art spectroscopic experimental results [95-101] which demand computationally inexpensive and highly accurate PESs to interpret and obtain further insights.

In summary, in this section we have analyzed a wide variety of interatomic interaction via high fidelity energy landscapes learning with the sGDML model. In
particular, we described hydrogen bonds, electrostatic and electronic interactions. But as a final comment in this chapter, it is fair to ask the question: How relevant these interactions are in larger systems? This is because up to this moment, we have shown the importance of these phenomena in small molecules where it is understandable that such interactions play a major role. The answer is yes, all these interactions together play a major role in protein folding as recently suggested by Deepak and Sankararamakrishnan [94]. The edge where some proteins fold is a result of a complex interplay between many of the interactions analyzed here. Consequently, one of the main challenges in the route to model bigger systems is to preserve the reliability of the sGDML framework on describing such interactions.

### 14.7 Conclusions

In this book chapter we have presented the construction of molecular force fields using the symmetrized gradient-domain machine learning model. In particular, we have introduced what are the desirable requirements of machine learning force fields from the point of view of physics and computation efficiency. In this context, the sGDML framework is able to reconstructs high-dimensional manifolds embedded in the training data even from a few 100s of samples. Achievement that allows the use of highly accurate ab initio reference data such as the "gold standard" $\operatorname{CCSD}(\mathrm{T})$ method. The flexibility of such universal approximator comes from its fully datadriven nature, characteristic that grants the adaptability to describe any quantum interaction coming from $-\mathbf{F}=\left\langle\Psi^{*}\right| \partial \mathcal{H} / \partial \mathbf{x}|\Psi\rangle$. Here we have also described a simple way to systematically increase the level of theory from DFT to $\operatorname{CCSD}(\mathrm{T})$ by the subsampling-and-recomputing method, keeping in mind that the DFT's PES is already close to the $\operatorname{CCSD}(\mathrm{T})$ one.

The main advantages over other machine learning methods are: (1) highly data efficient originated by being trained in the gradient domain, (2) its robustness acquired by modeling all atomic interactions globally without any inherent nonunique partitioning of the energy or force, (3) it encodes the fundamental physical law of energy conservation as well as (4) atomic indistinguishability as a prior, correctly representing spatial and temporal symmetries.

Some challenges remain to be solved within the sGDML framework, mainly consisting in how to extend its applicability to larger systems. Many of the advantages of the model are related to its global nature, unfortunately this also imposes limits on the maximum size of the molecules that can be considered as well as the training set size. Solving this fundamental problem requires careful and wellreasoned fragmentation schemes to divide the problem into smaller independent subproblems without compromising its robustness. A possible direction to go can be a data-driven approach in a way that is tailored to preserving the intricate phenomena and quantum interactions studied in this chapter. The existence of such approach would benefit from the explicit knowledge of fluxional symmetries within the system and well-defined functional groups. In its current formulation, the sGDML framework captures different types of interaction as well as interaction
scales, with no need to separating them. Nevertheless, an explicit decoupling of long-range interactions, e.g., van der Waals forces, could be a new avenue to further increase its applicability to increasingly larger and complex molecules.
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# Active Learning and Uncertainty Estimation 

Alexander Shapeev, Konstantin Gubaev, Evgenii Tsymbalov, and Evgeny Podryabinkin


#### Abstract

Active learning refers to collections of algorithms of systematically constructing the training dataset. It is closely related to uncertainty estimation-we, generally, do not need to train our model on samples on which our prediction already has low uncertainty. This chapter reviews active learning algorithms in the context of molecular modeling and illustrates their applications on practical problems.


### 15.1 Introduction

Active learning refers, generally, to a class of machine learning algorithms for automatic assembling of the training set from a list of samples or a statistical distribution. Their goal is to reduce the error compared to a simple (for instance,

[^28]random) sampling. It is achieved by, roughly speaking, avoiding similar samples in the training set-adding a similar configuration to the training set gives little extra information to the model. Such algorithms are introduced and reviewed in Sect.15.2. In molecular modeling, however, active learning has found another important application than merely reducing the error. In some applications, like sampling molecular reactions paths, finding the relevant molecular configurations is a part of the problem-in order to sample representative configurations we must have an accurate approximation to the potential energy surface obtaining which requires the set of representative configurations. Such a vicious circle can be broken by active learning as will be explained in Sect. 15.3.

The scope of this chapter is limited to regression problems, although, traditionally, active learning is applied to classification problems more often. For the ease of exposition, we will often limit generality; e.g., we will assume a least-square loss functional in the regression problem without emphasizing that this is not the only option.

### 15.2 Active Selection from Given Samples: Uncertainty Estimation

Suppose we have a way of finding a property $\bar{f}(x)$ of a given molecular configuration $x$, which we may refer to simply as molecule. For instance, $x$ could be the geometry of the molecular configuration, expressed as a collection of the types and coordinates of its atoms and $\bar{f}(x)$ could be its energy. When finding such a property is a computationally or experimentally hard problem, machine learning can be applied in order to reduce the related costs.

Let us introduce the notations. Let our machine-learning model $f=f(x ; \theta)$ be a family of functions parametrized by a collection of parameters $\theta$ among which we look for an approximant of $\bar{f}(x)$. The configurations for which we need to predict $\bar{f}(x)$ are encoded by a probability distribution $X$ from which possible $x$ are sampled. Our goal is to find $\theta$ that minimizes the mean-square error $\mathbb{E}|f(\theta ; x)-\bar{f}(x)|^{2}$, where the expectation is taken with respect to $x \sim X$. The machine-learning, or data-driven, approach to that problem is to generate a training set $\left\{x_{1}, \ldots, x_{N}\right\}$, compute the labels $\bar{f}\left(x_{1}\right), \ldots, \bar{f}\left(x_{N}\right)$, and find $\bar{\theta}$ minimizing the mean-square training error

$$
\begin{equation*}
\frac{1}{N} \sum_{i=1}^{N}\left|f\left(\theta ; x_{i}\right)-\bar{f}\left(x_{i}\right)\right|^{2} \tag{15.1}
\end{equation*}
$$

It is often a bad idea to take the training error (15.1) as an approximation of the true error $\mathbb{E}|f(\theta ; x)-\bar{f}(x)|^{2}$, often called generalization error. Indeed, by adding parameters one can often make the training error as small as one wishes, but the generalization error will be large-this is known as overfitting. To reliably estimate the generalization error, one needs to choose another set $x_{1}^{\prime}, \ldots, x_{N}^{\prime}$, called
test set, on which the error is measured. If $x_{j}^{\prime}$ are chosen from the distribution $X$ independently from each other and the training set, then the test error,

$$
\begin{equation*}
\frac{1}{N^{\prime}} \sum_{j=1}^{N^{\prime}}\left|f\left(\theta ; x_{j}^{\prime}\right)-\bar{f}\left(x_{j}^{\prime}\right)\right|^{2} \tag{15.2}
\end{equation*}
$$

is a good (unbiased) estimation of the generalization error.
Suppose that we already have a training set $x_{1}, \ldots, x_{N}$ and a trained model $f(\bar{\theta} ; x)$, but we are additionally allowed to make evaluation of $\bar{f}\left(x_{i}\right)$ for a small number ${ }^{1}$ of molecules $x_{i}$. We can, of course, sample molecules randomly from our distribution $X$ and add them to the training set. Instead, we may decide to add molecules systematically-the latter is called active learning. While deciding if $x_{i}$ should be added we, of course, are not allowed to evaluate $\bar{f}\left(x_{i}\right)$, but we can use the structure of our machine-learning model $f(\bar{\theta} ; x)$.

The problem of active learning can be reduced to the following problem: given a new molecular structure $x^{*}$ sampled from $X$, decide whether to add $x^{*}$ to the training set. This, in turn, can be reduced to the problem of uncertainty estimation of the model. An uncertainty of (the prediction on $x^{*}$ of) the model $f(\theta ; x)$ is a function $\gamma(x)$ that is expected to correlate with the generalization error, the larger the error is, the higher $\gamma(x)$ should be. In active learning one uses $\gamma(x)$ to rank molecular structures from the pool for the query strategy. The query strategy is an algorithm that decides whether $x^{*}$ should be added to the training set. A query strategy could simply be to add $x^{*}$ to the training set if $\gamma\left(x^{*}\right)>\gamma$ tsh for a selected threshold $\gamma_{\text {tsh }}$ or to add a certain number of configurations with the highest value of $\gamma$. More complicated strategies can be employed, e.g., accounting for the differences in the cost of obtaining $\bar{f}\left(x^{*}\right)$.

It should be emphasized that designing a reliable uncertainty measure $\gamma(x)$ is often hard; one reason being that if we have a model $f\left(x^{*} ; \theta\right)$ and be able to reliably predict the error $f\left(x^{*} ; \theta\right)-\bar{f}\left(x^{*}\right)$, then we could immediately create a better model by subtracting the error from $f\left(x^{*} ; \theta\right)$. For this reason, we can only predict an absolute value of the error $\left|f\left(x^{*} ; \theta\right)-\bar{f}\left(x^{*}\right)\right|$, but not its sign.

One should be aware that actively selected training samples $x_{N+1}, x_{N+2}, \ldots$ statistically differ from the distribution $X$. This could lead, for example, to an increase in mean absolute generalization error while significantly decreasing the maximal absolute generalization error, see, e.g., [10, 28]. This disturbing feature of active learning could be desirable in some applications. For example, a critical superconductivity temperature $T_{\mathrm{c}}$ of an "average" material is zero, however, when searching for high-temperature superconductors we want accurate predictions for those rare cases when $T_{\mathrm{c}}$ is large, rather than competing for a milli-Kelvin accuracy of predicting $T_{\mathrm{c}}$ for an "average" material. Even if we were lucky to find those rare cases, we would not know them in advance and therefore we cannot encode them into the distribution $X$ upon designing the search space. Below we briefly review several common ways to defining the model uncertainly.

[^29]
### 15.2.1 Predictive Variance for Gaussian Process Regression

This uncertainty estimate is defined in the context of Gaussian processes. In Gaussian process regression it is assumed that the predicted function is Gaussiandistributed and its variance given by some function $k\left(x, x^{\prime}\right)$ called kernel:

$$
\operatorname{cov}\left(f(x), f\left(x^{\prime}\right)\right)=k\left(x, x^{\prime}\right)
$$

The kernel $k\left(x, x^{\prime}\right)$ defines how similar the molecules are, the larger $k\left(x, x^{\prime}\right)$ is the more similar $x$ and $x^{\prime}$ are (up to physical symmetries). The examples of kernels include SOAP (Smooth Overlap of Atomic Positions) [2], MBTR [16], BoB [12], and the one used within the symmetrized gradient-domain machine learning (sGDML) approach [4].

Suppose that for a certain molecule $x^{*}$ we need to predict the variance of observation of $f\left(x^{*}\right)$ given training data. To that end, we denote by $\boldsymbol{x}:=\left(x_{1}, \ldots, x_{N}\right)$ the collection of training data, by $k(\boldsymbol{x}, \boldsymbol{x})$ the matrix whose $(i, j)$-th element is $k\left(x_{i}, x_{j}\right)$, $k\left(x^{*}, \boldsymbol{x}\right):=\left(k\left(x^{*}, x_{1}\right), \ldots, k\left(x^{*}, x_{N}\right)\right), \boldsymbol{y}:=\left(y_{1}, \ldots, y_{N}\right)$.

One can then derive that the most probable guess for the underlying function $\bar{f}(x)$, in the sense of mathematical expectation, is ${ }^{2}$

$$
\begin{equation*}
f(\theta, x):=k\left(x^{*}, \boldsymbol{x}\right) k(\boldsymbol{x}, \boldsymbol{x})^{-1} \boldsymbol{y} \tag{15.3}
\end{equation*}
$$

and its variance is

$$
\begin{equation*}
\gamma_{\mathrm{pv}}(x)=k\left(x^{*}, x^{*}\right)-k\left(x^{*}, \boldsymbol{x}\right) k(\boldsymbol{x}, \boldsymbol{x})^{-1} k\left(\boldsymbol{x}, x^{*}\right), \tag{15.4}
\end{equation*}
$$

which is called the predictive variance. Typically, if a kernel represents well the underlying law (distribution) that the data follow, the predictive variance is a good estimate of the actual generalization error. The corresponding query strategy can assume that the higher $\gamma_{\mathrm{pv}}\left(x^{*}\right)$ is, the more useful $x^{*}$ is. A detailed exposition of Gaussian processes can be found in [31].

### 15.2.2 Query by Committee

In the context of the previous subsection, if we sampled independent functions $f_{1}, \ldots, f_{M}$ with mean (15.3) and variance (15.4), then

$$
\begin{equation*}
\gamma_{\mathrm{qc}}(x)=\frac{1}{M-1} \sum_{m=1}^{M}\left(f_{m}(x)-\frac{1}{M} \sum_{\ell=1}^{M} f_{\ell}(x)\right)^{2} \tag{15.5}
\end{equation*}
$$

[^30]is an unbiased estimate of the predictive variance (15.4). This fact is often used in practice: instead of fitting one single model $f$ to the training data, an ensemble of models $f_{1}, \ldots, f_{M}$ is fitted. One then uses (15.5) as the uncertainty estimate.

In neural networks one can start with different realizations of random initial parameters and do the fitting. The fitting procedure would stop (if early stopping is used) near a random local minimum of the loss function. There are many works aimed at further diversification of the ensemble $f_{1}, \ldots, f_{M}$-models are made different from each other structurally (using different architectures [27] and models [20]), use different data subsets (bagging) [41]. This approach is being actively used for molecular modeling $[1,36]$ due to the simplicity of both the method and its implementation. The main disadvantage of this approach is an increased training time: using $M$ model trained independently increases the time required for training $M$ times and also requires $M$ times more memory to store weights. This leads to a significant drop of the performance for the modern large neural network architectures. One of the options for speeding up this approach in case of neural networks is to use weights from the previous training steps (snapshot ensemble [15]) but this reduces the diversification of models and imposes additional costs on the model weights storage.

### 15.2.3 D-Optimality

The next uncertainty estimator considered in this chapter is D-optimality [34]. Here we present it in a way it was introduced in molecular modeling [28], which is slightly different from the conventional way, as will be discussed below.

D-optimality is easiest to understand in the context of linear regression,

$$
f(x ; \theta)=\sum_{\ell=1}^{L} \theta_{\ell} B_{\ell}(x)
$$

where $B_{\ell}(x)$ is a set of basis functions. Suppose that each training sample $y_{i}$ is given with some normally distributed noise $\epsilon_{i}$ :

$$
y_{i}=\bar{f}\left(x_{i}\right)+\epsilon_{i} .
$$

Assuming the same number of training data points as the number of basis functions, we can solve $f\left(x_{i} ; \theta\right)=y_{i}$ for $\theta$ and express $f(x ; \theta)$ through $\bar{f}\left(x_{i}\right)+\epsilon_{i}$. The noise of the prediction of $f(x)$ will hence be

$$
f(x ; \theta)-\bar{f}(x)=\left(B_{1}(x) \ldots B_{L}(x)\right) \underbrace{\left(\begin{array}{cccc}
B_{1}\left(x_{1}\right) & \ldots & B_{L}\left(x_{1}\right) \\
\vdots & \ddots & \vdots \\
B_{1}\left(x_{L}\right) & \ldots & B_{L}\left(x_{L}\right)
\end{array}\right)^{-1}}_{=: \mathrm{B}^{-1}}\left(\begin{array}{c}
\epsilon_{1} \\
\ldots \\
\epsilon_{L}
\end{array}\right) .
$$

Assuming $\epsilon_{i}$ are independent and identically distributed with variance 1 then the variance of $f(x ; \theta)-\bar{f}(x)$ would be

$$
\sum_{i=1}^{L} \gamma_{i}^{2}
$$

where $\gamma_{i}$ is the $i$ th element of the following vector:

$$
\begin{equation*}
\boldsymbol{\gamma}=\left(B_{1}(x) \ldots B_{L}(x)\right) \mathrm{B}^{-1} . \tag{15.6}
\end{equation*}
$$

In practice, instead of this expression, the uncertainty estimate is defined as

$$
\gamma_{\mathrm{do}}:=\max _{i}\left|\gamma_{i}\right| .
$$

The query strategy based on $\gamma_{\text {do }}$ is known as a D-optimality criteria. The reason for calling it D-optimality is that $\gamma_{\text {do }}$ is the maximal value by which the determinant $\operatorname{det}(\mathrm{B})$ can increase (by absolute value) if we try changing one of its rows by $\left(B_{1}(x) \ldots B_{L}(x)\right)$.

In this implementation of D-optimality, we have an active set of exactly $L$ configurations-those that correspond to the $L$ rows of the square matrix B . The training set could be larger and consist of all the configurations that ever were in the active set. This is slightly different from the conventional way of implementing $D$-optimality which allows for non-square matrices $B$ by considering $\operatorname{det}\left(B^{T} B\right)$.

In our learning-on-the-fly molecular simulations, Sect. 15.3, our query strategy is to add a configuration $x^{*}$ to the active set if $\left|\gamma_{\text {do }}\left(x^{*}\right)\right|>\gamma_{\text {tsh }}$ for some $\gamma_{\text {tsh }}=$ $1+\delta_{\text {tsh }}>1$ and remove the configuration corresponding to the maximal $\gamma_{i}$ from (15.6) from the active set. As mentioned, when following this strategy, $\operatorname{det}(B)$ always increases by at least $1+\delta_{\text {tsh }}$ when a new configuration is added, thus guaranteeing that only a limited number of configuration will be added in practice to the training set. ${ }^{3}$

To further motivate D-optimality, we note that we can express $\theta=$ $\mathrm{B}^{-1}\left(y_{1}, \ldots, y_{L}\right)^{T}$ and hence for any configuration $x$ we have

$$
f(x ; \theta)=\left(B_{1}(x) \ldots B_{L}(x)\right) \cdot\left(\theta_{1}, \ldots, \theta_{L}\right)=\sum_{i} \gamma_{i} y_{i} .
$$

Hence not adding $x$ to the training set implies that $f(x ; \theta)$ is predicted as a linear combination of the labels $y_{i}$ with coefficients that are less than $\gamma_{\text {tsh }}=1+\delta_{\text {tsh }}$ by absolute value. This is a way to mathematically formalize the statement that if $x$

[^31]is not added to the training set then its prediction is an interpolation, or at most an extrapolation by $\delta_{\text {tsh }}$.

Finally, to give an information-theoretic justification to D-optimality, let us consider the vector $\left(B_{1}(x) \ldots B_{L}(x)\right)$ as a descriptor of a configuration $x$. Then one can analytically compute the $L$-dimensional volume of the region formed by configurations $x$ for which the prediction of $f(x ; \theta)$ involves only interpolation. This volume is equal to $2^{L}|\operatorname{det}(\mathrm{~B})|$, which justifies us introducing the information the training set has for making predictions for other configurations as $\log (|\operatorname{det}(B)|)$. (The training set-independent factor of $2^{L}$ is safely ignored.) Hence another way to interpret D -optimality is to say that it adds those configurations to the training set that increase the information contained in the training set by at least $\log \left(1+\delta_{\text {tsh }}\right)$.

### 15.2.4 Bayesian Methods for Neural Networks

In the context of neural network-based models, a typical approach to uncertainty estimation is often associated with Bayesian neural networks [3, 18]. In Bayesian neural networks, weights are represented as random variables with an explicitly defined distribution (prior), and the output consists of both predictive mean and predictive variance, as in Gaussian processes. In some cases, it is possible to explicitly express the variance of the model output [32] thus producing an uncertainty estimate $\gamma$ in the spirit of Sect.15.2.1. Alternatively, this framework allows one to rapidly generate an ensemble of models on-the-fly, producing an uncertainty estimate in the spirit of Sect. 15.2.2. Unfortunately, the straightforward use of the Bayesian approach for the neural networks is very costly in terms of computational resources due to a large number of neural network parameters and large amounts of data often accompanying the use of this type of models. Most of the works in this field are aimed at reducing this complexity and theoretically justifying the existing heuristic methods for training models from the Bayesian point of view [22, 24, 25, 38].

To the best of our knowledge, pure Bayesian neural networks have not been applied to the problems of computational materials science. Implicitly, however, researchers may use dropout [14,37]-random omission of the weights in fully connected layers of the neural network. First introduced as an empirical method to fight the correlation of weights of a neural network, dropout found its theoretical justification as stochastic averaging over an ensemble of models [37] or realization of a Bayesian neural network with Bernoulli weights distribution [8]. The idea of the use of dropout not only at the training stage but also at the inference stage was a breakthrough; this approach appeared recently in the works of Gal [7], where uncertainty estimates based on the Bayesian approach and the dropout were proposed and analyzed. This approach is attractive due to the simplicity of its implementation and the possibility of application to the already trained models and established architectures. Dropout-based uncertainty estimates are often less computationally expensive compared to the Bayesian analogues. However, most of the works in this direction focus on the classification task [9, 17] rather the regression.

### 15.2.4.1 Example of Active Learning with SchNet

To demonstrate the power of a neural network-based approach to active learning, we conducted a series of numerical experiments with a state-of-the-art neural network architecture in the field of chemoinformatics-SchNet [33]. This network takes information about an organic molecule as input, and, after preprocessing and intricate training procedure, outputs a property of the molecule. Despite its complex structure, SchNet contains two consecutive fully connected layers, therefore it is possible to use a dropout layer between them.

We tested our approach on the problem of predicting the molecular internal energy at 0 K from the QM9 dataset [30]. We used the TensorFlow implementation of SchNet with the same architecture as in the original paper [33] except for an increased size of hidden layers (from 64 and 32 units to 256 and 128 units, respectively) and a dropout layer placed between them. It is expected that wider hidden layers lead to a better uncertainty estimation, as the infinite-width layer will theoretically result in an unbiased estimate of both mean and variance for the corresponding Bayesian neural network [7]. This layer was turned on during inference only.

We compare the basic dropout-based approach for uncertainty estimation (MCDUE, as in [39]), its improved version that uses Gaussian process (NN+GP, as in [40]), and random sampling. In our experiment, we separate the whole dataset of 133,885 molecules into the initial set of 10,000 molecules, the test set of 5000 molecules, and the rest of the data allocated as the pool. On each active learning iteration, we perform 100,000 training epochs and then calculate the uncertainty estimates using either MCDUE or NN+GP approach. We then select 2000 molecules with the highest uncertainty from the pool, add them to the training set, and perform another active learning iteration.

The results are shown in Fig. 15.1. Both MCDUE and NN+GP demonstrate steady $15 \%$ accuracy increase in terms of mean absolute test error. This might not

Fig. 15.1 The training curve for the active learning scenario: starting from 10,000 random molecules we pick 2000 based on the uncertainty estimate. Dropout-based algorithms result in the $15 \%$ decrease in mean absolute test error compared to random sampling. The results are averaged over three independent runs with random choices of the starting 10,000 molecules

seem substantial, however, it may be significant in terms of the time savings for the computationally expensive quantum-mechanical calculations. For example, to reach the error of $1 \mathrm{kcal} / \mathrm{mol}$ starting from the SchNet trained on 10,000 molecules, one need to additionally sample 15,000 molecules in case of random sampling or just 10,000 molecules using the NN+GP uncertainty estimation procedure.

### 15.3 Learning-On-the-Fly

In molecular simulations active learning approaches are used to solve a more important problem than merely reducing prediction errors. Active learning can ensure reliability of a molecular simulation, as will be illustrated in this section. In the majority of such applications the molecular configurations to be labeled are sampled by a generating algorithm which typically takes the labels of the previously generated configurations as an input. The typical examples are molecular dynamics (MD), crystal structure prediction, Monte-Carlo methods, structure relaxation, etc. In these cases one deals with the stream of molecular configurations $x_{1}, \ldots, x_{i}$ rather than a pool of them and the next configurations $x_{i+1}, x_{i+2}, \ldots$ are typically unknown at the $i$ th step. At some step $i$ of such process the configuration $x_{i}$ can significantly differ from those in the training set. Since machine-learning methods are typically inaccurate outside the training domain, calculation of the forces may have a poor accuracy due to extrapolation. At the same time, incorrect values of the forces can lead to failure of the simulation process, because they are used as an input for generation of the next configuration $x_{i+1}$. This issue makes the simulation process non-reliable.

Thus, to train a reliable machine-learning model one needs to have a set of relevant configurations sampled from the stream $x_{i+1}, x_{i+2}, \ldots$ by a generating algorithm. On the other hand, to generate a stream of configurations, the generating algorithm requires a well-trained machine-learning model. Breaking this vicious circle can be done by learning-on-the-fly. Here we present an adaptation of active learning for learning-on-the-fly. All the examples involve the moment tensor potentials [35]-a particular form of machine-learning potentials, and the Doptimality approach [11,28].

### 15.3.1 Active Learning in Molecular Dynamics

Algorithmically, an MD simulation is numerical integration of Newton's equation of motion, which is done in two alternating steps:

1. for a given configuration, forces acting on atoms are calculated;
2. for given forces, the equation of motion is numerically integrated and new atomic positions and velocities are calculated, thereby the next configuration is generated.

To calculate forces for a given configuration one needs an interatomic interaction model. Traditionally, either an empirical interatomic potential or a quantummechanical model is used for these purposes. Empirical potentials are typically computationally efficient but often have insufficient accuracy for a quantitative prediction; quantum-mechanical models, on the contrary, can make a quantitative prediction but are computationally very expensive. Machine-learning potentials come to rescue-they combine the advantages of the two aforementioned models: the accuracy and efficiency.

Machine-learning potentials are fitted to quantum-mechanical energy and forces-the derivatives of the energy with respect to atomic positions-on the training set of configurations. To avoid extrapolation during MD, these configurations should be sampled from a region in the configurational space accessible to the MD trajectories. But to sample an MD trajectory, a reliable potential is required for an MD algorithm.

The simplest learning-on-the-fly method for sampling training configurations while exploring a potential energy surface as proposed in [19] (see also [5, 6]) is to add configurations to the training set regularly, with a certain frequency. For instance, during MD for crystalline Si [19], all the configurations from the first 1000 MD steps were added to the training set and then one configuration was added every 30 time steps. The speed-up of this approach, in the limit of long molecular-dynamics trajectories is a factor of 30 . This strategy is somewhat analogous to random sampling: in an ideal situation, the configurations in the training set and the configurations in molecular dynamics are samples drawn from the same (Boltzmann) distribution. This learning strategy does not guarantee that extrapolation is completely avoided- 30 time steps may be enough for a trajectory to completely escape the region spanned by the training set, e.g., where the distances between atoms become unphysically small which a potential was not trained for. This could be mitigated by learning more often which would, however, reduce computational efficiency.

As it was shown in [28] the use of active learning offers an elegant solution to the problem of extrapolation. The active learning algorithm detects and learns only the extrapolative configurations-see the workflow diagram in Fig. 15.2. Namely, the configuration $x$ is considered extrapolative if the prediction uncertainty exceeds some threshold value: $\gamma(x)>\gamma_{\text {tsh }}$. At each MD time step, prior to calculation of the forces, the configuration is tested and if it appears extrapolative then the corresponding quantum-mechanical energy is calculated and this configuration is learned by the machine-learning potential.

Thus, the training domain is expanded automatically by adding only relevant configurations sampled from an MD trajectory. This ensures reliable prediction of the forces and keeps the MD trajectory within the relevant domain of the configurational space, as illustrated by the following example. In [28] we studied the reliability of an MD process with three potentials trained in a different manner. For testing we take an NVT ensemble of 128 atoms of BCC-lithium at the temperature $T=300 \mathrm{~K}$. We ran a quantum-mechanical MD and added the first 1000 configurations to the training set of all the three potentials. The first potential

Fig. 15.2 Workflow in actively training a potential on-the-fly. An active-learning scheme gets a molecular configuration as an input and returns as output its energy, forces, and stresses, by possibly retraining the interatomic potential

was trained passively on these 1000 configurations. The second one was trained passively on-the-fly by adding one configuration every 100 time steps. The third potential was trained actively on-the-fly from scratch. In the course of an MD simulation we measured the time until the minimal interatomic distance becomes smaller than $1.5 \AA$-this was an indicator of MD failure. The distance of $1.5 \AA$ was chosen as a safe threshold to avoid false positives in determining failure-this is about 1.5 times smaller than the typical minimal distance seen in a simulation at $T=300 \mathrm{~K}$ [28]. Figure 15.3 illustrates the average time until failure and the number of quantum-mechanical calculations made during an MD. In the test the third potential, the one trained on-the-fly, was completely robust in contrast to the other two training strategies. This illustrates how active learning makes an MD with a machine-learning potential reliable.

In addition to ensuring reliability of an MD simulation, the active learning-on-the-fly algorithm is very computationally efficient. Indeed, the overhead of evaluating the uncertainty $\gamma(x)$ in the above example is less than the complexity of forces computation, and the main computational efforts are spent on quantummechanical calculations. The frequency of the latter decreases as the MD simulation time advances. This is seen well in another computational experiment in which the actively learning potential starts learning from an empty training set, the results are shown in Fig. 15.4.

As one can see from Fig. 15.4, most of quantum-mechanical simulations take place at the initial stage of MD. When the region spanned by the MD trajectory in the configurational space is well-explored, the extrapolative configurations appear very rarely. Therefore a practical way to reduce the amount of quantum-mechanical calculations is to pre-explore the relevant region in configurational space with another model of interatomic interaction. Such model can be from the class of empirical potentials or a quantum-mechanical model with low accuracy but computationally cheap. The purpose of this model is to sample unlabeled configurations to a pool for initial pre-training of the potential using the active learning approach. The energies and forces for the pre-training set are still computed with a


Fig. 15.3 Comparison of ab initio molecular dynamics (AIMD) with no-learning MD, classical learning-on-the-fly (LOTF) inspired by [19], and active LOTF. The no-learning and classical LOTF MD are not completely reliable: on average every 15 ps the no-learning MD fails, i.e., escapes into an unphysical region in the phase space. The classical LOTF makes this ten times more reliable (failure time of 150 ps ) at the expense of extra 1500 quantum-mechanical calculations. In contrast, the active LOTF makes MD completely reliable (i.e., failures are not observed) at the cost of only 50 quantum-mechanical calculations as measured over the first $0.5 \mu \mathrm{~s}$ of simulation time. Reprinted from [28], with permission from Elsevier


Fig. 15.4 Number of quantum-mechanical calculations in a learning-on-the-fly MD as a function of the MD time step with different thresholds $\gamma_{\text {tsh }}$ (first 30 ps ). Reprinted from [28], with permission from Elsevier
quantum-mechanical model, therefore the cheap model is only required to produce geometrically reasonable configurations. After pre-training, active learning-on-thefly will still add configurations to the training set, however, the total number of configurations will be less-see Fig. 15.5.


Fig. 15.5 Number of quantum-mechanical calculations in a learning-on-the-fly MD as a function of the MD time step. The blue curve corresponds to learning "from scratch," the red curve corresponds to learning from the pre-trained potential

The machine-learning potential learning-on-the-fly can be considered, effectively, as an independent model of interatomic interaction from an algorithmic point of view, as seen on the diagram in Fig. 15.2. Indeed, it takes a molecular configuration as input and returns energy and forces as the output-just like a quantum-mechanical model, for example. It should be noted that the model itself slightly changes during an MD run-it is undesired if one needs, for instance, the exact energy conservation, but it does not appear critical for an MD with a thermostat. It may cause more trouble for structure relaxation: even a slight change in potential energy may trick a minimization algorithm that it found a local minimum. Therefore for structure relaxation the procedure needs to be slightly modified as explained in the next section.

### 15.3.2 Active Learning in Crystal Structure Prediction

Crystal structure prediction is aimed at searching for the most stable structures for a given atomic composition. It is typically done at zero Kelvin temperature, at which the problem is reduced to finding of the global minimum, or several deepest minima, on the potential energy surface. Methods for crystal structure prediction involve two main components: an algorithm for sampling the configurational space and the interatomic interaction model. The first one is used for exploration and efficient sampling of the potential energy surface. This algorithm uses the interatomic interaction model to calculate the energy and also to locate the local minima. The examples of sampling algorithms include evolutionary algorithms, particle swarm
optimization, metadynamics, and minima hopping; a detailed survey on crystal structure prediction methods can be found in [26]. For the interatomic interaction model, the density functional theory (DFT) is typically used, since it is able to provide the sufficient quantitative accuracy for predicting the correct structures.

Practical crystal structure prediction involves evaluation of energies (sometimes with forces and stresses) for extremely large amount of different structures that typically takes more than $99.99 \%$ of the total computational time. This fact motivates application of machine-learning to crystal structure prediction.

Applying machine-learning potentials to crystal structure prediction yields similar problems as in MD: a potential should predict properties of configurations not present in a training set, with a chance of extrapolation resulting in an inaccurate prediction for a given structure. Similarly to the case of MD, using active learning makes it possible to perform a simulation in which evaluation of new structures and their sampling for the training set is done simultaneously, i.e., a machine-learning model is learned on-the-fly.

Active learning in crystal structure prediction is used similarly as in MD (see Fig. 15.2), with the molecular dynamics "driver" changed to the crystal structure generation and relaxation "driver." We thus replace computationally expensive DFT with a learning-on-the-fly interatomic potential, whereas the sampling algorithm is kept as is. At the same time, in crystal structure prediction additional difficulties arise, not typical for MD. First of all, the structures are searched for over a much larger domain of configuration space than is explored during an MD. Indeed, running an MD at some temperature without phase transitions would result in configurations of the same composition and the same topology, only perturbed by temperature fluctuations. On the contrary, in the present context we need to calculate the properties of many structures that differ in both composition and geometry. Therefore, to efficiently exploit the active learning approach, a scheme different from the one described in Sect. 15.3.1 is used, as explained below.

Our active learning algorithm is tested together with two sampling algorithms: in [29] with the evolutionary method USPEX [21], and in [11] with simply generating a pool of structures to reproduce a diverse set of geometries and chemical compositions typical for most of alloys [13, 23]. For the ease of exposition of our active learning algorithm, we will consider only the latter structure sampling strategy. Here relaxation produces a sequence of structures with stresses and forces decreasing in absolute value and ending in a structure with zero forces and stresses (equilibrium structure). The process of relaxation of a configuration $x$ (also called equilibration or structure optimization), essentially, consists of repeating the following two steps:

1. for a given configuration $x_{i}\left(x_{0} \equiv x\right)$ the energy gradients (forces acting on atoms and stresses acting on the lattice) are calculated;
2. based on the gradients, a new configuration $x_{i+1}$ with lower energy is derived from the configuration $x_{i}$ by slight displacements of atoms and a slight lattice deformation.


Fig. 15.6 Illustration of the relaxation trajectory concept: the lattice vectors and positions of the atoms are gradually changed to minimize the formation energy of the structure. The equilibrium structures are then added to a formation energy vs concentration graph based on which the convex hull is constructed. Reprinted from [10], with permission from Elsevier

The initial structures (before relaxation) are sometimes called the candidate structures. Similarly to the MD case, while performing relaxation of some candidate structure, we encounter new configurations (see Fig. 15.6) forming a relaxation trajectory ending in some equilibrated structure.

We demonstrate our active learning approach based on an example of application of active learning to the search for stable ternary Al-Ni-Ti alloys [11]. We choose a set of candidate structures containing 377,000 structures with different types of lattices and populated with different types of atoms (up to 12 atoms in the unit cell). To pre-train the potential we randomly sampled from candidate structures few hundreds of configurations for the training set. Once the potential is trained, we perform relaxation of each candidate structure with an active learning approach, where each relaxation can have two outcomes: it can either be finished successfully resulting in an equilibrated structure, or it can be terminated if an extrapolative configuration occurs (see Fig. 15.7). We do not immediately train on each extrapolative configuration occurred in some particular relaxation trajectory:


Fig. 15.7 While performing structure relaxation, an extrapolative configuration occurs when the potential, MTP [11], fails to approximate the potential energy surface (PES) outside the training domain. Reprinted from [10], with permission from Elsevier
there can be hundreds of thousands of relaxation trajectories, and selecting even one configuration from each trajectory would be computationally infeasible. Thus, we use an algorithm of selecting an optimal subset for training from a pool of configurations, exactly in the framework introduced in Sect. 15.2, with a size of such a subset being up to few hundred. Once it has been calculated with DFT, the selected subset is added to the training set. After retraining on the new data, the machine-learning potential can successfully relax more structures, as its training set is larger and more diverse (see Fig. 15.8). We then perform the next iteration of the algorithm: relax the candidate structures with the next-generation potential. Some relaxation trajectories will still contain extrapolative configurations, from which we again shortlist the configurations to enter the next-generation training set. After several iterations of:

- relaxing the candidate structures,
- selecting the optimal subset of extrapolative structures to be calculated with DFT and added to the training set, and
- retraining of the potential,


Fig. 15.8 After retraining on extrapolative configuration (extension of the training domain) the potential can provide a reliable prediction. Reprinted from [10], with permission from Elsevier
we obtain a training set of 2400 configurations formed by the active learning. The root-mean-square error on this training set is $\sigma:=27 \mathrm{meV} /$ atom. Once trained on this training set, the potential is able to relax all the candidate structures without exceeding the threshold $\gamma_{\text {tsh }}$ for extrapolation grade. Once all the structures are relaxed, we calculate their energies and select the most stable structures, which are put on a convex hull, sometimes informally called a zero-temperature phase diagram. If we had the exact values of energies, the task would have already been solved at this stage, as we need nothing more. However, as any potential has finite accuracy, the obtained convex hull is not accurate-it may contain structures with non-minimal energy and, conversely, some minimal-energy structures may be missing. We therefore perform an additional procedure to make the convex hull more accurate.

After constructing a convex hull based on the approximate energies, we assume that all the stable structures are contained within a $4 \sigma$ interval from the lowest energy level (convex hull level). Following this assumption, we throw out all the structures not falling into this range-this gives us the new region for the search for the stable structures. We call this process screening (see Fig. 15.9 for a graphical illustration of screening for a binary alloy case). Thus, after the first screening, 62,000 structures remained. We then start the next stage of convex hull constructing: we repeat the procedure from scratch, but with smaller amount of candidate

Fig. 15.9 Illustration of the screening concept on a different, binary Ag-Pd system: only the structures with formation energies lying within $4 \sigma=16 \mathrm{meV} /$ atom from the convex hull level are selected, the others are thrown out

structures-only those 62,000 which energies are in $4 \sigma$ interval from the previous convex hull level. These second-stage candidates are already equilibrated during the first stage of relaxation, i.e., their lattices are less deformed and their atoms are less displaced, compared to the initial pool of candidate structures. Consequently, once the training set is formed by active learning ( 976 configurations), the potential exhibits lower approximation errors ( $\sigma=9 \mathrm{meV} /$ atom root-mean-square training error), compared to the first stage of relaxation, as the same functional form incorporated in the potential is applied to approximate the data (energies, forces, and stresses) in a smaller and less diverse domain of configurations space. Once the second generation of candidate structures is relaxed, we again construct a convex hull with the approximate energies, narrowing down the list of structures to a $4 \sigma=36 \mathrm{meV} /$ atom interval from the convex hull level.

After the second screening only 7000 structures remained, which were then relaxed with DFT to obtain the exact energies. This way, applying a machinelearning potential allowed us to relax 377,000 structures doing only 7000 actual DFT relaxations (starting from already pre-equilibrated structures, which is much faster), providing time savings of two orders of magnitude. If we were interested in constructing a convex hull with the $9 \mathrm{meV} / \mathrm{atom}$ error, we could have done only about 3400 single-point VASP calculations (time savings of three orders of magnitude), which would consume $90 \%$ of the computational time, while the rest $10 \%$ would be spent on fitting and relaxation with a machine-learning potential. The details of the proposed methodology are provided in [11].

The scheme of using active learning, described in this section, can be applied not only to the search of stable metallic alloys, but to the search of other materials, e.g., non-periodic organic molecules. The benefit it provides comes from the fact that the majority of costly quantum-mechanical calculations are replaced by much faster calculations, which in turn provide sufficient accuracy for successful screening of candidate structures. The evaluation of relatively small amount of shortlisted structures can be done with a quantum-mechanical model to obtain the exact values of the energies.

### 15.4 Conclusion

One of the major problems in molecular modeling solved by machine learning is the reduction of the amount of expensive quantum-mechanical calculations. When the molecules of interest, or more generally, atomistic configurations, are known in advance, active learning offers a way to reduce the number of quantummechanical calculations by picking the most informative molecules to be evaluated with quantum mechanics. In this chapter we have described four active learning methods: predictive variance in the framework of Gaussian processes, query by committee, D-optimality, and Bayesian methods for neural networks.

In some applications, for instance, discovery of stable crystal structures, exploration and learning of the potential energy surface has to be done simultaneously. Active learning-on-the-fly becomes indeed indispensable for this purpose as was demonstrated on the practical examples of molecular dynamics and crystal structure prediction.
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# Machine Learning for Molecular Dynamics on Long Timescales 

Frank Noé


#### Abstract

Molecular dynamics (MD) simulation is widely used to analyze the properties of molecules and materials. Most practical applications, such as comparison with experimental measurements, designing drug molecules, or optimizing materials, rely on statistical quantities, which may be prohibitively expensive to compute from direct long-time MD simulations. Classical machine learning (ML) techniques have already had a profound impact on the field, especially for learning low-dimensional models of the long-time dynamics and for devising more efficient sampling schemes for computing long-time statistics. Novel ML methods have the potential to revolutionize long timescale MD and to obtain interpretable models. ML concepts such as statistical estimator theory, end-toend learning, representation learning, and active learning are highly interesting for the MD researcher and will help to develop new solutions to hard MD problems. With the aim of better connecting the MD and ML research areas and spawning new research on this interface, we define the learning problems in long timescale MD, present successful approaches, and outline some of the unsolved ML problems in this application field.


### 16.1 Introduction

Molecular dynamics (MD) simulation is a widely used method of computational physics and chemistry to compute properties of molecules and materials. Examples include to simulate how a drug molecule binds to and inhibits a protein, or how

[^32]a battery material conducts ions. Despite its high computational cost, researchers use MD in order to get a principled understanding of how the composition and the microscopic structure of a molecular system translate into such macroscopic properties. In addition to scientific knowledge, this understanding can be used for designing molecular systems with better properties, such as drug molecules or enhanced materials.

MD has many practical problems, but at least four of them can be considered to be fundamental, in the sense that none of them is trivial for a practically relevant MD simulation, and there is extensive research on all of them. We refer to these four fundamental MD problems as SAME (Sampling, Analysis, Model, Experiment):

1. Sampling: To compute expectation values via MD simulations the simulation time needs to significantly exceed the slowest equilibration process in the molecular system. For most nontrivial molecules and materials, the presence of rare events and the sheer cost per MD time step make sufficient direct sampling unfeasible.
2. Analysis: If enough statistics can be collected, we face huge amounts of simulation data (e.g., millions of time steps, each having 100,000s of dimensions). How can we analyze such data and obtain comprehensive and comprehensible models of the most relevant states, structures, and events sampled in the data?
3. Model: MD simulations employ an empirical model of the molecular system studied. As the simulation computes forces from an energy model, this model is often referred to a MD force field. MD energy models are built from molecular components fitted to quantum-mechanical and experimental data. The accuracy of such a model is limited by the accuracy of the data used and the errors involved in transferring the training data usually obtained for small molecules to the often larger molecules simulated.
4. Experiment: Experiments and simulations cannot access the same observables. While in MD simulation, the positions and velocities of all particles are available at all times, experiments usually probe complex functions of the positions and velocities, such as emission or absorption spectra of certain types of radiation. Computing these functions from first principles often requires the solution of a quantum-mechanical calculation with an accuracy that is unfeasible for a large molecular system. The last problem thus consists of finding good approximations to compute how an experiment would "see" a given MD state.

Machine learning (ML) has the potential to tackle these problems, and has already had profound impact on alleviating them. Here I will focus on the analysis problem and its direct connections to the sampling problem specifically for the case of long-time MD where these problems are most difficult and interesting. I believe that the solution of these problems lies on the interface between chemical physics and ML, and will therefore describe these problems in a language that should be understandable to audiences from both fields.

Let me briefly link to MD problems and associated ML approaches not covered by this chapter. The present description focuses on low-dimensional models of long-
time MD and these can directly be employed to attack the sampling problem. The direct effect of these models is that short MD simulations that are individually not sampling all metastable states can be integrated, and thus an effective sampling that is much longer than the individual trajectory length, and on the order of the total simulation time can be reached [84]. The sampling efficiency can be further improved by adaptively selecting the starting points of MD simulations based on the long-time MD model, and iterating this process [21,22, 36, 81, $82,125,137]$. This approach is called "adaptive sampling" in the MD community, which is an active learning approach in ML language. Using this approach, timescales beyond seconds have been reached and protein-protein association and dissociation has recently been sampled for the first time with atomistic resolution [81].

A well-established approach to speed up rare events in MD is to employ the so-called enhanced sampling methods that change the thermodynamic conditions (temperature, adding bias potentials, etc.) [26,30,31,49,113], and to subsequently reweight to the unbiased target ensemble [3,4,24,27,59,106]. Recently, ML methods have been used to adaptively learn optimal biasing functions in such approaches [86,118]. A conceptually different approach to sampling is the Boltzmann generator [71], a directed generative network to directly draw statistically independent samples from equilibrium distributions. While these approaches are usually limited to compute stationary properties, ML-based MD analysis models have recently been integrated with enhanced sampling methods in order to also compute unbiased dynamical properties [ $89,126,128,129$ ]. These methods can now also access allatom protein dynamics beyond seconds timescales [77].

ML methods that use MD trajectory data to obtain a low-dimensional models of the long-time dynamics are extensively discussed here. Not discussed are manifold learning methods that purely use the data distribution, such as kernel PCA [98], isomap [18, 111], or diffusion maps [17, 88]. Likewise, there is extensive research on geometric clustering methods-both on the ML and the MD application sidewhich only plays a minor role in the present discussion.

Learning an accurate MD model-the so-called force-field problem-is one of the basic and most important problems of MD simulation. While this approach has traditionally been addressed by relatively ad hoc parametrization methods it is now becoming more and more a well-defined ML problem where universal function approximators (neural networks or kernel machines) are trained to reproduce quantum-mechanical potential energy surfaces with high accuracy $[5-7,13,14,91$, $99,100]$. See other chapters in this book for more details. A related approach to scale to the next-higher length-scale is the learning of coarse-grained MD models from all-atom MD data [119, 120, 134]. These approaches have demonstrated that they can reach high accuracy, but employing the kernel machine or neural network to run MD simulations is still orders of magnitude slower than simulating a highly optimized MD code with an explicitly coded model. Achieving high accuracy while approximately matching the computational performance of commonly used MD codes is an important future aim.

Much less ML work has been done on the interpretation and integration of experimental data. MD models are typically parametrized by combining the matching
of energies and forces from quantum-mechanical simulations with the matching of thermodynamic quantities measured by experiments, such as solvation free energies of small molecules. As yet, there is no rigorous ML method which learns MD models following this approach. Several ML methods have been proposed to integrate simulation data on the level of a model learned from MD simulation data (e.g., a Markov state model), typically by using information-theoretic principles such as maximum entropy or maximum caliber [20, 37, 74]. Finally, there is an emerging field of ML methods that predict experimental quantities, such as spectra, from chemical or molecular structures, which is an essential task that needs to be solved to perform data integration between simulation and experiment. An important step-stone for improving our ability to predict experimental properties is the availability of training datasets where chemical structures, geometric structures, and experimental measurements under well-defined conditions are linked [85].

### 16.2 Learning Problems for Long-Time Molecular Dynamics

### 16.2.1 What Would We Like to Compute?

The most basic quantitative aim of MD is to compute equilibrium expectations. When $\mathbf{x}$ is state of a molecular system, such as coordinates and velocities of the atoms in a protein system in a periodic solvent box, the average value of an observable $A$ is given by:

$$
\begin{equation*}
\mathbb{E}[A]=\int A(\mathbf{x}) \mu(\mathbf{x}) \mathrm{d} \mathbf{x} \tag{16.1}
\end{equation*}
$$

where $\mu(\mathbf{x})$ is the equilibrium distribution, i.e. the probability to find a molecule in state $\mathbf{x}$ at equilibrium conditions. A common choice is the Boltzmann distribution in the canonical ensemble at temperature $T$ :

$$
\begin{equation*}
\mu(\mathbf{x}) \propto \mathrm{e}^{-\frac{U(\mathbf{x})}{k_{B} T}} \tag{16.2}
\end{equation*}
$$

where $U(\mathbf{x})$ is a potential energy and the input constant $k_{B} T$ is the mean thermal energy per degree of freedom. The observable $A$ can be chosen to compute, e.g., the probability of a protein to be folded at a certain temperature, or the probability for a protein and a drug molecule to be bound at a certain drug concentration, which relates to how much the drug inhibits the protein's activity. Other equilibrium expectations, such as spectroscopic properties, do not directly translate to molecular function, but are useful to validate and calibrate simulation models.

Molecules are not static but change their state $\mathbf{x}$ over time. Under equilibrium conditions, these dynamical changes are due to thermal fluctuations, leading to trajectories that are stochastic. For Markovian dynamics (e.g., classical MD), given configuration $\mathbf{x}_{t}$ at time $t$, the probability of finding the molecule in configuration
$\mathbf{x}_{t+\tau}$ at a later time can be expressed by the transition density $p_{\tau}$ :

$$
\begin{equation*}
\mathbf{x}_{t+\tau} \sim p_{\tau}\left(\mathbf{x}_{t+\tau} \mid \mathbf{x}_{t}\right) \tag{16.3}
\end{equation*}
$$

Thus, a second class of relevant quantities is that of dynamical expectations:

$$
\begin{equation*}
\mathbb{E}[G ; \tau]=\iint \mu\left(\mathbf{x}_{t}\right) p_{\tau}\left(\mathbf{x}_{t+\tau} \mid \mathbf{x}_{t}\right) G\left(\mathbf{x}_{t}, \mathbf{x}_{t+\tau}\right) \mathrm{d} \mathbf{x}_{t} \mathrm{~d} \mathbf{x}_{t+\tau} \tag{16.4}
\end{equation*}
$$

As above, the observable $G$ determines which dynamical property we are interested in. With an appropriate choice we can measure the average time a protein takes to fold or unfold, or dynamical spectroscopic expectations such as fluorescence correlations or dynamical scattering spectra.

### 16.2.2 What Is Molecular Dynamics?

MD simulation mimics the natural dynamics of molecules by time-propagating the state of a molecular system, such as coordinates and velocities of the atoms in a protein system in a periodic solvent box. MD is a Markov process involving deterministic components such as the gradient of a model potential $U(\mathbf{x})$ and stochastic components, e.g., from a thermostat. The specific choice of these components determines the transition density (16.3). Independent of these choices, a reasonable MD algorithm should be constructed such that it samples from $\mu(\mathbf{x})$ in the long run:

$$
\begin{equation*}
\lim _{\tau \rightarrow \infty} p_{\tau}\left(\mathbf{x}_{t+\tau} \mid \mathbf{x}_{t}\right)=\mu(\mathbf{x}) \propto \mathrm{e}^{-U(\mathbf{x}) / k_{B} T} \tag{16.5}
\end{equation*}
$$

Thus, if a long enough MD trajectory can be generated, the expectation values (16.1) and (16.4) can be computed as direct averages. Unfortunately, this idea can only be implemented directly for very small and simple molecular systems. Most of the interesting molecular systems involve rare events, and as a result generating MD trajectories that are long enough to compute the expectation values (16.1) and (16.4) by direct averaging becomes unfeasible. For example, the currently fastest specialpurpose supercomputer for MD, Anton II, can generate simulations on the order of $50 \mu$ s per day for a protein system [104]. The time for two strongly binding proteins to spontaneously dissociate can take over an hour, corresponding to a simulation time of a century for a single event [81].

### 16.2.3 Learning Problems for Long-Time MD

Repeated sampling from $p_{\tau}\left(\mathbf{x}_{t+\tau} \mid \mathbf{x}_{t}\right)$ "simulates" the MD system in time steps of length $\tau$ and will, due to (16.5), result in configurations sampled from $\mu\left(\mathbf{x}_{t}\right)$. Hence, knowing $p_{\tau}\left(\mathbf{x}_{t+\tau} \mid \mathbf{x}_{t}\right)$ is sufficient to compute any stationary or dynamical
expectation ((16.1), (16.4)). The primary ML problem for long-time MD is thus to learn a model of the probability distribution $p_{\tau}\left(\mathbf{x}_{t+\tau} \mid \mathbf{x}_{t}\right)$ from simulation data pairs $\left(\mathbf{x}_{t}, \mathbf{x}_{t+\tau}\right)$ which allows $\mathbf{x}_{t+\tau} \sim p_{\tau}\left(\mathbf{x}_{t+\tau} \mid \mathbf{x}_{t}\right)$ to be efficiently sampled. However, this problem is almost never addressed directly, because it is unnecessarily difficult. Configurations $\mathbf{x}$ live in a very high-dimensional space (typically $10^{3}$ to $10^{6}$ dimensions); the probability distributions $p_{\tau}\left(\mathbf{x}_{t+\tau} \mid \quad \mathbf{x}_{t}\right)$ and $\mu(\mathbf{x})$ are multimodal and complex such that direct sampling is not tractable, and because of the exponential relationship between energies and probabilities (16.2), small mistakes in sampling $\mathbf{x}$ will lead to completely unrealistic molecular structures.

Because of these difficulties, ML methods for long-time MD usually take the detour of finding a low-dimensional representation, often called latent space representation, $\mathbf{y}=E(\mathbf{x})$, using the encoder $E$, and learning the dynamics in that space


A relatively recent but fundamental insight is that for many MD systems there exists a natural low-dimensional representation in which the stationary and dynamical properties can be represented exactly if we give up time resolution by choosing a large lag time $\tau$ [60, 83, 92]. Thus, for long-time MD the intractable problem to learn $p_{\tau}\left(\mathbf{x}_{t+\tau} \mid \mathbf{x}_{t}\right)$ can be broken down into three learning problems (LPs) out of which two are much less difficult, and the third one does not need to be solved in order to compute stationary or dynamical expectations ((16.1), (16.4)), and that will be treated in the remainder of the article:

1. LP1: Learn propagator $\mathbf{P}$ in representation $\mathbf{y}$. The simplest problem is to learn a model to propagate the latent state $\mathbf{y}_{t}$ in time for a given encoding $E\left(\mathbf{x}_{t}\right)$. This model is often linear using the propagator matrix $\mathbf{P}$, and hence shallow learning methods such as regression are used. In addition to obtaining an accurate model, it is desirable for $\mathbf{P}$ to be compact and easily interpretable/readable for a human specialist.
2. LP2: Learn encoding $\boldsymbol{E}$ to representation $\mathbf{y}$. Learning the generally nonlinear encoding $\mathbf{y}=E(\mathbf{x})$ is a harder problem. Both shallow methods (regression in kernel and feature spaces, clustering, and likelihood maximization) and deep methods (neural networks) are used. LP1 and LP2 can be coupled to an end-to-end learning problem for $p_{\tau}\left(E\left(\mathbf{x}_{t+\tau}\right) \mid E\left(\mathbf{x}_{t}\right)\right)$. LP2 has only become a well-defined ML problem recently with the introduction of a variational approach that defines a meaningful loss function for LP2 [66, 127].
3. LP3: Learn decoding $\boldsymbol{D} / \boldsymbol{G}$ to configuration space. The most difficult problem is to decode the latent representation $\mathbf{y}$ back to configuration space. Because configuration space is much higher dimensional than latent space, this is an inverse problem where each $\mathbf{y}$ corresponds to many $\mathbf{x}$ configurations. The most

Fig. 16.1 Overview of network structures for learning Markovian dynamical models

faithful solution is to learn a generator $G$, representing a conditional probability distribution, $\mathbf{x} \sim G(\mathbf{y})$. This problem contains the hardest parts of the full learning problem for $p_{\tau}\left(\mathbf{x}_{t+\tau} \mid \mathbf{x}_{t}\right)$ and addressing it is still in its infancy.

These learning problems lead to different building blocks that can be implemented by neural networks or linear methods and can be combined towards different architectures (Fig. 16.1).

### 16.3 LP1: Learning Propagator in Feature Space

The simplest and most established learning problem is to learn a propagator, $\mathbf{P}$, for a given, fixed encoding $E$. Therefore we discuss this learning problem first before defining what a "good" encoding $E$ is and how to find it. As will be discussed below, for most MD systems of interest, there exists an encoding $E$ to a spectral representation in which the dynamics is linear and low-dimensional. Although this spectral representation can often not be found exactly, it can usually be well enough approximated such that a linear dynamic model

$$
\begin{equation*}
\mathbb{E}\left[\mathbf{y}_{t+\tau}\right]=\mathbf{P}^{\top} \mathbb{E}\left[\mathbf{y}_{t}\right] \tag{16.6}
\end{equation*}
$$

is an excellent approximation as well. $\mathbb{E}$ denotes an expectation value over time that accounts for stochasticity in the dynamics, and can be omitted for deterministic dynamical systems. For example, if $\mathbf{y}_{t}$ indicates which state the system is in at time $t, \mathbb{E}\left[\mathbf{y}_{t}\right]$ corresponds to a probability distribution over states.

Finding a linear model $\mathbf{P}$ is a shallow, unsupervised learning problem that in many cases has an algebraic expression for the optimum. Having a linear propagator also has great advantages for the analysis of the dynamical system. The analyses that can be done depend on the type of the representation and the mathematical properties of $\mathbf{P}$. If $E$ performs a one-hot-encoding that indicates which "state" the system is in, then the pair ( $E, \mathbf{P}$ ) is called Markov state model (MSM $[12,16,67,84,101,108])$, and $\mathbf{P}$ is the transition matrix of a Markov chain whose elements $p_{i j}$ are nonnegative and can be interpreted as the conditional probabilities to be in a state $j$ at time $t+\tau$ given that the system was in a state $i$ at time $t$ (Sects. 16.3.2 and 16.3.3). For MSMs, the whole arsenal of Markov chains analysis algorithms is available, e.g., for computing limiting distributions, first passage times,
or the statistics of transition pathways [58,68]. If the transition matrix additionally has a real-valued spectrum, which is associated with dynamics at thermodynamic equilibrium conditions (Sect.16.3.3), additional analyses are applicable, such as the computation of metastable (long-lived) sets of states by spectral clustering [19, 67, 101].

A broader class of propagators arise from encodings $E$ that are partitions of unity, i.e. where $y_{i}(\mathbf{x})>0$ and $\sum_{i} y_{i}(\mathbf{x})=1$ for all $\mathbf{x}$ [33, 48, 55]. Such encodings correspond to a "soft clustering," where every configuration $\mathbf{x}$ can still be assigned to a state, but the assignment is no longer unique. The resulting propagators $\mathbf{P}$ are typically no longer transition matrices whose elements can be guaranteed to be nonnegative, but they can still be used to propagate probability densities by means of Eq. (16.6), and if they have a unique eigenvalue of 1, the corresponding eigenvector $\pi=\left[\pi_{i}\right]$ still corresponds to the unique equilibrium distribution:

$$
\begin{equation*}
\boldsymbol{\pi}=\mathbf{P}^{\top} \boldsymbol{\pi} \tag{16.7}
\end{equation*}
$$

For arbitrary functions $E$, we can still use $\mathbf{P}$ to propagate state vectors according to Eq. (16.6), although these state vectors do no longer have a probabilistic interpretation, but are simply coefficients that model the configuration in the representation's basis. Owing to the Markovianity of the model, we can test how well the time-propagation of the model in time coincides with an estimation of the model at longer times, by means of the Chapman-Kolmogorov equation:

$$
\begin{equation*}
\mathbf{P}^{n}(\tau) \approx \mathbf{P}(n \tau) \tag{16.8}
\end{equation*}
$$

In order to implement this equation, one has to decide which matrix norm should be used to compare the left and right hand side. A common choice is to compare the leading eigenvalues $\lambda_{i}(\tau)$. As these decay exponentially with time in a Markov process, it is common to transform them to relaxation rates or timescales by means of:

$$
\begin{equation*}
t_{i}(\tau)=-\frac{\tau}{\log \left|\lambda_{i}(\tau)\right|} . \tag{16.9}
\end{equation*}
$$

A consequence of the Chapman-Kolmogorov equality is that these relaxation timescales are independent of the lag time $\tau$ at which $\mathbf{P}$ is estimated [108]. For real-valued eigenvalues, $t_{i}$ corresponds to an ordinary relaxation time of the corresponding dynamical process. If $\mathbf{P}$ has complex-valued eigenvalues, $t_{i}$ is the decay time of the envelope of an oscillating process whose oscillation frequency depends on the phase of $\lambda_{i}$.

### 16.3.1 Loss Function and Basis Statistics

Given one or many MD simulation trajectories $\left\{\mathbf{x}_{t}\right\}$, we apply $E$ in order to map them to the representation $\left\{\mathbf{y}_{t}\right\}$, defining the input to LP1. The basic learning problem is the parameter estimation problem which consists of obtaining the optimal estimator $\hat{\mathbf{P}}$ as follows:

1. Define a loss function $\mathcal{L}\left(\mathbf{P} ;\left\{\mathbf{y}_{t}\right\}\right)$
2. Obtain the optimal estimator as $\hat{\mathbf{P}}=\arg \min _{\mathbf{P}} \mathcal{L}\left(\mathbf{P} ;\left\{\mathbf{y}_{t}\right\}\right)$

As most texts about molecular kinetics do not use the concept of a loss function, I would like to highlight the importance of a loss (or score) function from a ML point of view. The difference between fitting a training dataset $\left\{\mathbf{y}_{t}\right\}$ and ML is that ML aims at finding the estimator that performs best on an independent test dataset. To this end we need to not only optimize the parameters (such as the matrix elements of $\mathbf{P}$ ), but also hyper-parameters (such as the size of $\mathbf{P}$ ), which requires the concept of a loss function. Another important learning problem is to estimate the uncertainties of the estimator $\hat{\mathbf{P}}$.

To express the loss function and the optimal estimator of linear propagators $\mathbf{P}$, we do not actually need the full trajectory $\left\{\mathbf{y}_{t}\right\}$, but only certain sufficient statistics that are usually more compact than $\left\{\mathbf{y}_{t}\right\}$ and thus may require less storage space and lead to faster algorithms. The most prominent statistics are the empirical means and covariance matrices:

$$
\begin{align*}
& \boldsymbol{\mu}_{0}=\frac{1}{T} \sum_{t=1}^{T-\tau} \mathbf{y}_{t}  \tag{16.10}\\
& \boldsymbol{\mu}_{\tau}=\frac{1}{T} \sum_{t=1}^{T-\tau} \mathbf{y}_{t+\tau}  \tag{16.11}\\
& \mathbf{C}_{00}=\frac{1}{T} \sum_{t=1}^{T-\tau} \mathbf{y}_{t} \mathbf{y}_{t}^{\top}  \tag{16.12}\\
& \mathbf{C}_{0 \tau}=\frac{1}{T} \sum_{t=1}^{T-\tau} \mathbf{y}_{t} \mathbf{y}_{t+\tau}^{\top}  \tag{16.13}\\
& \mathbf{C}_{\tau \tau}=\frac{1}{T} \sum_{t=1}^{T-\tau} \mathbf{y}_{t+\tau} \mathbf{y}_{t+\tau}^{\top} . \tag{16.14}
\end{align*}
$$

A common modification to (16.12), (16.14) is the so-called shrinkage estimator that is used in ridge or Tikhonov regularization [50,93]. Since many algorithms involve the inversion of (16.12), (16.14) which might be rank-deficient, these estimators are
often modified by adding a second matrix which ensures full rank, e.g.:

$$
\begin{align*}
\tilde{\mathbf{C}}_{00} & =\mathbf{C}_{00}+\lambda \mathbf{I}  \tag{16.15}\\
\tilde{\mathbf{C}}_{\tau \tau} & =\mathbf{C}_{\tau \tau}+\lambda \mathbf{I} \tag{16.16}
\end{align*}
$$

where the small number $\lambda$ is a regularization hyper-parameter.

### 16.3.2 Maximum Likelihood and Markov State Models

The concepts of maximum likelihood estimators and Markov state models (MSMs) are naturally obtained by defining an encoding which is a set characteristic function/indicator function:

$$
y_{t, i}= \begin{cases}1 & \mathbf{x}_{t} \in S_{i}  \tag{16.17}\\ 0 & \text { else }\end{cases}
$$

where $S_{1}, \ldots, S_{n}$ is a partition of configuration space into $n$ discrete states, i.e. each point $\mathbf{x}$ is assigned to exactly one state $S_{i}$, indicated by the position of the 1 in the encoding vector. In ML, (16.17) is called one-hot encoding. A consequence of (16.17) is that the covariance matrix (16.13) becomes:

$$
c_{0 \tau, i j}=N_{i j},
$$

where $N_{i j}$ counts the total number of transitions observed from $i$ to $j$. The covariance matrix (16.12) is a diagonal matrix with diagonal elements

$$
c_{00, i i}=N_{i}=\sum_{j} N_{i j},
$$

where we use $N_{i}$ to count the total number of transitions starting in state $i$. With this encoding, a natural definition for the propagator $\mathbf{P}$ is a transition matrix whose elements indicate the transition probability from any state $i$ to any state $j$ in a time step $\tau$ :

$$
p_{i j}=\mathbb{P}\left[y_{t+\tau, j}=1 \mid y_{t, i}=1\right]
$$

A natural optimality principle is then the maximum likelihood estimator (MLE): find the transition matrix $\hat{\mathbf{P}}$ that has the highest probability to produce the observation $\left\{\mathbf{y}_{t}\right\}$. The likelihood is given by:

$$
\begin{equation*}
L \propto \prod_{i, j} p_{i j}^{N_{i j}} \tag{16.18}
\end{equation*}
$$

Where the last term collects equal transition events along the trajectory and discards the proportionality factor. Maximizing $L$ is equivalent to minimizing $-L$. However, as common in likelihood formulations we instead use $-\log L$ as a loss, which is minimal at the same $\hat{\mathbf{P}}$ but avoids the product:

$$
\begin{equation*}
\mathcal{L}_{\mathrm{ML}}\left(\mathbf{P} ;\left\{\mathbf{y}_{t}\right\}\right)=-\log L=-\sum_{i, j} N_{i j} \log p_{i j} \tag{16.19}
\end{equation*}
$$

The MLE $\hat{\mathbf{P}}$ can be easily found by minimizing (16.19) with the constraint $\sum_{j} p_{i j}=$ 1 using the method of Lagrange multipliers. The result is intuitive: the maximum likelihood transition probability equals the corresponding fraction of transitions observed out of each state:

$$
p_{i j}=\frac{N_{i j}}{N_{i}} .
$$

In matrix form we can express this estimator as

$$
\begin{equation*}
\mathbf{P}=\mathbf{C}_{00}^{-1} \mathbf{C}_{0 \tau} \tag{16.20}
\end{equation*}
$$

an expression that we will find also for other optimization principles. As we have a likelihood (16.18), we can also define priors and construct a full Bayesian estimator that not only provides the maximum likelihood result (16.20), but also posterior means and variances for estimating uncertainties. Efficient samplers are known that allow us to sample transition matrices directly from the distribution (16.18), and these samples can be used to compute uncertainties on quantities derived from $\mathbf{P}$ [36, 107].

An important property of a transition matrix is its stationary distribution $\boldsymbol{\pi}$ (which we will assume to exist and be unique here) with

$$
\pi_{i}=\int_{\mathbf{x} \in S_{i}} \mu(\mathbf{x}) \mathrm{d} \mathbf{x},
$$

$\pi$ that can be computed by solving the eigenvalue problem (16.7).

### 16.3.3 MSMs with Detailed Balance

In thermodynamic equilibrium, i.e. when a molecular system is evolving purely as a result of thermal energy at a given thermodynamic condition and no external force is applied, the absolute probability of paths between any two end-points is symmetric. As a consequence of this, there exists no cycle in state space which contains net flux in either direction, and no network can be extracted from the system, consistently
with the second law of thermodynamics. We call this condition detailed balance and write it as:

$$
\begin{equation*}
\mu(\mathbf{x}) p_{\tau}(\mathbf{y} \mid \mathbf{x})=\mu(\mathbf{y}) p_{\tau}(\mathbf{x} \mid \mathbf{y}) \forall \mathbf{x}, \mathbf{y}, \tau>0 \tag{16.21}
\end{equation*}
$$

Integrating $\mathbf{x}$ and $\mathbf{y}$ over the sets $S_{i}$ and $S_{j}$ in this equation leads to detailed balance for MSMs:

$$
\begin{equation*}
\pi_{i} p_{i j}=\pi_{j} p_{j i} \tag{16.22}
\end{equation*}
$$

When the molecular system is simulated such that Eq. (16.21) hold, we also want to ensure that the estimator $\hat{\mathbf{P}}$ fulfills the constraint (16.22). Enforcing (16.21) in the estimator reduces the number of free parameters and thus improves the statistics. More importantly, propagators that fulfill (16.21) or (16.22) have a real-valued spectrum for which additional analyses can be made (see beginning of Sect. 16.3).

The trivial estimator (16.20) does not fulfill (16.22), unless $N_{i j}$ is, by chance, a symmetric matrix. Maximum likelihood estimation with (16.22) as a constraint can be achieved by an iterative algorithm first developed in [9] and reformulated as in Algorithm 1 in [116]. Enforcing (16.22) is only meaningful if there is a unique stationary distribution, which, requires the transition matrix to define a fully connected graph. For this reason, graph algorithms are commonly used to find the largest connected set of states before estimating an MSM with detailed balance [9, 84, 94].

```
Algorithm 1 Detailed balance \(\pi_{i} p_{i j}=\pi_{j} p_{j i}\) with unknown \(\pi\) [9, 116]
    1. Initialize: \(\pi_{i}^{(0)}=\frac{\sum_{j=1}^{n} c_{i j}}{\sum_{i, j=1}^{n} c_{i j}}\)
    2. Iterate until convergence: \(\pi_{i}^{(k+1)}=\sum_{j=1}^{n} \frac{c_{i j}+c_{j i}}{c_{i} / \pi_{i}^{(k)}+c_{j} / \pi_{j}^{(k)}}\)
    3. \(p_{i j}=\frac{\left(c_{i j}+c_{j i}\right) \pi_{j}}{c_{i} \pi_{i}+c_{j} \pi_{i}}\)
```

When the equilibrium distribution $\pi$ is known a priori or obtained from another estimator as in $[115,128,129]$, the maximum likelihood estimator can be obtained by the iterative Algorithm 2 developed in [116]:

```
Algorithm 2 Detailed balance \(\pi_{i} p_{i j}=\pi_{j} p_{j i}\) with known \(\pi\) [116]
    1. Initialize Lagrange parameters: \(\lambda_{i}^{(0)}=\frac{1}{2} \sum_{j}\left(c_{i j}+c_{j i}\right)\)
    2. Iterate until convergence: \(\lambda_{i}^{(k+1)}=\sum_{j, c_{i j}+c_{j i}>0}^{n} \frac{\left(c_{i j}+c_{j i}\right) \lambda_{i}^{(k)} \pi_{j}}{\lambda_{j}^{(k)} \pi_{i}+\lambda_{i}^{(k)} \pi_{j}}\)
    3. \(p_{i j}=\frac{\left(c_{i j}+c_{j i}\right) \pi_{j}}{\lambda_{i} \pi_{i}+\lambda_{j} \pi_{i}}\)
As for MSMs without detailed balance, methods have been developed to perform a full Bayesian analysis of MSMs with detailed balance. No method is known to
```

sample independent transition matrices from the likelihood (16.18) subject to the detailed balance constraints (16.22); however, efficient Markov Chain Monte Carlo methods have been developed and implemented to this end $[2,15,57,63,94,114$, 116].

### 16.3.4 Minimal Regression Error

We can understand Eq. (16.6) as a regression from $\mathbf{y}_{t}$ onto $\mathbf{y}_{t+\tau}$ where $\mathbf{P}$ contains the unknown coefficients. The regression loss is then directly minimizing the error in Eq. (16.6):

$$
\min \mathbb{E}_{t}\left[\left\|\mathbf{y}_{t+\tau}-\mathbf{P}^{\top} \mathbf{y}_{t}\right\|^{2}\right]
$$

and for a given dataset $\left\{\mathbf{y}_{t}\right\}$ we can define matrices $\mathbf{Y}_{0}=\left(\mathbf{y}_{0}, \ldots, \mathbf{y}_{T-\tau}\right)^{\top}$ and $\mathbf{Y}_{\tau}=\left(\mathbf{y}_{\tau}, \ldots, \mathbf{y}_{T}\right)^{\top}$ resulting in the loss function:

$$
\begin{equation*}
\mathcal{L}_{\mathrm{LSQ}}\left(\mathbf{P} ;\left\{\mathbf{y}_{t}\right\}\right)=\left\|\mathbf{Y}_{0}-\mathbf{Y}_{\tau} \mathbf{P}\right\|_{F}^{2}, \tag{16.23}
\end{equation*}
$$

where $F$ indicates the Frobenius norm, i.e. the sum over all squares. The direct solution of the least squares regression problem in (16.23) is identical with the trivial MSM estimator (16.20). Thus, the estimator (16.20) is more general than for MSMs-it can be applied for to any representation $\mathbf{y}_{t}$. Dynamic mode decomposition (DMD) [90,96,97,117] and extended dynamic mode decomposition (EDMD) [124] are also using the minimal regression error, although they usually consider low-rank approximations of $\mathbf{P}$.

In general, the individual dimensions of the encoding $E$ may not be orthogonal, and if not, the matrix $\mathbf{C}_{00}$ is not diagonal, but contains off-diagonal elements quantifying the correlation between different dimensions. When there is too much correlation between them, $\mathbf{C}_{00}$ may have some vanishing eigenvalues, i.e. not full rank, causing it not to be invertible or only invertible with large numerical errors. A standard approach in least squares regression is to then apply the ridge regularization (Eq. (16.15)). Using (16.15) in the estimator (16.20) is called ridge regression.

### 16.3.5 Variational Approach for Dynamics with Detailed Balance (VAC)

Instead of using an optimality principle to estimate $\mathbf{P}$ directly, we will now derive a variational principle for the eigenvalues and eigenvectors of $\mathbf{P}$, from which we can then easily assemble $\mathbf{P}$ itself. At first, this approach seems to be a complication compared to the likelihood or least squares approach, but this approach is key in making progress on LP2 because the variational principle for
$\mathbf{P}$ has a fundamental relation to the spectral properties of the transition dynamics in configuration space (16.3). It also turns out that the variational approach leads to a natural representation of configurations that we can optimize in end-to-end learning frameworks. We first define the balanced propagator:

$$
\begin{equation*}
\tilde{\mathbf{P}}=\mathbf{C}_{00}^{-\frac{1}{2}} \mathbf{C}_{0 \tau} \mathbf{C}_{\tau \tau}^{-\frac{1}{2}} \tag{16.24}
\end{equation*}
$$

In this section, we will assume that detailed balance holds with a unique stationary distribution, Eq. (16.21). In the statistical limit this means that $\mathbf{C}_{00}=\mathbf{C}_{\tau \tau}$ holds and $\mathbf{C}_{0 \tau}$ is a symmetric matrix. Using these constraints, we find the stationary balanced propagator:

$$
\begin{equation*}
\tilde{\mathbf{P}}=\mathbf{C}_{00}^{-\frac{1}{2}} \mathbf{C}_{01} \mathbf{C}_{00}^{-\frac{1}{2}}=\mathbf{C}_{00}^{\frac{1}{2}} \mathbf{P} \mathbf{C}_{00}^{-\frac{1}{2}} \tag{16.25}
\end{equation*}
$$

Where we have used Eq. (16.6). Due to the symmetry of $\mathbf{C}_{0 \tau}, \tilde{\mathbf{P}}$ is also symmetric and we have the symmetric eigenvalue decomposition (EVD):

$$
\begin{equation*}
\tilde{\mathbf{P}}=\tilde{\mathbf{U}} \boldsymbol{\Lambda} \tilde{\mathbf{U}}^{\top} \tag{16.26}
\end{equation*}
$$

with eigenvector matrix $\tilde{\mathbf{U}}=\left[\tilde{\mathbf{u}}_{1}, \ldots, \tilde{\mathbf{u}}_{n}\right]$ and eigenvalue matrix $\boldsymbol{\Lambda}=$ $\operatorname{diag}\left(\lambda_{1}, \ldots, \lambda_{n}\right)$ ordered as $\lambda_{1} \geq \lambda_{2} \geq \cdots \geq \lambda_{n}$. This EVD is related to the EVD of $\mathbf{P}$ via a basis transformation:

$$
\begin{equation*}
\mathbf{P}=\mathbf{C}_{00}^{-\frac{1}{2}} \tilde{\mathbf{U}} \boldsymbol{\Lambda}\left(\tilde{\mathbf{U}} \mathbf{C}_{00}^{-\frac{1}{2}}\right)^{\top}=\mathbf{U} \boldsymbol{\Lambda} \mathbf{U}^{-1} \tag{16.27}
\end{equation*}
$$

such that $\mathbf{U}=\mathbf{C}_{00}^{-\frac{1}{2}} \tilde{\mathbf{U}}$ are the eigenvectors of $\mathbf{P}$, their inverse is given by $\mathbf{U}^{-1}=$ $\mathbf{C}_{00}^{-\frac{1}{2}} \tilde{\mathbf{U}}^{\top}$, and both propagators share the same eigenvalues. The above construction is simply a change of viewpoint: instead of optimizing the propagator $\mathbf{P}$, we might as well optimize its eigenvalues and eigenvectors, and then assemble $\mathbf{P}$ via Eq. (16.27).

Now we seek an optimality principle for eigenvectors and eigenvalues. For symmetric eigenvalue problems such as (16.26), we have the following variational principle: The dominant $k$ eigenfunctions $\tilde{\mathbf{r}}_{1}, \ldots, \tilde{\mathbf{r}}_{k}$ are the solution of the maximization problem:

$$
\begin{align*}
\sum_{i=1}^{k} \lambda_{i} & =\max _{\tilde{\mathbf{f}}_{1}, \ldots, \tilde{f}_{k}} \sum_{i=1}^{k} \frac{\tilde{\mathbf{f}}_{i}^{\top} \tilde{\mathbf{P}}_{i} \tilde{\mathbf{f}}_{i}}{\left(\tilde{\mathbf{f}}_{i}^{\top} \tilde{\mathbf{f}}_{i}\right)^{\frac{1}{2}}\left(\tilde{\mathbf{f}}_{i}^{\top} \tilde{\mathbf{f}}_{i}\right)^{\frac{1}{2}}}=\max _{\mathbf{f}_{1}, \ldots, \mathbf{f}_{k}} \sum_{i=1}^{k} \frac{\mathbf{f}_{i}^{\top} \mathbf{C}_{0 \tau} \mathbf{f}_{i}}{\left(\mathbf{f}_{i}^{\top} \mathbf{C}_{00} \mathbf{f}_{i}\right)^{\frac{1}{2}}\left(\mathbf{f}_{i}^{\top} \mathbf{C}_{00} \mathbf{f}_{i}\right)^{\frac{1}{2}}} \\
& =\sum_{i=1}^{k} \frac{\mathbf{u}_{i}^{\top} \mathbf{C}_{0 \tau} \mathbf{u}_{i}}{\left(\mathbf{u}_{i}^{\top} \mathbf{C}_{00} \mathbf{u}_{i}\right)^{\frac{1}{2}}\left(\mathbf{u}_{i}^{\top} \mathbf{C}_{00} \mathbf{u}_{i}\right)^{\frac{1}{2}}}=\left(\mathbf{U}^{\top} \mathbf{C}_{00} \mathbf{U}\right)^{-\frac{1}{2}} \mathbf{U}^{\top} \mathbf{C}_{0 \tau} \mathbf{U}\left(\mathbf{U}^{\top} \mathbf{C}_{00} \mathbf{U}\right)^{-\frac{1}{2}} \tag{16.28}
\end{align*}
$$

This means: we vary a set of vectors $\mathbf{f}_{i}=\mathbf{C}_{00}^{-\frac{1}{2}} \tilde{\mathbf{f}}_{i}$, and when the so-called Rayleigh quotients on the right hand side are maximized, we have found the eigenvectors. In this limit, the argument of the Rayleigh quotient equals the sum of eigenvalues. As the argument above can be made for every value of $k$ starting from $k=1$, we have found each single eigenvalue and eigenvector at the end of the procedure (assuming no degeneracy). This variational principle becomes especially useful for LP2, because using the variational approach of conformation dynamics (VAC [66, 72]), it can also be shown that the eigenvalues of $\mathbf{P}$ are lower bounds to the true eigenvalues of the Markov dynamics in configurations $\mathbf{x}$ (Sect. 16.4.2).

Now we notice that this variational principle can also be understood as a direct correlation function of the data representation. We define the spectral representation as:

$$
\begin{equation*}
\mathbf{y}_{t}^{s}=\left(\mathbf{y}_{t}^{\top} \mathbf{u}_{1}, \ldots, \mathbf{y}_{t}^{\top} \mathbf{u}_{n}\right) \tag{16.29}
\end{equation*}
$$

inserting the estimators for $\mathbf{C}_{00}$ and $\mathbf{C}_{0 \tau}$ (Eqs. (16.12), (16.13)) into Eq. (16.28), we have:

$$
\sum_{i=1}^{k} \lambda_{i}=\frac{\sum_{t=1}^{T-\tau} \mathbf{y}_{t}^{s} \mathbf{y}_{t+\tau}^{s \top}}{\sum_{t=1}^{T-\tau} \mathbf{y}_{t}^{s} \mathbf{y}_{t}^{s^{\top}}}=\left(\mathbf{C}_{00}^{s}\right)^{-\frac{1}{2}} \mathbf{C}_{0 \tau}^{s}\left(\mathbf{C}_{00}^{s}\right)^{-\frac{1}{2}}
$$

where the superscript $s$ denotes the covariance matrices computed in the spectral representation.

The same calculation as above can be performed with powers of the eigenvalues, e.g., $\sum_{i=1}^{k} \lambda_{i}^{2}$. We therefore get a whole family of VAC-optimization principles, but two choices are especially interesting: we define the VAC-1 loss, that is equivalent to the generalized matrix Rayleigh quotient employed in [56], as:

$$
\begin{align*}
\mathcal{L}_{\mathrm{VAC}-1}\left(\mathbf{U} ;\left\{\mathbf{y}_{t}\right\}\right) & =-\operatorname{trace}\left[\left(\mathbf{U}^{\top} \mathbf{C}_{00} \mathbf{U}\right)^{-\frac{1}{2}} \mathbf{U}^{\top} \mathbf{C}_{0 \tau} \mathbf{U}\left(\mathbf{U}^{\top} \mathbf{C}_{00} \mathbf{U}\right)^{-\frac{1}{2}}\right]  \tag{16.30}\\
\mathcal{L}_{\mathrm{VAC}-1}\left(\left\{\mathbf{y}_{t}^{s}\right\}\right) & =-\operatorname{trace}\left[\left(\mathbf{C}_{00}^{s}\right)^{-\frac{1}{2}} \mathbf{C}_{0 \tau}^{s}\left(\mathbf{C}_{00}^{s}\right)^{-\frac{1}{2}}\right] . \tag{16.31}
\end{align*}
$$

The VAC-2 loss is the Frobenius norm, i.e. the sum of squared elements of the matrix:

$$
\begin{align*}
\mathcal{L}_{\mathrm{VAC}-2}\left(\mathbf{U} ;\left\{\mathbf{y}_{t}\right\}\right) & =-\left\|\left(\mathbf{U}^{\top} \mathbf{C}_{00} \mathbf{U}\right)^{-\frac{1}{2}} \mathbf{U}^{\top} \mathbf{C}_{0 \tau} \mathbf{U}\left(\mathbf{U}^{\top} \mathbf{C}_{00} \mathbf{U}\right)^{-\frac{1}{2}}\right\|_{F}^{2}  \tag{16.32}\\
\mathcal{L}_{\mathrm{VAC}-2}\left(\left\{\mathbf{y}_{t}^{s}\right\}\right) & =-\left\|\left(\mathbf{C}_{00}^{s}\right)^{-\frac{1}{2}} \mathbf{C}_{0 \tau}^{s}\left(\mathbf{C}_{00}^{s}\right)^{-\frac{1}{2}}\right\|_{F}^{2} \tag{16.33}
\end{align*}
$$

This loss induces a natural spectral embedding where the variance along each dimension equals the squared eigenvalue and geometric distances in this space are related to kinetic distances [64].

### 16.3.6 General Variational Approach (VAMP)

The variational approach for Markov processes (VAMP) [127] generalizes the above VAC approach to dynamics that do not obey detailed balance and may not even have an equilibrium distribution. We use the balanced propagator (16.24) that is now no longer symmetric. Without symmetry we cannot use the variational principle for eigenvalues, but there is a similar variational principle for singular values. We therefore use the singular value decomposition (SVD) of the balanced propagator:

$$
\begin{equation*}
\tilde{\mathbf{P}}=\tilde{\mathbf{U}} \Sigma \tilde{\mathbf{V}}^{\top} . \tag{16.34}
\end{equation*}
$$

Again, this SVD is related to the SVD of $\mathbf{P}$ via a basis transformation:

$$
\begin{equation*}
\mathbf{P}=\mathbf{C}_{00}^{-\frac{1}{2}} \tilde{\mathbf{U}} \boldsymbol{\Sigma}\left(\mathbf{C}_{\tau \tau}^{-\frac{1}{2}} \tilde{\mathbf{V}}\right)^{\top}=\mathbf{U} \boldsymbol{\Sigma} \mathbf{V}^{\top} \tag{16.35}
\end{equation*}
$$

with $\mathbf{U}=\mathbf{C}_{00}^{-\frac{1}{2}} \tilde{\mathbf{U}}$ and $\mathbf{V}=\mathbf{C}_{\tau \tau}^{-\frac{1}{2}} \tilde{\mathbf{V}}$. Using two sets of search vectors $\mathbf{f}_{i}=\mathbf{C}_{00}^{-\frac{1}{2}} \tilde{\mathbf{f}}_{i}$ and $\mathbf{g}_{i}=\mathbf{C}_{\tau \tau}^{-\frac{1}{2}} \tilde{\mathbf{g}}_{i}$, we can follow the same line of derivation as above and obtain:

$$
\begin{aligned}
\sum_{i=1}^{k} \sigma_{i} & =\max _{\tilde{\mathbf{f}}_{1}, \ldots, \tilde{\mathbf{f}}_{k}, \tilde{\mathbf{g}}_{1}, \ldots, \tilde{\mathbf{g}}_{k}} \sum_{i=1}^{k} \frac{\tilde{\mathbf{f}}_{i}^{\top} \tilde{\mathbf{P}}_{\mathbf{g}_{i}}}{\left(\tilde{\mathbf{f}}_{i}^{\top} \tilde{\mathbf{f}}_{i}\right)^{\frac{1}{2}}\left(\tilde{\mathbf{g}}_{i}^{\top} \tilde{\mathbf{g}}_{i}\right)^{\frac{1}{2}}} \\
& =\left(\mathbf{U}^{\top} \mathbf{C}_{00} \mathbf{U}\right)^{-\frac{1}{2}} \mathbf{U}^{\top} \mathbf{C}_{0 \tau} \mathbf{V}\left(\mathbf{V}^{\top} \mathbf{C}_{\tau \tau} \mathbf{V}\right)^{-\frac{1}{2}}
\end{aligned}
$$

Now we define again a spectral representation. If we set $\mathbf{C}_{00}=\mathbf{C}_{\tau \tau}$ (equilibrium case) as above, we can define a single spectral representation, otherwise we need two sets of spectral coordinates:

$$
\begin{align*}
& \mathbf{y}_{t}^{s, 0}=\left(\mathbf{y}_{t}^{\top} \mathbf{u}_{1}, \ldots, \mathbf{y}_{t}^{\top} \mathbf{u}_{n}\right)  \tag{16.36}\\
& \mathbf{y}_{t}^{s, \tau}=\left(\mathbf{y}_{t}^{\top} \mathbf{v}_{1}, \ldots, \mathbf{y}_{t}^{\top} \mathbf{v}_{n}\right) . \tag{16.37}
\end{align*}
$$

As in the above procedure, we can define a family of VAMP scores, where the VAMP-1 and VAMP-2 scores are of special interest:

$$
\begin{align*}
& \mathcal{L}_{\mathrm{VAMP}-1}\left(\mathbf{U}, \mathbf{V} ;\left\{\mathbf{y}_{t}\right\}\right)=-\operatorname{trace}\left[\left(\mathbf{U}^{\top} \mathbf{C}_{00} \mathbf{U}\right)^{-\frac{1}{2}} \mathbf{U}^{\top} \mathbf{C}_{0 \tau} \mathbf{V}\left(\mathbf{V}^{\top} \mathbf{C}_{\tau \tau} \mathbf{V}\right)^{-\frac{1}{2}}\right]  \tag{16.38}\\
& \mathcal{L}_{\mathrm{VAMP}-1}\left(\left\{\mathbf{y}_{t}^{s, 0}, \mathbf{y}_{t}^{s, \tau}\right\}\right)=-\operatorname{trace}\left[\left(\mathbf{C}_{00}^{s}\right)^{-\frac{1}{2}} \mathbf{C}_{0 \tau}^{s}\left(\mathbf{C}_{\tau \tau}^{s}\right)^{-\frac{1}{2}}\right] . \tag{16.39}
\end{align*}
$$

The VAMP-2 score is again related to an embedding where geometric distance corresponds to kinetic distance [78]:

$$
\begin{equation*}
\mathcal{L}_{\mathrm{VAMP}-2}\left(\mathbf{U}, \mathbf{V} ;\left\{\mathbf{y}_{t}\right\}\right)=-\left\|\left(\mathbf{U}^{\top} \mathbf{C}_{00} \mathbf{U}\right)^{-\frac{1}{2}} \mathbf{U}^{\top} \mathbf{C}_{0 \tau} \mathbf{V}\left(\mathbf{V}^{\top} \mathbf{C}_{\tau \tau} \mathbf{V}\right)^{-\frac{1}{2}}\right\|_{F}^{2} \tag{16.40}
\end{equation*}
$$

$$
\begin{equation*}
\mathcal{L}_{\mathrm{VAMP}-2}\left(\left\{\mathbf{y}_{t}^{s, 0}, \mathbf{y}_{t}^{s, \tau}\right\}\right)=-\left\|\left(\mathbf{C}_{00}^{s}\right)^{-\frac{1}{2}} \mathbf{C}_{0 \tau}^{s}\left(\mathbf{C}_{\tau \tau}^{s}\right)^{-\frac{1}{2}}\right\|_{F}^{2} \tag{16.41}
\end{equation*}
$$

### 16.4 Spectral Representation and Variational Approach

Before turning to LP2, we will relate the spectral decompositions in the VAC and VAMP approaches described above to spectral representations of the transition density of the underlying Markov dynamics in $\mathbf{x}_{t}$. These two representations are connected by variational principles. Exploiting this principle leads to the result that a meaningful and feasible formulation of the long-time MD learning problem is to seek a spectral representation of the dynamics. This representation may be thought of as a set of collective variables (CVs) pertaining to the long-time MD, or slow CVs [65].

### 16.4.1 Spectral Theory

We can express the transition density (16.3) as the action of the Markov propagator in continuous-space, and by its spectral decomposition [92, 127]:

$$
\begin{align*}
p\left(\mathbf{x}_{t+\tau}\right) & =\int p\left(\mathbf{x}_{t+\tau} \mid \mathbf{x}_{t} ; \tau\right) p\left(\mathbf{x}_{t}\right) \mathrm{d} \mathbf{x}_{t}  \tag{16.42}\\
& \approx \sum_{k=1}^{n} \sigma_{k}^{*}\left\langle p\left(\mathbf{x}_{t}\right) \mid \phi\left(\mathbf{x}_{t}\right)\right\rangle \psi\left(\mathbf{x}_{t+\tau}\right) . \tag{16.43}
\end{align*}
$$

The spectral decomposition can be read as follows: The evolution of the probability density can be approximated as the superposition of basis functions $\psi$. A second set of functions, $\phi$ is required in order to compute the amplitudes of these functions.

In general, Eq. (16.43) is a singular value decomposition with left and right singular functions $\phi_{k}, \psi_{k}$ and true singular values $\sigma_{k}^{*}$ [127]. The approximation then is a low-rank decomposition in which the small singular values are discarded. For the special case that dynamics are in equilibrium and satisfy detailed balance (16.21), Eq. (16.43) is an eigenvalue decomposition with the choices:

$$
\begin{aligned}
\sigma_{k}^{*} & =\lambda_{k}^{*}(\tau)=\mathrm{e}^{-\tau \kappa_{k}} \in \mathbb{R} \\
\phi_{k}(\mathbf{x}) & =\psi_{k}(\mathbf{x}) \mu(\mathbf{x}) .
\end{aligned}
$$

Hence Eq. (16.43) simplifies: we only need one set of functions, the eigenfunctions $\psi_{k}$. The true eigenvalues $\lambda_{k}^{*}$ are real-valued and decay exponentially with the time step $\tau$ (hence Eq. (16.9)). The characteristic decay rates $\kappa_{k}$ are directly linked to experimental observables probing the processes associated with the corresponding eigenfunctions $[12,69]$. The approximation in Eq. (16.43) is due to truncating all terms with decay rates faster than $\kappa_{n}$. This approximation improves exponentially with increasing $\tau$.

Spectral theory makes it clear why learning long-time MD via LP1-3 is significantly simpler than trying to model $p\left(\mathbf{x}_{t+\tau} \mid \mathbf{x}_{t} ; \tau\right)$ directly: For long time steps $\tau, p\left(\mathbf{x}_{t+\tau} \mid \mathbf{x}_{t} ; \tau\right)$ becomes intrinsically low-dimensional, and the problem is thus significantly simplified by learning to approximate the low-dimensional representation $\left(\psi_{1}, \ldots, \psi_{n}\right)$ for a given $\tau$.

### 16.4.2 Variational Principles

The spectral decomposition of the exact dynamics, Eq. (16.43), is the basis for the usefulness of the variational approaches described in Sects. 16.3.5 and 16.3.6. The missing connection is filled by the following two variational principles that are analogous to the variational principle for energy levels in quantum mechanics. The VAC variational principle [66] is that for dynamics obeying detailed balance (16.21), the eigenvalues $\lambda_{k}$ of a propagator matrix $\mathbf{P}$ via any encoding $\mathbf{y}=E(\mathbf{x})$ are, in the statistical limit, lower bounds of the true $\lambda_{k}^{*}$. The VAMP variational principle is more general, as it does not require detailed balance (16.21), and applies to the singular values:

$$
\begin{aligned}
& \lambda_{k} \leq \lambda_{k}^{*} \quad(\text { with } D B) \\
& \sigma_{k} \leq \sigma_{k}^{*} \quad(\text { no } D B) .
\end{aligned}
$$

Equality is only achieved for $E(\mathbf{x})=\operatorname{span}\left(\psi_{1}, \ldots, \psi_{n}\right)$ when detailed balance holds, and for $E(\mathbf{x})=\operatorname{span}\left(\psi_{1}, \ldots, \psi_{n}, \phi_{1}, \ldots, \phi_{n}\right)$ when detailed balance does not hold. Specifically, the eigenvectors or the singular vectors of the propagator
then approximate the individual eigenfunctions or singular functions (assuming no degeneracy):

$$
\begin{aligned}
\lambda_{k} & =\lambda_{k}^{*} \longrightarrow \mathbf{u}_{k}^{\top} E(\mathbf{x})=\psi(\mathbf{x}) \\
\sigma_{k} & =\sigma_{k}^{*} \longrightarrow\left\{\begin{array}{l}
\mathbf{u}_{k}^{\top} E(\mathbf{x})=\psi(\mathbf{x}) \\
\mathbf{v}_{k}^{\top} E(\mathbf{x})=\phi(\mathbf{x}) .
\end{array}\right.
\end{aligned}
$$

As direct consequence of the variational principles above, the loss function associated with a given embedding $E$ is, in the statistical limit, also an upper bound to the sum of true eigenvalues:

$$
\begin{gathered}
\mathcal{L}_{V A C-r} \geq-\sum_{k=1}^{n}\left(\lambda_{k}^{*}\right)^{r} \\
\mathcal{L}_{V A M P-r} \geq-\sum_{k=1}^{n}\left(\sigma_{k}^{*}\right)^{r}
\end{gathered}
$$

and for the minimum possible loss, $E$ has identified the dominant eigenspace or singular space.

### 16.4.3 Spectral Representation Learning

We have seen in Sect. 16.3 (LP1) that a propagator $\mathbf{P}$ can be equivalently represented by its eigenspectrum or singular spectrum. We can thus define a spectral encoding that attempts to directly learn the encoding to the spectral representation:

$$
\mathbf{y}_{t}^{s}=E^{s}\left(\mathbf{x}_{t}\right)
$$

with the choices (16.29) or (16.36), (16.37), depending on whether the dynamics obey detailed balance or not. In these representations, the dynamics are linear. After encoding to this representation, the eigenvalues or singular values can be directly estimated from:

$$
\begin{align*}
& \boldsymbol{\Lambda}=\left(\mathbf{R}^{\top} \mathbf{C}_{00}^{s} \mathbf{R}\right)^{-1} \mathbf{R}^{\top} \mathbf{C}_{0 \tau}^{s} \mathbf{R}  \tag{16.44}\\
& \mathbf{\Sigma}=\left(\mathbf{U}^{\top} \mathbf{C}_{00}^{s} \mathbf{U}\right)^{-\frac{1}{2}} \mathbf{U}^{\top} \mathbf{C}_{0 \tau}^{s} \mathbf{V}\left(\mathbf{V}^{\top} \mathbf{C}_{\tau \tau}^{s} \mathbf{V}\right)^{-\frac{1}{2}} . \tag{16.45}
\end{align*}
$$

Based on these results, we can formulate the learning of the spectral representation, or variants of it, as the key approach to solve LP2.

### 16.5 LP2: Learning Features and Representation

Above we have denoted the full MD system configuration $\mathbf{x}$ and $\mathbf{y}$ the latent space representation in which linear propagators are used. We have seen that there is a special representation $\mathbf{y}^{s}$. In general there may be a whole pipeline of transformations, e.g.,

$$
\mathbf{x} \rightarrow \mathbf{x}^{f} \rightarrow \mathbf{y} \rightarrow \mathbf{y}^{s},
$$

where the first step is a featurization from full configurations $\mathbf{x}$ to features, e.g., the selection of solute coordinates or the transformation to internal coordinates such as distances or angles. On the latent space side $\mathbf{y}$ we may have a handcrafted or a learned spectral representation. Instead of considering these transformations individually, we may construct a direct end-to-end learning framework that performs multiple transformation steps.

To simplify notation, we commit to the following notation: $\mathbf{x}$ coordinates are the input to the learning algorithm, whether these are full Cartesian coordinates of the MD system or already transformed by some featurization. $\mathbf{y}$ are coordinates in the latent space representations that are the output of LP2, $\mathbf{y}=E(\mathbf{x})$. We only explicitly distinguish between different stages within configuration or latent space (e.g., $\mathbf{y}$ vs $\mathbf{y}^{s}$ ) when this distinction is explicitly needed.

### 16.5.1 Suitable and Unsuitable Loss Functions

We first ask: What is the correct formulation for LP2? More specifically: which of the loss functions introduced in LP1 above are compatible with LP2? Looking at the sequence of learning problems:

$$
\mathbf{x} \xrightarrow{L P 2} \mathbf{y} \xrightarrow{L P 1} \mathbf{P} .
$$

It is tempting to concatenate them to an end-to-end learning problem and try to solve it by minimizing any of the three losses defined for learning of $\mathbf{P}$ in Sect. 16.3. However, if we make the encoding $\mathbf{y}=E(\mathbf{x})$ sufficiently flexible, we find that only one of the loss functions remains as being suitable for end-to-end learning, while two others must be discarded as they have trivial and useless minima:

Likelihood Loss The theoretical minimum of the likelihood loss (16.19) is equal to 0 and is achieved if all $p_{i j} \equiv 1$ for the transitions observed in the dataset. However, this maximum can be trivially achieved by learning a representation that assigns all
microstates to a single state, e.g., the first state:

$$
\arg \max _{E, P} \mathcal{L}_{\mathrm{ML}}\left(\mathbf{P} ;\left\{E\left(\mathbf{x}_{t}\right)\right\}\right)=\binom{E(\mathbf{x}) \equiv}{\mathbf{P}=\left(\begin{array}{cccc}
1 & 0 & \cdots & 0 \\
n / a & \cdots & \cdots & n / a \\
\vdots & & \vdots
\end{array}\right)} .
$$

Maximizing the transition matrix likelihood while varying the encoding $E$ is therefore meaningless.

Regression Loss A similar problem is encountered with the regression loss. The theoretical minimum of (16.23) is equal to 0 and is achieved when $\mathbf{y}_{t+\tau} \equiv \mathbf{P}^{\top} \mathbf{y}_{t}$ for all $t$. This, can be trivially achieved by learning the uninformative representation:

$$
\arg \max _{E, P} \mathcal{L}_{\mathrm{LSQ}}\left(\mathbf{P} ;\left\{E\left(\mathbf{x}_{t}\right)\right\}\right)=\binom{E(\mathbf{x}) \equiv 1}{\mathbf{P}=\mathbf{I d}} .
$$

Minimizing the propagator least squares error while varying the encoding $E$ is therefore meaningless. See also discussion in [76].

Variational Loss The variational loss (VAC or VAMP) does not have trivial minima. The reason is that, according to the variational principles [66, 127], the variational optimum coincides with the approximation of the dynamical components. A trivial encoding such as $E(\mathbf{x}) \equiv 1$ only identifies a single component and is therefore variationally suboptimal. The variational loss is thus the only choice among the losses described in LP1 that can be used to learn both $\mathbf{y}$ and $\mathbf{P}$ in an end-to-end fashion.

### 16.5.2 Feature Selection

We next address the problem of learning optimal feature vectors $\mathbf{x}^{f}$. We can view this problem as a feature selection problem, i.e. we consider a large potential set of features and ask which of them leads to an optimal model of the long-time MD. In this view, learning the featurization is a model selection problem that can be solved by minimizing the validation loss.

We can solve this problem by employing the variational losses as follows:

1. Compute the eigenvectors $\mathbf{U}$ (Eq. (16.27)) or the singular vectors $\mathbf{U}, \mathbf{V}$ (Eq. (16.35)) directly from the training set $\mathbf{X}^{\text {train }}=\left(\mathbf{x}_{0}^{f}, \ldots, \mathbf{x}_{T}^{f}\right)^{\top}$.
2. Using $\mathbf{U}$ or $\mathbf{U}, \mathbf{V}$, transform both training and test trajectories into spectral representation (Eq. (16.29) or (16.36)-(16.37)).
3. Compute VAC or VAMP validation scores as $\mathcal{L}_{\mathrm{VAC}}\left(\mathbf{U}^{\text {train. }} ;\left\{\mathbf{y}_{t}^{\text {test }}\right\}\right)$ (Eqs. (16.30), (16.32)) or $\mathcal{L}_{\mathrm{VAMP}}\left(\mathbf{U}^{\text {train }}, \mathbf{V}^{\text {train }} ;\left\{\mathbf{y}_{t}^{\text {test }}\right\}\right)$ (Eqs. (16.38), (16.40)).

In [95] we follow this feature selection procedure using VAMP-2 validation for describing protein folding. We find that a combination of torsion backbone angles and $\exp \left(-d_{i j}\right)$ with $d_{i j}$ being the minimum distances between amino acids performs best among a large set of candidate features.

### 16.5.3 Blind Source Separation and TICA

For a given featurization, a widely used linear learning method to obtain the spectral representation is an algorithm first introduced in [61] as a method for blind source separation that later became known as time-lagged independent component analysis (TICA) method [35, 62, 80, 102], sketched in Algorithm 3. In [80], it was shown that the TICA algorithm directly follows from the minimization of the VAC variational loss ((16.31), (16.33)) to best approximate the Markov operator eigenfunctions by a linear combination of input features. As a consequence, TICA approximates the eigenvalues and eigenfunctions of Markov operators that obey detailed balance (16.21), and therefore approximates the slowest relaxation processes of the dynamics.

Algorithm 3 performs a symmetrized estimation of covariance matrices in order to guarantee that the eigenvalue spectrum is real. In most early formulations, one usually symmetrizes only $\mathbf{C}_{0 \tau}$ while computing $\mathbf{C}_{00}$ by (16.12), which is automatically symmetric. However these formulations might lead to eigenvalues larger than 1 , which do not correspond to any meaningful relaxation timescale in the present context-this problem is avoided by the step 1 in Algorithm 3 [130]. Note that symmetrization of $\mathbf{C}_{0 \tau}$ introduces an estimation bias if the data is non-stationary, e.g., because short MD trajectories are used that have not been started from the equilibrium distribution. To avoid this problem, please refer to Ref. [130] which introduces the Koopman reweighting procedure to estimate symmetric covariance matrices without this bias, although at the price of an increased estimator variance.

Furthermore, the covariance matrices in step 1 of Algorithm 3 are computed after removing the mean. Removing the mean has the effect of removing the eigenvalue 1 and the corresponding stationary eigenvector, hence all components return by Algorithm 3 approximate dynamical relaxation processes with finite relaxation timescales estimates according to Eq. (16.9).

The TICA propagator can be directly computed as $\overline{\mathbf{P}}=\overline{\mathbf{C}}_{00}^{-1} \overline{\mathbf{C}}_{0 \tau}$, and is a least squares result in the sense of Sect.16.3.4. Various extensions of the TICA algorithm were developed: Kernel formulations of TICA were first presented in machine learning [32] and later in other fields [103, 123]. An efficient way to solve TICA for multiple lag times simultaneously was introduced as TDSEP [135, 136]. Efficient computation of TICA for very large feature sets can be performed with a hierarchical decomposition [79], or a compressed sensing approach [53]. TICA
is closely related to the dynamic mode decomposition (DMD) [90, 96, 97, 117] and the subsequently developed extended dynamic mode decomposition (EDMD) algorithms [124]. DMD approximates the left eigenvectors ("modes") instead of the Markov operator eigenfunctions described here. EDMD is algorithmically identical to VAC/TICA, but is in practice also used for dynamics that do not fulfill detailed balance (16.21), although this leads to complex-valued eigenfunctions that are more difficult to interpret and work with.

```
Algorithm 3 TICA( \(\left\{\mathbf{x}_{t}\right\}, \tau, n\) )
    1. Compute symmetrized mean free covariance matrices
\[
\begin{aligned}
& \overline{\mathbf{C}}_{00}=\lambda \mathbf{I}+\sum_{t=1}^{T-\tau}\left(\mathbf{x}_{t}-\boldsymbol{\mu}_{0}\right)\left(\mathbf{x}_{t}-\boldsymbol{\mu}_{0}\right)^{\top}+\left(\mathbf{x}_{t+\tau}-\boldsymbol{\mu}_{\tau}\right)\left(\mathbf{x}_{t+\tau}-\boldsymbol{\mu}_{\tau}\right)^{\top} \\
& \overline{\mathbf{C}}_{0 \tau}=\sum_{t=1}^{T-\tau}\left(\mathbf{x}_{t}-\boldsymbol{\mu}_{0}\right)\left(\mathbf{x}_{t+\tau}-\boldsymbol{\mu}_{\tau}\right)^{\top}+\left(\mathbf{x}_{t+\tau}-\boldsymbol{\mu}_{\tau}\right)\left(\mathbf{x}_{t}-\boldsymbol{\mu}_{0}\right)^{\top}
\end{aligned}
\]
```

with means $\boldsymbol{\mu}_{0}, \boldsymbol{\mu}_{\tau}$ defined analogously as in (16.10)-(16.11), where $\lambda$ is an optional ridge parameter.
2. Compute the largest $n$ Eigenvalues and Eigenvectors of:

$$
\overline{\mathbf{C}}_{0 \tau} \mathbf{u}_{i}=\lambda_{i} \overline{\mathbf{C}}_{00} \mathbf{u}_{i}
$$

3. Project to spectral representation: $\mathbf{y}_{t}=\left(\mathbf{x}_{t}^{\top} \mathbf{u}_{1}, \ldots, \mathbf{x}_{t}^{\top} \mathbf{u}_{n}\right)$ for all $t$
4. Return $\left\{\mathbf{y}_{t}\right\}$

### 16.5.4 TCCA/VAMP

When the dynamics do not satisfy detailed balance (16.21), e.g., because they are driven by an external force or field, the TICA algorithm is not meaningful, as it will not even in the limit of infinite data approximate the true spectral representation. If detailed balance holds for the dynamical equations, but the data is non-stationary, i.e. because short simulation trajectories started from a non-equilibrium distribution are used, the symmetrized covariance estimation in Algorithm 3 introduces a potentially large bias.

These problems can be avoided by going from TICA to the time-lagged or temporal canonical correlation analysis (TCCA, Algorithm 4) [8], which can be viewed as a direct implementation of the VAMP approach [127], i.e. it results from minimizing the VAMP variational loss ((16.39),(16.41)), when approximating the Markov operator singular functions with a linear combination of features. The TCCA algorithm performs a canonical correlation analysis (CCA) applied to time series. The price of using TCCA instead of TICA is that the interpretation of the embedding is less straightforward: in the detailed balance case, the Markov
operator eigenvalues and their variational approximation are directly related to relaxation timescales, and thus one finds a "slow" embedding. The singular values maximized in TCCA have no direct relation to a relaxation timescale, TCCA rather approximates the Markov operator at time step $\tau$ with minimal error [127].

TCCA returns two sets of features approximating the left and right singular functions of the Markov operator and that can be interpreted as the optimal spectral representation to characterize state of the system "before" and "after" the transition with time step $\tau$. For non-stationary dynamical systems, these representations are valid for particular points in time, $t$ and $t+\tau$ [47].

VAMP/TCCA as a method to obtain a low-dimensional spectral representation of the long-time MD is discussed in detail in [78], where the algorithm is used to identify low-dimensional embeddings of driven dynamical systems, such as an ion channel in an external electrostatic potential.

## Algorithm 4 TCCA $\left(\left\{\mathbf{y}_{t}\right\}, \tau, n\right)$

1. Compute covariance matrices $\mathbf{C}_{00}, \mathbf{C}_{0 \tau}, \mathbf{C}_{\tau \tau}$ from $\left\{\mathbf{x}_{t}\right\}$, as in Eqs. ((16.12)-(16.14)) or Eqs. ((16.15), (16.16)).
2. Perform the truncated SVD:

$$
\tilde{\mathbf{P}}=\mathbf{C}_{00}^{-\frac{1}{2}} \mathbf{C}_{0 \tau} \mathbf{C}_{\tau \tau}^{-\frac{1}{2}} \approx \mathbf{U}^{\prime} \mathbf{S} \mathbf{V}^{\prime \top}
$$

where $\tilde{\mathbf{P}}$ is the propagator for the representations $\mathbf{C}_{00}^{-\frac{1}{2}} \mathbf{x}_{t}$ and $\mathbf{C}_{\tau \tau}^{-\frac{1}{2}} \mathbf{x}_{t+\tau}, \mathbf{S}=\operatorname{diag}\left(s_{1}, \ldots, s_{k}\right)$ is a diagonal matrix of the first $k$ singular values that approximate the true singular values $\sigma_{1}, \ldots, \sigma_{k}$, and $\mathbf{U}^{\prime}$ and $\mathbf{V}^{\prime}$ consist of the $k$ corresponding left and right singular vectors respectively.
3. Compute $\mathbf{U}=\mathbf{C}_{00}^{-\frac{1}{2}} \mathbf{U}^{\prime}, \mathbf{V}=\mathbf{C}_{\tau \tau}^{-\frac{1}{2}} \mathbf{V}^{\prime}$
4. Project to spectral representation: $\mathbf{y}_{t}^{0}=\left(\mathbf{x}_{t}^{\top} \mathbf{u}_{1}, \ldots, \mathbf{x}_{t}^{\top} \mathbf{u}_{n}\right)$ and $\mathbf{y}_{t}^{\tau}=\left(\mathbf{x}_{t}^{\top} \mathbf{v}_{1}, \ldots, \mathbf{x}_{t}^{\top} \mathbf{v}_{n}\right)$ for all $t$
5. Return $\left\{\left(\mathbf{y}_{t}^{0}, \mathbf{y}_{t}^{\tau}\right)\right\}$

### 16.5.5 MSMs Based on Geometric Clustering

For the spectral representations found by TICA and TCCA, a propagator $\mathbf{P}(\tau)$ can be computed by means of Eq. (16.6); however, this propagator is harder to interpret than a MSM propagator whose elements correspond to transition probabilities between states. For this reason, TICA, TCCA, and other dimension reduction algorithms are frequently used as a first step towards building an MSM [79, 80, 102]. Before TICA and TCCA were introduced into the MD field, MSMs were directly built upon manually constructed features such as distances, torsions, or in other metric spaces that define features only indirectly, such as the pairwise distance of aligned molecules [43, 112]-see Ref. [40] for an extensive discussion.

In this approach, the trajectories in feature space, $\left\{\mathbf{x}_{t}^{f}\right\}$, or in the representation $\left\{\mathbf{y}_{t}\right\}$, must be further transformed into a one-hot encoding (16.17) before the MSM can be estimated via one of the methods described in Sect. 16.3. In other
words, the configuration space must be divided into $n$ sets that are associated with the $n$ MSM states. Typically, clustering methods group simulation data by means of geometric similarity. When MSMs were built on manually constructed feature spaces, research on suitable clustering methods was very active [1, 9, $11,12,16,39,42,44,67,94,105,109,132]$. Since the introduction of TICA and TCCA that identify a spectral representation that already approximates the leading eigenfunctions, the choice of the clustering method has become less critical, and simple methods such as $k$-means ${ }^{++}$lead to robust results [39,41,94]. The final step towards an easily interpretable MSM is coarse-graining of $\mathbf{P}$ down to a few states [23, 28, 38, 48, 70, 75, 133].

The geometric clustering step introduces a different learning problem and objective whose relationship to the original problem of approximating long-term MD is not clear. Therefore, geometric clustering must be at the moment regarded as a pragmatic approach to construct an MSM from a given embedding, but this approach departs from the avenue of a well-defined machine learning problem.

### 16.5.6 VAMPnets

VAMPnets [55] were introduced to replace the complicated and error-prone approach of constructing MSMs by (1) searching for optimal features $\mathbf{x}^{f}$, (2) combining them to a representation $\mathbf{y}$, e.g., via TICA, (3) clustering it, (4) estimating the transition matrix $\mathbf{P}$, and (5) coarse-graining it, by a single end-to-end learning approach in which all of these steps are replaced by a deep neural network. This is possible because with the VAC and VAMP variational principles, loss functions are available that are suitable to train the sequence of learning problems 1 and 2 simultaneously. A similar architecture is used by EDMD with dictionary learning [51], which avoids the problem of the regression error to collapse to trivial encodings $E$ (Sect. 16.5.1) by fixing some features that are not learnable.

VAMPnets contain two network lobes that transform the molecular configurations found at a time delay $\tau$ along the simulation trajectories (Fig. 16.2a). VAMPnets can be minimized with any VAC or VAMP variational loss. In Ref. [55], the VAMP-2 loss (16.41) was used, which is meaningful for both dynamics with and without detailed balance. When detailed balance (16.22) is enforced in the propagator obtained by (16.6), the loss function automatically becomes VAC2. VAMPnets may either use two distinct network lobes to encode the spectral representation of the left and right singular functions (which is important for nonstationary dynamics [46, 47]), whereas for MD with a stationary distribution we generally use parameter sharing and have two identical lobes. For dynamics with detailed balance, the VAMPnet output then encodes the space of the dominant Markov operator eigenfunctions (Fig. 16.3b).

In order to obtain a propagator that can be interpreted as an MSM, [55] chose to use a Softmax layer as an output layer, thus transforming the spectral representation to a soft indicator function similar to spectral clustering methods such as PCCA+ [19, 87]. As a result, the propagator computed by Eq. (16.6) is almost a transition
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Fig. 16.2 Overview of network structures for learning Markovian dynamical models. (a) VAMPnets [55]. (b) Time-autoencoder with propagator [54,76]. (c) Time-autoencoder (TAE) [121]. (d) Variational time-encoder [34]. (e) Deep Generative Markov State Models [131]. (f) The rewiring trick to compute the propagator $\mathbf{P}$ for a deep generative MSM
matrix. It is guaranteed to be a true transition matrix in the limit where the output layer performs a hard clustering, i.e. one-hot encoding (16.17). Since this is not true in general, the VAMPnet propagator may still have negative elements, but these are usually very close to zero. The propagator is still valid for transporting probability distributions in time and can therefore be interpreted as an MSM between metastable states (Fig. 16.4d).

The results described in [55] (see, e.g., Figs. 16.3, and 16.4) were competitive with and sometimes surpassed the state-of-the-art handcrafted MSM analysis pipeline. Given the rapid improvements of training efficiency and accuracy of deep neural networks seen in a broad range of disciplines, we expect end-to-end learning approaches such as VAMPnets to dominate the field eventually.


Fig. 16.3 Figure adapted from [55]: Approximation of the slow transition in a bistable potential by a VAMPnet with one input node ( $x$ ) and five output nodes. (a) Potential energy function $U(x)=x^{4}-6 x^{2}+2 x$. (b) Eigenvector of the slowest process calculated by direct numerical approximation (black) and approximated by a VAMPnet with five output nodes (red). Activation of the five Softmax output nodes defines the state membership probabilities (blue). (c) Relaxation timescales computed from the Koopman model using the VAMPnet transformation. (d) ChapmanKolmogorov test comparing long-time predictions of the Koopman model estimated at $\tau=1$ and estimates at longer lag times. Panels (c) and (d) report 95\% confidence interval error bars over 100 training runs


Fig. 16.4 Figure adapted from [55]: Kinetic model of alanine dipeptide obtained by a VAMPnet with 30 input nodes ( $x, y, z$ Cartesian coordinates of heavy atoms) and six output nodes. (a) Structure of alanine dipeptide. The main coordinates describing the slow transitions are the backbone torsion angles $\phi$ and $\psi$; however, the neural network inputs are only the Cartesian coordinates of heavy atoms. (b) Assignment of all simulated molecular coordinates, plotted as a function of $\phi$ and $\psi$, to the six Softmax output states. Color corresponds to activation of the respective output neuron, indicating the membership probability to the associated metastable state. (c) Relaxation timescales computed from the Koopman model using the neural network transformation. (d) Representation of the transition probabilities matrix of the Koopman model; transitions with a probability lower than $0.5 \%$ have been omitted. (e) Chapman-Kolmogorov test comparing long-time predictions of the Koopman model estimated at $\tau=50 \mathrm{ps}$ and estimates at longer lag times. Panels (c) and (e) report 95\% confidence interval error bars over 100 training runs excluding failed runs

### 16.6 LP3 Light: Learn Representation and Decoder

As discussed in Sect. 16.5.1, end-to-end learning combining LP1 and LP2 are limited in their choice of losses applied to the propagator resulting from LP2: Variational losses can be used, leading to the methods described in Sect. 16.5, while using the likelihood and regression losses are prone to collapse to a trivial representation that does not resolve the long-time dynamical processes.

One approach to "rescue" these approaches is to add other loss functions to prevent this collapse to a trivial, uninformative representation from happening. An obvious choice is to add a decoder that is trained with some form of reconstruction loss: the representation $\mathbf{r}$ should still contain enough information that the input ( $\mathbf{x}$ or $\mathbf{y}$ ) can be approximately reconstructed. We discuss several approaches based on this principle. Note that if only finding the spectral embedding and learning the propagator $\mathbf{P}$ is the objective, VAMPnets solve this problem directly and employing a reconstruction loss unnecessarily adds the difficult inverse problem of reconstructing a high-dimensional variable from a low-dimensional one. However, approximate reconstruction of inputs may be desired in some applications, and is the basis for LP3.

### 16.6.1 Time-Autoencoder

The time-autoencoder [121] shortcuts LP2 and constructs a direct learning problem between $\mathbf{x}_{t}$ and $\mathbf{x}_{t+\tau}$ (Fig. 16.2c).

$$
\begin{equation*}
\mathbf{x}_{t} \xrightarrow{E} \mathbf{y}_{?} \xrightarrow{D} \mathbf{x}_{t+\tau} . \tag{16.46}
\end{equation*}
$$

The time-autoencoder is trained by reconstruction loss:

$$
\begin{equation*}
\mathcal{L}_{\mathrm{TAE}}\left(E, D ;\left\{\mathbf{x}_{t}\right\}\right)=\sum_{t=0}^{T-\tau}\left\|\mathbf{x}_{t+k \tau}-D\left(E\left(\mathbf{x}_{t}\right)\right)\right\|, \tag{16.47}
\end{equation*}
$$

where $\|\cdot\|$ is a suitable norm, e.g., the squared 2-norm.
The TAE has an interesting interpretation: If $E$ and $D$ are linear transformations, i.e. encoder and decoder matrices $\mathbf{E} \in \mathbb{R}^{N \times n}, \mathbf{D} \in \mathbb{R}^{n \times N}$, the minimum of (16.47) is found by VAMP/TCCA, and for data that is in equilibrium and obeys detailed balance by VAC/TICA [121]. The reverse interpretation is not true: the solution found by minimizing (16.47) does not lead to TICA/TCCA modes, as there is no constraint in the time-autoencoder for the components $\mathbf{r}_{t}$-they only span the same space. Within this interpretation, the time-autoencoder can be thought of a nonlinear version of TCCA/TICA in the sense of being able to find a slow but nonlinear spectral representation.

Time-autoencoders have several limitations compared to VAMPnets: (1) Adding the decoder network makes the learning problem more difficult. (2) As indicated in scheme (16.46), it is not clear what the time step pertaining to the spectral representation $\mathbf{y}$ is $(t, t+\tau$, or something in between), as the time stepping is done throughout the entire network. (3) Since the decoding problem from any given $\mathbf{y}$ to $\mathbf{x}_{t+\tau}$ is underdetermined but the decoder network $D$ is deterministic, it will only be able to decode to a "mean" $\mathbf{x}$ for all $\mathbf{x}$ mapping to the same $\mathbf{y}$. Thus, timeautoencoders cannot be used to sample the transition density (16.3) to generated sequences $\mathbf{x}_{t} \rightarrow \mathbf{x}_{t+\tau}$.

### 16.6.2 Time-Autoencoder with Propagator

Both $[54,76]$ have introduced time-autoencoders that additionally learn the propagator in the spectral representation, and thus fix problem (2) of time-autoencoders, while problems (1) and (3) still remain.

Instead of scheme (16.46), time-autoencoders with propagator introduce a timepropagation step that makes the time step explicit for every step:

$$
\begin{equation*}
\mathbf{x}_{t} \xrightarrow{E} \mathbf{y}_{t} \xrightarrow{\mathbf{P}} \mathbf{y}_{t+\tau} \xrightarrow{D} \mathbf{x}_{t+\tau}, \tag{16.48}
\end{equation*}
$$

where $\mathbf{P}$ is the matrix defined by a $n \times n$ linear layer. Training this network exclusively with the standard autoencoder loss would not impose the correct internal structure-in particular, it would not be possible to control that $E$ learns only the representation and $\mathbf{P}$ performs the time step. Lusch et al. [54] and Otto and Rowley [76] enforce the dynamical consistency by training several lag times simultaneously with variants of the following type of loss:
$\mathcal{L}_{\mathrm{TAE}-\mathrm{P}}=\sum_{t=0}^{T-k \tau}\left(\sum_{k=0}^{K} \alpha_{k}\left\|\mathbf{x}_{t+k \tau}-D\left(\mathbf{P}^{k} E\left(\mathbf{x}_{t}\right)\right)\right\|+\sum_{k=1}^{K} \beta_{k}\left\|E\left(\mathbf{x}_{t+k \tau}\right)-\mathbf{P}^{k} E\left(\mathbf{x}_{t}\right)\right\|\right)$,
where $\alpha_{k}, \beta_{k}$ are coefficients, the first term correspond to a autoencoder reconstruction loss and the second term trains the correct time-propagation of $\mathbf{P}$ in latent space. The number of lag times, $K$, to be considered is a user-defined choice. Note that it is not a typical hyper-parameter as matching the dynamics at more lag times makes the learning problem harder, and thus the cross-validation score of (16.49) cannot be used to select $K$. Unrolling the network for $K=2$ results in Fig. 16.2b. This approach works excellently in deterministic (but highly nonlinear) dynamical systems with short time steps [54, 76].

In stochastic systems such as MD, it appears more difficult to learn $\mathbf{r}_{t}$ and $\mathbf{P}$ such that they span the spectral components of the underlying propagator and recover its largest eigenvalues. While this observation needs more study, potential explanations are that in long-time MD we need large time steps $\tau$, in order to make the spectral representation learning problem low-dimension (see Sect. 16.4.1), and that the stochastic fluctuations are large which makes learning a decoder $D$ difficult.

### 16.6.3 Variational (Time-)Autoencoders

Several recent approaches employ variational autoencoders (VAEs) for the longtime MD or related learning problems. Variational autoencoders [45] learn to sample a probability distribution that approximates the distribution underlying observation data. To this end, VAEs employ variational Bayesian inference [25]
in order to approximately minimize the KL divergence between the generated and the observed distribution. VAEs have a similar structure as usual autoencoders, with an inference network mapping from a high-dimensional variable $\mathbf{x}$ to a typically lower-dimensional latent variable $\mathbf{r}$, and attempting to reconstruct $\mathbf{x}$ in a decoder network. The main difference is that every latent point $\mathbf{r}$ encodes the moments of a distribution which are used to sample $\mathbf{x}$ such that the distributions become similar.

VAEs have been used in RAVE [86] for enhancing the sampling by identifying a space of "reaction coordinates" in which MD sampling can be efficiently driven, and in Autograin [119] to find a way to coarse-grain a molecule into effective beads. Both methods use VAEs without an inference network that employs a time step $\tau$, and therefore they address learning problems that are conceptually different from long-time MD learning problem as treated here.

A much more closely related work are variational time-encoders [34] (Fig. 16.2d), which employ a VAE between time steps $\mathbf{x}_{t}$ at the input and $\mathbf{x}_{t+\tau}$ at the output:

$$
\begin{aligned}
\mathbf{x}_{t} \xrightarrow{E} \mu\left(\mathbf{x}_{t}\right) \rightarrow \mathbf{y}_{t} \rightarrow & \oplus \rightarrow \mathbf{y}_{t+\tau} \xrightarrow{D} \mathbf{x}_{t+\tau} \\
& \uparrow \\
& \mathcal{N}(0,1)
\end{aligned}
$$

As [34] notes, this approach does not achieve the sampling of the $\mathbf{x}_{t+\tau}$ distribution (the variational theory underlying VAEs requires that the same type of variable is used at input and output) and hence does not act as a propagator $\mathbf{x}_{t} \rightarrow \mathbf{x}_{t+\tau}$, but succeeds in learning a spectral representation of the system. For this reason, the variational time-encoder is listed in this section rather than in LP3.

### 16.7 LP3 Heavy: Learn Generative Models

The full solution of LP3 involves learning to generate samples $\mathbf{x}_{t+\tau}$ from the lowerdimensional feature embedding or spectral representation. This is a very important goal as its solution would yield an ability to sample the MD propagator $\mathbf{x}_{t} \rightarrow \mathbf{x}_{t+\tau}$ at long time steps $\tau$, which would yield a very efficient simulator. However, because of the high dimensionality of configuration space and the complexity of distributions there, this aim is extremely difficult and still in its infancy.

Clearly standard tools for learning directed generative networks, such as Variational Autoencoders [45] and generative adversarial nets [29] are "usual suspects" for the solution of this problem. However, existing applications of VAEs and GANs on the long-time MD problem have focused on learning a latent representation that is suitable to encode the long-time processes or a coarse-graining, and the decoder has been mostly used to regularize the problem (Sect. 16.6.3). The first approach to actually reconstruct molecular structures in configuration space, so as to achieve long time step sampling, was made in [131], which will be analyzed in some detail below.

### 16.7.1 Deep Generative MSMs

The deep generative MSMs described [131] (Fig. 16.2e), we propose to address LP1-3 in the following manner. We first formulate a machine learning problem to learn the following two functions:

- A probabilistic encoding of the input configuration to a low-dimensional latent space, $\mathbf{x}_{t} \rightarrow E\left(\mathbf{x}_{t}\right)$. Similar to VAMPnets with a probabilistic output (Sect. 16.5.6), $E$ has $n$ elements, and each element represents the probability of configuration $\mathbf{x}$ to be in a metastable (long-lived) state $i$ :

$$
E_{i}(\mathbf{x})=\mathbb{P}\left(\mathbf{x}_{t} \in \text { state } i \mid \mathbf{x}_{t}=\mathbf{x}\right) .
$$

Consequently, these functions are nonnegative ( $E_{i}(x) \geq 0 \forall x$ ) and sum up to one ( $\sum_{i} E_{i}(x)=1 \forall x$ ). The functions $E(x)$ can, e.g., be represented by a neural network mapping from $\mathbb{R}^{d}$ to $\mathbb{R}^{m}$ with a Softmax output layer.

- An $n$-element probability distribution $\mathbf{q}(\mathbf{x} ; \tau)=\left(q_{1}(\mathbf{x} ; \tau), \ldots, q_{n}(\mathbf{x} ; \tau)\right)$, which assigns to each configuration $\mathbf{x}$ a probability density that a configuration that was in metastable state $i$ at time $t$ will "land" in $\mathbf{x}$ at time $t+\tau$ :

$$
q_{i}(\mathbf{x} ; \tau)=\mathbb{P}\left(\mathbf{x}_{t+\tau}=\mathbf{x} \mid \mathbf{x}_{t} \in \text { state } i\right) .
$$

We thus briefly call these densities "landing densities."
Schematically, deep generative MSMs treat LP1-3 in the way:


Deep generative MSMs represent the transition density (16.3) in the following form (Fig. 16.2e):

$$
\begin{equation*}
p_{\tau}\left(\mathbf{x}_{t+\tau} \mid \mathbf{x}_{t}\right)=E\left(\mathbf{x}_{t+\tau}\right)^{\top} \mathbf{q}(\mathbf{y} ; \tau)=\sum_{i=1}^{m} E_{i}\left(\mathbf{x}_{t}\right) q_{i}\left(\mathbf{x}_{t+\tau} ; \tau\right) . \tag{16.50}
\end{equation*}
$$

To work with this approach we finally need a generator $G$, which is a structure that samples from the density $\mathbf{q}$ :

$$
\begin{equation*}
G(i, \boldsymbol{\epsilon} ; \tau)=\mathbf{y} \sim q_{i}(\mathbf{y} ; \tau) \tag{16.51}
\end{equation*}
$$

It appears that deep generative MSMs do not learn the propagator explicitly. However, the propagator can be obtained from $E$ and $\mathbf{q}$ by means the "rewiring" trick (Fig. 16.2f): By exchanging the order in which $E$ and $G$ are applied and then computing the propagator $\mathbf{P}$ as a sample average over $\mathbf{q}$, obtained from repeatedly applying the generator:

$$
\begin{equation*}
p_{i j}(\tau)=\mathbb{E}_{G}\left[E_{j}(G(i, \boldsymbol{\epsilon} ; \tau))\right] . \tag{16.52}
\end{equation*}
$$

In contrast to VAMPnets (Sect. 16.5.6), it is guaranteed that the propagator (16.52) is a true transition matrix with nonnegative elements.

### 16.7.2 Deep Resampling MSMs

We first describe a very simple generator that generates no new (unseen) configurations, but only learns a function $\mathbf{q}$ that can be used to resample known configurations [131]. While this approach is clearly limited, it has two advantages: it will not generate any illegal configuration, and it can be trained with maximum likelihood. For this approach, we model the landing densities by

$$
\begin{equation*}
q_{i}\left(\mathbf{x}_{t+\tau}\right)=\frac{w\left(\mathbf{x}_{t+\tau}\right) \gamma_{i}\left(\mathbf{x}_{t+\tau}\right)}{\sum_{s=0}^{T-\tau} w\left(\mathbf{x}_{s+\tau}\right) \gamma_{i}\left(\mathbf{x}_{s+\tau}\right)} . \tag{16.53}
\end{equation*}
$$

Where $\gamma_{i}\left(\mathbf{x}_{t+\tau}\right)$ is a trainable, unnormalized density function and $w$ is an additional weight function which may be employed to change the weights of configurations, but is usually identical to 1 . In [131], $\gamma_{i}(\mathbf{y})$ is a deep neural network that receives $\mathbf{y}$ as an input as well as the condition $i$ by means of a one-hot-encoding with $n$ input units, and has a single output node encoding the probability weight. The normalized density $\mathbf{q}$ is computed by evaluating the $\gamma$-network for all configurations at time points $\tau, \ldots, T$ and then normalizing over all time points.

Deep resampling MSMs can be trained by maximizing the likelihood based on expression (16.50), resulting in the following loss function:

$$
\begin{aligned}
\mathcal{L}_{\text {DeepResampleMSM }} & =\sum_{t=1}^{T-\tau} p_{\tau}\left(\mathbf{x}_{t+\tau} \mid \mathbf{x}_{t}\right) \\
& =\sum_{t=1}^{T-\tau} \sum_{i=1}^{m} E_{i}\left(\mathbf{x}_{t}\right) q_{i}\left(\mathbf{x}_{t+\tau} ; \tau\right)
\end{aligned}
$$

where $q_{i}$ is evaluated by (16.53). Alternatively, we can optimize $\chi_{i}$ and $\gamma_{i}$ using the Variational Approach for Markov Processes (VAMP) [127]. However, we found the ML approach to perform significantly better in [131].


Fig. 16.5 Reproduced from [131]: Performance of deep versus standard MSMs for diffusion in the Prinz potential. (a) Potential energy as a function of position $x$. (b) Stationary distribution estimates of all methods with the exact distribution (black). (c) Implied timescales of the Prinz potential compared to the real ones (black line). (d) True transition density and approximations using maximum likelihood (ML) DeepResampleMSM, four and ten state MSMs. (e) KL divergence of the stationary and transition distributions with respect to the true ones for all presented methods (also DeepResampleMSM)

In deep resample MSMs, the propagator according to (16.52) becomes simply:

$$
\begin{equation*}
\mathbf{P}=\frac{1}{T-\tau} \sum_{t=1}^{T-\tau} \mathbf{q}\left(\mathbf{x}_{t+\tau}\right) E\left(\mathbf{x}_{t+\tau}\right)^{\top} . \tag{16.54}
\end{equation*}
$$

Deep resample MSMs were found to accurately reproduce the eigenfunctions and dominant relaxation timescales of benchmark examples [131], and learn to represent the transition density in configuration space (Fig. 16.5).

### 16.7.3 Deep Generative MSMs with Energy Distance Loss

In contrast to resampling MSMs, we now want to develop generative MSMs, which can produce genuinely new configurations. This makes the method promising for performing active learning in MD [10, 81], and to predict the future evolution of the system in other contexts. To this end, we train a directed generative network to represent (16.51). Such a generator can be trained with various principles, e.g. by means of a variational autoencoder or with adversarial training [29, 45]. In [131], we found that a third principle works well: training the generator $G$ by minimizing the conditional energy distance (ED). The standard ED, introduced in [110], is a metric between the distributions of random vectors, defined as

$$
\begin{equation*}
D_{E}(\mathbb{P}(\mathbf{x}), \mathbb{P}(\mathbf{y}))=\mathbb{E}\left[2\|\mathbf{x}-\mathbf{y}\|-\left\|\mathbf{x}-\mathbf{x}^{\prime}\right\|-\left\|\mathbf{y}-\mathbf{y}^{\prime}\right\|\right] \tag{16.55}
\end{equation*}
$$

for two real-valued random vectors $\mathbf{x}$ and $\mathbf{y} . \mathbf{x}^{\prime}, \mathbf{y}^{\prime}$ are independently distributed according to the distributions of $\mathbf{x}, \mathbf{y}$. Based on this metric, we introduce the conditional energy distance between the transition density of the system and that


Fig. 16.6 Reproduced from [131]: Performance of deep generative MSMs for diffusion in the Prinz Potential. Comparison between exact reference (black), deep generative MSMs estimated using only energy distance (ED) or combined ML-ED training. (a) Stationary distribution. (b-d) Transition densities. (e) Relaxation timescales
of the generative model:

$$
\begin{align*}
D & \triangleq \mathbb{E}\left[D_{E}\left(\mathbb{P}\left(\mathbf{x}_{t+\tau} \mid \mathbf{x}_{t}\right), \mathbb{P}\left(\hat{\mathbf{x}}_{t+\tau} \mid \mathbf{x}_{t}\right)\right) \mid \mathbf{x}_{t}\right]  \tag{16.56}\\
& =\mathbb{E}\left[2\left\|\hat{\mathbf{x}}_{t+\tau}-\mathbf{x}_{t+\tau}\right\|-\left\|\hat{\mathbf{x}}_{t+\tau}-\hat{\mathbf{x}}_{t+\tau}^{\prime}\right\|-\left\|\mathbf{x}_{t+\tau}-\mathbf{x}_{t+\tau}^{\prime}\right\|\right] .
\end{align*}
$$

Here $\mathbf{x}_{t+\tau}$ and $\mathbf{x}_{t+\tau}^{\prime}$ are distributed according to the transition density for given $\mathbf{x}_{t}$ and $\hat{\mathbf{x}}_{t+\tau}, \hat{\mathbf{x}}_{t+\tau}^{\prime}$ are independent outputs of the generative model. Implementing the expectation value with an empirical average results in an estimate for $D$ that is unbiased, up to an additive constant. We train $G$ to minimize $D$, and subsequently estimate $\mathbf{P}$ by using the rewiring trick and sampling (16.52).

Deep generative MSMs trained with the energy distance were also found to accurately reproduce the eigenfunctions and dominant relaxation timescales of benchmark examples [131], and learn to represent the transition density in configuration space (Fig. 16.6). In contrast to resampling MSMs described in the previous section, they can also be used to generalize to sampling new, previously unseen, configurations, and are therefore a first approach to sample the long-time propagator $\mathbf{x}_{t} \rightarrow \mathbf{x}_{t+\tau}$ in configuration space (Fig. 16.7).

### 16.8 Data and Software

Many of the algorithms described above are implemented in the PyEMMA [94] software-see [122] and www.pyemma.org for a tutorials and installation instructions. Some of the deep learning algorithms can be found on Github. ${ }^{1}$

The field is still lacking good resources with public datasets, partially because long-time MD data of nontrivial systems is typically extremely large (giga- to terabytes), and due to the unsupervised nature of the learning problems, the role of a

[^33]

Fig. 16.7 Reproduced from [131]: DeepGenMSMs can generate physically realistic structures in areas that were not included in the training data. (a) Distribution of training data. (b) Generated stationary distribution. (c) Representative "real" molecular configuration (from MD simulation) in each of the metastable states (sticks and balls), and the 100 closest configurations generated by the deep generative MSM (lines)
benchmarking dataset is less straightforward as in supervised learning. Commonly used datasets for the evaluation of long-time MD models are the fast folding protein trajectories produced by D. E. Shaw research on the Anton supercomputer [52], which can be obtained from them on request. We provide datasets for small peptides via the Python package mdshare (https://markovmodel.github.io/mdshare/).

### 16.9 Conclusions

The present chapter attempts to establish a better connection of the MD and ML research areas by coining the SAME (Sampling, Analysis, Model, Experiment) MD problems as ML tasks and pointing out existing solutions for them. Besides the open problems mentioned en passant in this chapter, I would like to highlight two outstanding challenges:

Firstly, both ML research on the approximation of quantum-chemical energies and forces $[5-7,13,14,91,99,100]$ (see other chapters in this book), and the analysis of long-time molecular thermodynamics and kinetics described in the present chapter have made impressive strides in the last decade. However, these two areas have not yet been combined. The time is ripe to do so-ML learned force fields can be used to simulate ensembles of MD trajectories, and the methods described in this chapter can be used to learn models of their stationary and long-time behavior. This combination, that we may loosely call "Quantum Kinetics," will likely teach us much new physics, as traditional ab initio MD that attempts to compute direct approximations of the Schrödinger equation in every MD time step is prohibitively expensive, and this territory is consequently uncharted.

Secondly, most of the methods described herein are fundamentally descriptive for a given molecular system but do not make predictions for other molecular systems or even simulation conditions. The role of held-out datasets is merely to select hyperparameters and therefore to balance over- and underfitting. As generating vast MD
datasets is extremely expensive even when classical force fields are used, it would be a fundamental progress if kinetic models could be learned that are transferable across chemical space. While much research on transferable models has been done in the ML prediction of quantum-mechanical energies, this problem is much harder for intensive properties such as rates or metastable states. A possible starting point might be the treatment of metastable kinetics as the combination of local switches, as proposed recently [73].
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## Discovery and Design

## Discovery and Design: Preface

The discovery and design of novel molecules and materials with desired chemical properties is crucial for a wide range of technologies, ranging from the development of new drugs to improving the efficiency of batteries and solar cells [1]. Highthroughput computational methods which combine electronic structure calculations with data analysis methods have proven to be valuable tools to tackle this challenge [2]. Yet, the computational cost of quantum-chemical calculations constitutes a serious bottleneck to the design of novel systems. The final part of this book shows that machine learning approaches can not only be used to accelerate quantum-chemical computations, but also to effectively guide the search of chemical compound space and even directly generate promising candidate systems.

Armiento [3] starts off with a review of combining high-throughput ab initio calculations with machine learning predictions of chemical properties for materials design. It covers the whole design pipeline from building a dataset of reference calculations to the training of machine learning models with focus on bulk materials. Connecting to this, Chandrasekaran et al. [4] present an application of the introduced principles to soft materials for the example of polymers in Chap. 18. Beyond that, an online platform for polymer design is introduced that provides an easily accessible interface to the machine learning models.

Since the reference calculations used for training machine learning models populate only a fraction of the vast chemical space, it is important to detect when one strays too far from the known domain and the model becomes unreliable. This topic has already been described in Chap. 15 [5] covering uncertainty estimation for machine learning force fields. However, when searching for novel materials, we are actively looking simultaneously for uncharted territory and promising candidates. In Chap. 19, Hou and Tsuda [6] give an introduction to Bayesian optimizationa machine learning-based, global optimization method that tackles this issue. The chapter reviews several applications of this technique to materials science, such as discovery of functional materials and crystal structure prediction. Next, Chap. 20 [7] discusses two alternative recommender systems for materials discovery: a
descriptor-free approach based on tensor decomposition and a knowledge-based approach.

Part III showed how deep neural networks can learn representations of molecules and materials to obtain accurate property predictions and to accelerate atomistic simulation. Beyond that, generative neural networks can be used to solve the inverse problem and, thus, are a promising tool for chemical design [8-10]. Given the desired properties, one could in principle sample suitable candidate structures from these models in the form of SMILES strings, molecular graphs, or even the full equilibrium geometries. Chapter 21 by Schwalbe-Koda and Gómez-Bombarelli [11] concludes in this part with an extensive review of such deep generative models covering the predominant architectures-variational auto-encoders, generative adversarial networks, and auto-regressive models. In this way, this last part of the book also aims to bridge the gap between machine learning for quantum simulations and ML approaches in materials and chemo-informatics.
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# Database-Driven High-Throughput Calculations and Machine Learning Models for Materials Design 

Rickard Armiento


#### Abstract

This chapter reviews past and ongoing efforts in using high-throughput ab-initio calculations in combination with machine learning models for materials design. The primary focus is on bulk materials, i.e., materials with fixed, ordered, crystal structures, although the methods naturally extend into more complicated configurations. Efficient and robust computational methods, computational power, and reliable methods for automated database-driven high-throughput computation are combined to produce high-quality data sets. This data can be used to train machine learning models for predicting the stability of bulk materials and their properties. The underlying computational methods and the tools for automated calculations are discussed in some detail. Various machine learning models and, in particular, descriptors for general use in materials design are also covered.


### 17.1 Background

Design of new materials with desired properties is a crucial step in making many innovative technologies viable. The aim is to find materials that fulfill requirements on efficiency, cost, environmental impact, length of life, safety, and other properties. During the past decades, we have seen major progress in theoretical materials science due to the combination of improved computational methods and a massive increase in available computational power. It is now standard practice to obtain insights into the physics of materials by using supercomputers to find numerical solutions to the basic equations of quantum mechanics. When using the appropriate

[^34]level of theory, these calculations can be robust enough to run in unsupervised high-throughput. Hence, materials design can be done via automated theoretical screening of candidate materials and substances, picking out those with desired properties. Early examples of this methodology include works in the fields of catalysts [1], battery materials [2,3], detector materials for ionizing radiation [4], superconductivity [5], thermoelectricity [6, 7], piezoelectrics [8, 9], transparent conducting oxides [10], and two-dimensional materials [11]. There is a wealth of further examples in the literature, see, e.g., the reviews in Ref. [12-15].

Early adoption of high-throughput methodology for materials design has invoked the ambition that it may be possible to computationally predict the existence and basic properties of essentially every single material, i.e., any composition that, in principle, can be synthesized as a reasonably long-lived "stable" compound (in the context of an environment.) This ambition has been referred to as the materials genome project [ $13,16,17$ ], which in 2011 was endorsed as a White House initiative [18]. The idea is that access to materials genome data with sufficient coverage would greatly accelerate materials design. It would be possible to perform queries against this data to pick out compositions that have some sought combination of desired properties for a specific application at, essentially, no additional computational cost [12, 13].

A large number of databases of materials-genome-type are now available, many of them open and free for access over the Internet. Some notable examples include: the Electronic Structure Project (http://gurka.physics.uu.se/esp/; 2002), the Automatic FLOW repository (aflowlib.org; 2011), the Materials Project (materialsproject.org; 2011), the Open Materials Database (openmaterialsdb.se; 2013), the Open Quantum Materials Database (oqmd.org; 2013), the Theoretical Crystallographic Open Database (www.crystallography.net/tcod; 2013), the Novel Materials Discovery Repository (nomad-repository.eu; 2014), the High Performance Computing Center Materials Database—NREL MatDb (materials. nrel.gov; 2015), and the Materials Cloud (materialscloud.org; 2017).

To use machine learning models for, e.g., molecular dynamics simulations of systems with up to a few chemical species has become increasingly popular (i.e., to accelerate simulations of the movement of some types of atoms in a material.) To train more general models with data from materials genome-type databases opens a way forward towards the vision of a complete coverage of materials and their properties. This chapter reviews the use of high-throughput techniques and tools to produce training data for these models and recent developments in the area of models with the aim of a general description of atomistic systems (i.e., molecules and materials.) This development is, at its core, the adoption of an informatics perspective to materials science and design, which has been referred to as materials informatics $[19,20]$.

It has been posed as a hypothesis that the progress of general AI methods will eventually reach "the singularity," a moment in time when self-improving AI methods set off a runaway technological development that fundamentally changes
society. ${ }^{1}$ One can, in a similar way, formulate the hypothesis that the development of increasingly sophisticated machine learning models for atomistic systems will reach a singularity of its own, i.e., a point in time of fundamental change in our theoretical description of physical matter. This change would happen when fully trained, general, machine learning models appear that are capable of predictions at the same accuracy as physics-based quantum mechanical simulations but at negligible computational effort. The result would turn the present materials genometype databases obsolete and enable true inverse design of molecules and materials with desired properties across the full chemical space at near zero computational expense. Such a development would bring far-reaching changes across the natural sciences.

In conclusion, advancing the present state of materials design with machine learning models requires progress in three key areas: (1) progress in the theory and methods used in physics-based calculations that can be used to improve the quality of training data. This requires developing methods with improved accuracy without sacrificing the low computational demand and the high level of generality that are necessary for the methods to be useful for high-throughput calculations; (2) further improved methods and tools for running automated calculations in high throughput. While there are many software packages and solutions available today for running calculations in high-throughput, major work of both practical and theoretical nature remains to turn methods that were developed and tested only on a few systems into automated workflows capable of running unsupervised at large scale without human interference; and (3) further improved machine learning models for general atomistic systems.

### 17.2 Computational Methods

Kohn-Sham density functional theory [23, 24] (KS-DFT) is the standard theoretical framework for high-throughput computation in present materials property databases. There is a range of software implementations for performing the numerical solution of the basic equations of DFT. A few prominent examples include the Vienna Ab-initio Simulation Package—VASP (vasp.at), ABINIT (www.abinit.org), Wien $2 K$ (susi.theochem.tuwien.ac.at), and Quantum ESPRESSO (www.quantumespresso.org). Of primary concern for these software packages is the numerical convergence towards the exact solution with respect to the approximations used. Most approximations are fairly straightforward to systematically improve towards a converged result, which has led to a number of standard practices for setting convergence parameters that are typically documented in relation to the respective database. See, e.g., Ref. [17] for the practices used in the Materials Project database.

[^35]One aspect of numerical convergence that frequently is in focus when discussing the accuracy of KS-DFT calculations in the context of chemistry-oriented calculations is the basis set used to represent the single particle wave functions (also known as the $K S$ orbitals.) While more or less all basis sets can be systematically extended towards numerical convergence, this can be impractical for some choices. Nevertheless, in the context of materials design of bulk materials, we are mostly concerned with fully periodic crystals where the most common choice is a planewave basis set where systematic convergence is more straightforward.

In contrast to the numerical approximations that can be, at least in principle, systematically refined to arbitrary accuracy towards the solution of the KS-DFT equations, there is one aspect of the calculations where this is not possible. This is the choice of exchange-correlation density functional. This choice is crucial for the description of the physics of the system and, by extension, which properties are available in the output. The kind of systems and properties for which one can obtain reliable data is of key importance in the present context of using high-throughput computation to produce reliable training data for machine learning models. Hence, we will in the following review the important aspects of this choice in detail.

The level of theory that so far has been the standard for high-throughput computation in first-principles materials property databases is the semi-local, "second-rung" [25] level, which uses exchange-correlation functionals on the generalized gradient approximation (GGA) form. The most commonly used functional in the context of high-throughput calculations for materials databases is the one by Perdew, Burke, and Ernzerhof [26] (PBE) with the $+U$ correction [27]. This level of theory strikes a desirable balance between computational speed and accuracy while maintaining a high level of transferability. Nevertheless, the most popular GGAtype functionals, including PBE, have known shortcomings in their description of the electronic structure. The primary issues include: (1) a tendency to give energetics that in geometrical relaxations lead to a systematic over- or underestimation of bond lengths (the local density approximation, LDA, overbinds, whereas PBE underbinds); (2) an insufficient description of the physics of weak dispersion forces/van der Waals bonding; and (3) a systematically overdelocalized description of the KS orbitals that leads to inaccuracies in a number of properties that are derived from the orbitals. These three issues will be discussed in some more detail in the subsections below.

### 17.2.1 Overdelocalized Orbitals

The fundamental issue of overdelocalized KS orbitals is related to various aspects of the self-interaction error present at the semi-local exchange-correlation functional level of theory. A simplified picture is that the self-interaction introduces a repulsive electrostatic interaction of an electron with itself, leading to a delocalization that becomes more severe the more localized the correct representation of the orbital was supposed to be, i.e., the effect more severely impacts the more localized $d$-, and even more so, the $f$ orbitals, compared to the less localized $s$ and $p$ states.

The result is a number of deficiencies in predicted materials properties. Examples of problematic properties include redox reaction energies [28,29], the polarizability of extended systems [30,31], and the silicon interstitial formation energy [32,33].

In addition to these examples, issues are also seen in a number of properties calculated from the single-particle orbitals from the KS-DFT framework, where they are used as approximations of the "true quasi-electron orbitals" of the many-electron system (to the extent that such can be defined). However, from a fundamental perspective, the discussion of the accuracy of such properties is delicate because the DFT orbitals and the quasi-electron orbitals are not the same thing, even in theory for the exact exchange-correlation functional. Hence, one cannot a priori assume that an improved functional increases the agreement with the experimental values of, e.g., optical properties calculated from the KS band structure. Nevertheless, if one compares common GGA functionals to higher order methods that are still within the framework of KS-DFT (e.g., exact DFT exchange) one finds a qualitative difference in the orbital physics. This difference translates to that when materials properties which are directly associated with the electronic structure are calculated using higher-order theory, the results come out qualitatively closer to experiments than those calculated using standard GGAs. One can, therefore, take the position that it is a worthwhile improvement over standard semi-local functionals if improved functionals can make the orbitals to more closely mimic the orbital features given by higher order methods. This motivation is independent of the justification, or lack thereof, of using KS states to approximate quasi-particle bands for calculating materials properties. For an expanded discussion on this delicate topic, see, e.g., Ref. [34].

There are a range of well-known methods to address the description of localized states in semi-local DFT, (i) an explicit orbital-dependent correction that removes the surplus electrostatic term (sic correction) [35-37]; (ii) exact exchange DFT [38]; (iii) interpolating the DFT functional with Hartree-Fock exchange energy (hybrid functionals) [39-41]; (iv) use of the many-body Green's function for a more precise description of the localized quasi-particle orbitals (GW) [42]; (v) the DFT $+U$ correction that adds an effective Hubbard-like term to the Hamiltonian to make selected localized orbitals energetically preferable [27]; and (vi) various attempts to modify the KS potential directly to make it reproduce essential features of exact exchange [31, 43-48]. All these methods, except for the last two (v, vi), require a vastly increased computational expense. Hybrid density functional methods (iii) are increasingly adopted for resolving these issues when the extra computational cost is acceptable. However, at a cost of roughly 50 times of that of standard GGAs, they are very inconvenient, or even completely unsuitable for, e.g., larger systems and high-throughput-type calculations.

Of the two less computationally expensive methods, $\mathrm{DFT}+U$ (v) is widely adopted as, arguably, the standard way of dealing with the issue of overdelocalized orbitals in high-throughput calculations and materials genome-type databases. However, DFT $+U$ is not a highly transferable method; it requires attention in the assignment of site-specific " $U$-values." In setting the value of $U$, one selects how strongly a given localized orbital on a specific site prefers full occupation
over partial occupation. In low throughput calculations, it is common to somewhat thoroughly investigate a system to arrive at a value of $U$ that reasonably reproduces the expected physics of the system, but this is clearly not an option for highthroughput calculations. There are schemes to obtain sets of values that work well for systems with some specific type of physics, e.g., for typical oxides. However, in systems of mixed chemistries and intermixed types of bonding physics, the non-universality of $U$ values becomes a serious problem. Energies obtained for different systems using different $U$-values for the same species cannot easily be mixed. Furthermore, since $U$ values are usually only assigned to specific orbital projections on a pre-selected set of transition metal species, they cannot help with overdelocalized states of different origin, e.g., for defect states that are not atomic-orbital-like.

The second computationally less expensive method in the list above is (v) the approach to model the exchange-correlation potential directly to make it reproduce essential "non-local" features of exact exchange, instead of obtaining it as a functional derivative of an energy functional. Such potentials are known as model potentials, and have in some cases been quite successful [31,43-48]. Some recent interest has been generated by the model potential of Becke and Johnson (BJ) [45], which was observed to mimic some of the crucial features of exact exchange for atoms. With various adjustments and extensions, it improves the polarization of hydrogen chains [31,47], gives closer correspondence to experimental band gaps [48], and, to some extent, gives other improved properties [49, 50]. These model potentials seem promising for future adoption in high-throughput calculations to access properties that would otherwise be problematic because of orbital delocalization.

However, there are some fundamental issues with the general approach of model potentials. Since they directly model the exchange-correlation potential, the corresponding energy functionals are not merely unknown, they usually do not exist [46, 51,52], and this deficiency cannot easily be corrected [53]. Since the KS equations are derived from a variational treatment of an energy equation, the use of such potentials has to be regarded on a weak formal basis, and are, strictly, outside the framework of KS-DFT. One cannot calculate any energy-derived properties from model potentials, e.g., one cannot do a geometry optimization that is consistent with the potential. Hence, if one starts from, e.g., theoretically generated structure candidates, one would have to use another method first to pre-relax the structure.

A closely related promising direction of functional development is the ArmientoKümmel exchange functional (AK13) [54] (co-authored by the author of this chapter.) This is a normal GGA exchange energy functional that mimics the behavior of the BJ potential while avoiding the fundamental issues with model potentials. Similar to the modified BJ-based model potentials, the AK13 exchange energy functional gives qualitatively different orbitals from common GGA functionals. The results are a KS potential with improved atomic shell structure [54], improved ionization potentials from the highest eigenvalue [54] (but see the discussion in Ref. [55]), overall a KS band structure that better match that of higher order methods, including enlarged band gaps, and improved optical properties [34, 54, 56, 57].

As mentioned, the AK13 functional avoids the problem of undefined energies and energetics in model potentials. However, their values are not as accurate as those of commonly used GGAs and mostly insufficient. In addition, other issues appear from the AK13 construction that prevent its broader indiscriminate application [55,58,59]. We are hopeful that further research into modifications of the expression can overcome the difficulties while still retaining the favorable exchange potential features.

### 17.2.2 Under- and Overestimated Lattice Constants

On the issue of systematic under- and overestimation of lattice constants, this has mostly been resolved in functional development beyond PBE. The ArmientoMattsson 2005 functional (AM05) [60,61] is a semi-local functional with the same computational difficulty as PBE, but which gives roughly half the error for lattice constants. The comprehensive testing of Haas et al. finds for the lattice constants of 60 solids that the mean absolute error is $0.053 \AA$ for PBE and $0.033 \AA$ for AM05 [62-64]. Later functionals developed by Wu-Cohen in 2006 [65-67], SOGGA by Zaho, and Truhlar in 2008 [68], and PBEsol by Perdew et al. in 2009 [6972] report similar improvements [63, 64, 70]. Further progress has been made by Perdew and coworkers on the meta-GGA level of theory, where, in addition to the electron density and its derivatives, a functional may also depend on the local value of the kinetic energy density of the KS particles. While meta-GGAs are technically more complex expressions than GGAs, implementations can be made that do not significantly increase the computational cost. The 2015 Strongly Constrained and Appropriately Normed Semilocal Density Functional (SCAN) meta-GGA [73] reportedly performs well for a wide range of properties for both solids and molecules, including lattice constants [74, 75]. However, some issues have recently been reported in the description of systems with itinerant magnetism [76].

### 17.2.3 Weak Dispersion Forces

On the topic of the description of van der Waals/London dispersion forces/weak interactions by semi-local DFT functionals, there exist a range of post-correction schemes of the energy to handle such interactions that can be deployed without any significant additional computational cost, see, e.g., Refs. [77-83]. Furthermore, there is a series of successful exchange-correlation functionals known as the vdWDF from a collaboration between Chalmers University and Rutgers University [8486] which allow a self-consistent treatment of these interactions. These functionals are not semi-local, but still fairly computationally inexpensive compared to, e.g., hybrid functionals. Furthermore, it has been shown that information about weak interactions can be extracted from local values of the kinetic energy density which are available to meta-GGAs [73, 87], at least to a level where the region around the
equilibrium in van der Waals bonds can be described. This development has been incorporated in the SCAN functional [73].

### 17.3 Materials Properties

One of the central questions with the materials genome effort is what basic properties are within reach to be collected and included in these databases. This is determined by a combination of what can be described by the level of theory used for the computations (as carefully reviewed in the previous section), and what methods are available as automated workflows. The starting point, crucial for building any materials genome-type resource, is the crystal structures and corresponding formation energies. The importance of the formation energies is due to their use in creating composition phase diagrams to estimate the zero temperature thermodynamic stability of a material. The composition phase diagram gives the ground state crystal structure of a material at zero temperature as a function of composition. It is constructed by determining the convex hull of the predicted formation energies of all competing crystal structures in a chemical subspace [16, 88, 89]. A compound with a formation energy on the convex hull is stable, whereas a compound that ends up above the hull is unstable. The distance to the hull can be used as a rough estimate of the degree to which a material is unstable (i.e., how unlikely it is to be observed, and if observed, how quickly it would deteriorate into a combination of lower energy structures.) Crystal structures with a small hull distance (very roughly up to $\sim 50 \mathrm{meV}$ ) may still be regarded as candidates for materials that in practice may be stable since such an "error margin" can account for meta-stability, stability at limited elevated temperatures, and the computational inaccuracy of the methods.

Several works have investigated the accuracy of DFT calculations of formation energies. The standard deviation of formation energies calculated with $\mathrm{PBE}+U$ to experiments for the formation of ternary oxides from binary oxides was found to be $0.024 \mathrm{eV} /$ atom; meaning $90 \%$ of the errors are within $0.047 \mathrm{eV} /$ atom, which corresponds to a mean absolute error of approximately $0.02 \mathrm{eV} /$ atom [90]. Kirklin et al. determined a mean absolute error of PBE formation energies of systems over all chemistries to be $0.136 \mathrm{eV} /$ atom, but with energy corrections that are often used in high-throughput databases to some of the elemental phase energies, this lowers to $0.081 \mathrm{eV} /$ atom [91]. However, the same paper notes that for 75 intermetallic structures they found experimental results from more than one source, giving an estimate for the mean absolute error in the experiments of $0.082 \mathrm{eV} /$ atom. (Note that the latter estimate may be affected by selection bias, i.e., there may be a larger probability of finding multiple experimental values if the results are uncertain.)

Presently the set of materials properties beyond stability and formation energies available for large data sets is somewhat limited. There is an ongoing competition between the online materials genome-type databases to grow the data they provide both in terms of included structures and materials properties. There is a wealth of methods in the literature that could potentially be used to produce data for
many different properties. However, to turn these methods into a form where they can run reliably in high-throughput is non-trivial. Among the available databases, the Materials Project is quite comprehensive in terms of properties. In addition to structural information and formation energies, they have over the years added the KS-DFT band structure (in some cases corrected using the GW approximation [42, 92]), elastic tensors [93], piezoelectric tensors [94], dielectric properties [95], phonon spectra [96], synthesis descriptors [97], and X-ray absorption spectra [98].

### 17.4 Database-Driven High-Throughput Calculations

A basic flowchart for materials design using database-driven high-throughput calculations is shown in Fig. 17.1. There are many software packages with partially overlapping aims for helping with the steps in the flowchart. Some recognized open source examples are the atomic simulation environment-ASE (wiki.fysik. dtu.dk/ase), pymatgen, custodian, and fireworks (pymatgen.org, see also the information at materialsproject.org/infrastructure; connected to the Materials Project), aflow (materials.duke.edu/AFLOW; connected to the AFLOW repository), AiiDA (aiida.net; connected to materials cloud), qmpy (connected to the open quantum materials database). The author is involved in the development of the open source high-throughput toolkit-httk (httk.org) framework, which we use extensively for high-throughput computation in our own research, and which provides the backend for the open materials database. This toolkit provides functionality for preparing and running unsupervised workflows of calculations (electronic structure, mostly targeted towards the software package VASP), analyzing the results, and storing


Fig. 17.1 A schematic flowchart representation of database-driven high-throughput materials design, largely inspired by the setup used in the Materials Project [16]. The steps on the right-hand sides represent the use of the database to find materials with desirable properties. In the context of machine learning models, the materials and materials properties in the database can be used for training and validation
them in a global and/or in a personalized database. The basic functionalities of these software packages are quite similar; in the following, we discuss the functionality of $h t t k$.

The primary focus of httk is for running automated calculations with as little human intervention as possible. This is crucial when working with large data sets, but can also be convenient when working with smaller projects. The toolkit consists of a software library developed in Python and a set of script programs that enable the interaction with supercomputers. The primary strengths of this framework compared to common alternatives are (1) the Python library provides a very integrated objectrelational mapper, where classes in object-oriented Python are used to introduce abstractions that remove much of the difficulty in setting up a personal database of SQL type in which one can store, search, retrieve, and analyze results; (2) httk consistently allows the use of exact rational numbers in place of the more commonly used floating-point numbers. The exact rational numbers allow processing of crystal structures, application of transforms, etc., without the usual loss of precision. Hence, $h t t k$ can deterministically produce an internal representation of structures read from a source file (e.g., on the cif file format), which is not the case in most other frameworks due to their use of floating-point numbers means the precise end result is influenced by the computer architecture.

The httk framework is distributed in several ways, including the PyPI service. Hence, it can easily be installed by issuing: pip install httk on a system with a modern distribution of Python. There is a set of tutorial steps and a large number of examples available to show how the framework can be utilized in the various steps of database-driven high-throughput as shown in Fig. 17.1. These are available via the project website (httk.openmaterialsdb.se).

### 17.5 Machine Learning Models for Materials Design

### 17.5.1 Models for Molecules

The primary focus in this chapter is on a type of machine learning models for use in materials design that can be said to begin with a 2012 paper by Rupp et al. on the use of kernel ridge regression for small molecules [99]. They define a matrix representation for molecules named the "Coulomb matrix." In this representation a system of $N$ atoms generates an $N \times N$ matrix where the off-diagonal elements $(i, j)$ are the Coulomb repulsion between the $i$ th and $j$ th bare atomic cores, and the diagonal elements are based on a polynomial fit to energies of free atoms to represent a static energy contribution pertaining to the $i$ th atom,

$$
C_{i j}= \begin{cases}0.5 Z_{i}^{2.4} & \text { if } i=j  \tag{17.1}\\ Z_{i} Z_{j} /\left(\left\|\mathbf{r}_{i}-\mathbf{r}_{j}\right\|_{2}\right) & \text { if } i \neq j\end{cases}
$$

One may note that the Coulomb interaction between the bare atomic cores is not a good indicator of the physics of the bonds in a system. However, the representation does not aim to push the machine learning model into a specific physics-based description, but just to constitute a well-formed way to represent the structural information (i.e., the positions of the atoms) so that the machine is free to learn the physics from the data. This model was trained on small organic molecules (with up to 7 atoms from the elements $\mathrm{C}, \mathrm{O}, \mathrm{N}$, and S , and with the valencies satisfied by hydrogen atoms; this data set is named qm7.) It was shown in the original paper that the machine can be trained to predict atomization energies of molecules not in the training set down to a mean absolute error of $10 \mathrm{kcal} / \mathrm{mol}$ at a training set size of 7 k . In units more common for materials, this model reaches $20 \mathrm{meV} /$ atom at a training set of 3000 molecules from qm7 [100].

### 17.5.2 General Models for Periodic Systems

In a 2015 work Faber, Lindmaa, von Lilienfeld, and Armiento (the author of the present chapter) extended the Coulomb matrix construct into a suitable form for periodic crystals [100]. This extension is non-trivial, since there exist more than one way to choose a unit cell in a periodic system, and therefore representations based on the Coulomb matrix easily become non-unique. As pointed out in that paper, the aim when seeking a representation for atomistic systems is to find one that is (1) complete: incorporates all features of the structural information that are relevant for the underlying problem, but at the same time; (2) compact: avoids representation of features irrelevant for the underlying problem (e.g., static rotations); (3) descriptive: structural similarity should give representations that are close; and (4) simple: low computational effort to compute, and conceptually easy to understand.

The end result of Ref. [100] was three alternative Coulomb matrix inspired representations applicable to periodic crystals. The first one was based on replacing the bare Coulomb interactions in the off-diagonal matrix elements with the corresponding expression for fully periodic systems, i.e., the sum of the total Coulomb interaction energy per unit cell between the infinite periodic lattices of the bare cores of repetitions of two separate atoms in the unit cell. These expressions are evaluated via Ewald sums [101]. The issue with this expression is that it is somewhat computationally expensive and non-trivial to evaluate correctly. The second generalization of the Coulomb matrix was to duplicate the unit cell a number of times and then use the same expression as for the non-periodic Coulomb matrix, however, with a screened Coulomb interaction (i.e., where the interaction decays exponentially to give a finite reach.) This is very similar to just using the short range term in the Ewald sum. To get an even simpler descriptor, a third expression was invented. It was shown how the Ewald sum can be replaced by an expression that mimics the basic shape and periodicity of the Ewald expression, but which still remains on a simple closed form that is easy to evaluate. This expression was named the "sine" or "sinusoidal" descriptor, because of how it reproduced the periodicity over the unit cell via a sine function.

The three alternative extensions of the Coulomb matrix to periodic systems were tested on a data set that is now known as FLAA (from the authors' initials). It consists of structures with up to 25 atoms that were randomly selected out of the Materials Project database. In these structures most atomic species occur, in proportions roughly similar to their occurrence in structures published in the literature and extracted into the inorganic crystal structure database (ICSD) [102, 103] which is the main source of crystal structures for the Materials Project. The conclusion of the 2015 paper [100] was that all three alternative extensions of the Coulomb matrix to periodic systems performed approximately equal. The sine descriptor did slightly better than the others, with a $370 \mathrm{meV} /$ atom mean absolute error for predicting formation energies when trained on 3 k structures from the FLAA data set.

Two main conclusions follow from the above results. Firstly, the performance of kernel ridge regression-based machines for atomistic systems does not appear to be particularly sensitive to the exact details of how the generalized Coulomb matrix descriptors are constructed, as long as they reasonably well adhere to the aims for a good representation listed above. Secondly, at first glance it may appear as if the performance of the models for molecules far outperforms the corresponding ones for periodic crystals ( $20 \mathrm{meV} /$ atom vs. $0.370 \mathrm{meV} /$ atom ). However, the sizes of the chemical space for the two cases are not comparable, and arguably the one used for crystals in Ref. [100] is far larger.

### 17.5.3 Crystal-Structure Specific Models

To demonstrate that these types of models are capable of reaching a level of accuracy directly useful for applications if one restricts the chemical space, the same authors investigated in 2016 a machine learning model operating on such a smaller space [104]. This work considered all substitutions of main group elements into four sites of one specific quaternary crystal structure, the elpasolite. This structure was selected because it is the quaternary crystal most frequently occurring with different substitutions in the ICSD database, indicating that this structure can accommodate many types of bonds and thus to be rewarding to characterize fully. High-throughput DFT calculations using the httk framework were used to produce data for ca 10k substitutions of elements into the elpasolite crystal structure out a total of two million possibilities. Furthermore, a subset of 12 main group elements was selected to give a reduced chemical space of 12 k possible substitutions, which were run exhaustively.

A substitution into a fixed crystal structure can be uniquely specified by giving which chemical species are at which atomic site in the structure. Hence, the 2016 paper used a very straightforward representation of, essentially, a $2 \times 4$ matrix that specified the row and column in the periodic table of the atom species at each of the four sites in the elpasolite structure. This leaves out the precise structural information of the system from the descriptor, i.e., the bond lengths between the atoms. The $2 \times 4$ matrix descriptor should be understood to technically refer to the system relaxed while confined to the elpasolite crystal structure.

A kernel ridge regression machine learning model was trained using this descriptor on formation energies for structures in the elpasolite data set, and it was shown that (1) by training on a sufficiently large subset of the exhaustive 12 k data set, the model can reach essentially any level of accuracy for predictions of structures outside the training set, at least below $<10 \mathrm{meV} /$ atom which is significantly less than the errors in the DFT data. (See the discussions of accuracy of DFT formation energies in Sect.17.3.) This shows that the performance of this machine learning model is merely a question of having a large enough training set; (2) when training on data in the larger chemical space of two million possible substitutions of main group elements into the elpasolite structure, it was sufficient to train on about 10 k structures to reach roughly the accuracy of the DFT calculations, $100 \mathrm{meV} /$ atom. This result means that the machine learning model was capable of producing DFTquality formation energies with a net $\times 200$ speedup, including all the time used to produce the training data. The resulting two million formation energies are illustrated in Fig. 17.2 reproduced from the original paper.

Furthermore, the 2016 paper also demonstrated a practical use of the large set of predicted formation energies. Phase diagrams were created for most of the elpasolite systems by using information about competing compositions from the Materials Project using the pymatgen Python library (some systems were outright dismissed on grounds of containing rare-gas elements). From these phase diagrams a number of candidates for thermodynamically stable materials were obtained by identifying compositions with a predicted formation energy on the convex hull. These candidates were validated by DFT calculations and 90 systems were confirmed to be thermodynamically stable within this level of theory. However, the compounds that passed validation only constituted a small fraction of the candidates. As explained in the paper, the reason is that the process of identifying structures on the convex hull is a screening for systems with the lowest formation energies, which are outliers in the full data set. The interpolative nature of machine learning models leads to them being significantly less accurate in predicting properties of outlier systems. Nevertheless, even with this limitation, the scheme far reduced the number of DFT calculations needed to identify thermodynamically stable elpasolite systems compared to just obtaining all formation energies from DFT calculations. The net result was a $\times 11$ speedup, including the full time spent both on the training set and the calculations used to validate the materials picked out as candidates for stability.

Hence, the crystal-structure-specific machine was demonstrated to be very successful for generating large amounts of formation energy data which is useful for greatly accelerating predictions of stable compounds in a considered crystal structure. The predictions allow extending the available data in materials genometype databases. The structures identified as stable in the work discussed above are now available (with some singular exceptions) via the Materials Project and, e.g., enters the predictions of convex hulls for user-generated phase diagrams via their online service, thus contributing to the accuracy of those predictions.


Fig. 17.2 Color matrix of the two million elpasolite energies predicted with the crystal-structure specific machine learning model of Faber et al. [104]. The $x$ - and $y$-axes specify which atomic species sits on two of the four sites in the crystal structure. At those coordinates one finds a miniature diagram over the species at the remaining two sites. Every pixel in the miniature diagram shows a formation energy of the corresponding composition of four atomic species. The figure is reproduced from the original paper and is licensed under the Creative Commons Attribution 3.0 License

### 17.5.4 Models for Predicting Composition Phase Diagrams, Crystal Structures

The success of the crystal-structure-specific machine notwithstanding, it does not directly answer the most typical materials design problem. It is, arguably, more common to seek the stable crystal structures that can be formed from a given set of chemical species, rather than all the stable chemical compositions that share the same crystal structure. This is, in essence, the crystal structure prediction problem.

In 2016, Tholander, Andersson, Armiento, Tasnádi, and Alling [105] (TAATA) produced a data set by high-throughput calculations using the httk framework. The aim was to seek stable crystal structures in the ternary chemical systems $\mathrm{Ti}-\mathrm{Zn}-$ $\mathrm{N}, \mathrm{Zr}-\mathrm{Zn}-\mathrm{N}$, and $\mathrm{Hf}-\mathrm{Zn}-\mathrm{N}$ for possible use in piezoelectrics. This high-throughput data set is a good real-world test case to evaluate the possible acceleration of
the generation of phase diagrams for identifying stable structures using machine learning models.

The author of this chapter and coworkers have since then engaged in a project of trying out new machine learning models on this problem and to develop new ones for it; the progress on this was recently reported in, e.g., Ref. [106]. At the present stage, it appears the original Coulomb matrix-based descriptors from Ref. [100] perform similar on this data set as for the original FLAA data set, which is encouraging in establishing the generality of these models. However, the resulting accuracy is not sufficient to be useful for accelerating the production of the phase diagrams. Compared to the FLAA set, the TAATA data set has much fewer atomic species, but at the same time is comprised of structures over a very wide range of formation energies. The origin of the structures in the FLAA set is the Materials Project which, as explained above, are based on structures from the ICSD database. The ICSD primarily indexes materials seen in nature which means most are thermodynamically stable and have comparably low formation energies. This restriction lowers the dimensionality of the chemical space of FLAA relative to that of TAATA.

Other recent machine learning models perform better; e.g., in Ref. [106] it was found that a descriptor by Ward et al. that encodes structural information using a Voronoi tessellation reaches a mean absolute error of $0.28 \mathrm{eV} /$ atom for 10 k structures from the TAATA data set [107]. While errors on this level are not small enough to replace the need for DFT calculations with model predictions, one may still be able to use predictions to identify and remove competing structures that are highly unstable and therefore would not influence the phase diagram, thus reducing the number of DFT calculations necessary, giving an overall reduction in the effort of producing the phase diagram. The field moves rapidly forward, and some other interesting recent developments are found in Refs. [108-111].

### 17.6 Conclusions and Outlook

This chapter has reviewed several aspects of producing training data by databasedriven high-throughput calculations, and the use of this data to train machine learning models with the aim of accelerating materials design. All these aspects are making rapid and encouraging progress. The research-front machine learning methods are now on the edge of producing results that are accurate and reliable enough to accelerate theoretical prediction of thermodynamic stability via the creation of convex hulls; i.e., the crystal prediction problem which arguably is the most important first step for materials design of bulk materials with desired properties. Further progress towards this goal, and for predicting other properties, is continuously being made. Looking forward, two crucial points can be raised: (1) further development of general machine learning models for atomistic systems with improved accuracy and a reduced need for training data is needed; but how far can that development go before it hits a fundamental wall where not enough information about the underlying physics is present in the data?; (2) the rapid development of
machine learning models will drive a need for more accurate training data. Will the progress of physics-based computational methods be able to keep up with this need of methods with improved accuracy but low enough computational effort to be useful in high-throughput?; or will the lack of a sufficient amount of high quality training data become a major bottleneck for further progress? Future research needs to target both these areas.
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#### Abstract

The Materials Genome Initiative has brought about a paradigm shift in the design and discovery of novel materials. In a growing number of applications, the materials innovation cycle has been greatly accelerated as a result of insights provided by data-driven materials informatics platforms. High-throughput computational methodologies, data descriptors, and machine learning are playing an increasingly invaluable role in research development portfolios across both academia and industry. Polymers, especially, have long suffered from a lack of data on electronic, mechanical, and dielectric properties across large chemical spaces, causing a stagnation in the set of suitable candidates for various applications. The nascent field of polymer informatics seeks to provide tools and pathways for accelerated polymer property prediction (and materials design) via surrogate machine learning models built on reliable past data. With this goal in mind, we have carefully accumulated a dataset of organic polymers whose properties were obtained either computationally (bandgap, dielectric constant, refractive index, and atomization energy) or experimentally (glass transition temperature, solubility parameter, and density). A fingerprinting scheme that captures atomistic to morphological structural features was developed to numerically represent the polymers. Machine learning models were then trained by mapping the polymer fingerprints (or features) to their respective properties. Once developed, these models can rapidly predict properties of new polymers (within the same chemical class as the parent dataset) and can also provide uncertainties underlying the predictions. Since different properties depend on different length-scale features, the prediction models were built on an optimized


[^36]set of features for each individual property. Furthermore, these models are incorporated in a user friendly online platform named Polymer Genome (www. polymergenome.org). Systematic and progressive expansion of both chemical and property spaces are planned to extend the applicability of Polymer Genome to a wide range of technological domains.

### 18.1 Introduction: Applications of Machine Learning in Materials Science

The past few years have been witness to a surge in the application of data-driven techniques to a broad spectrum of research and development fields. The discipline of machine learning [1], responsible for bringing such techniques to light, has seen multiple breakthroughs over the past two decades. One of the factors responsible for such rapid advancements in the field is the development of novel algorithms and quantitative approaches capable of learning any arbitrary mapping between a given input and the corresponding output. The increased availability of vast amounts of data and the reduction in the cost of fast computational resources are other reasons that have abetted in the preeminence of the field of machine learning.

The materials science and chemistry communities have greatly benefited from machine learning approaches over the past few years. In these communities, there have been many large-scale efforts to curate accurate and reliable databases of materials properties (both computational [2-4] and experimental). Large-scale programs such as the Materials Genome Initiative [5] (in the USA), NOMAD [6] (in Europe), and MARVEL [7] (in Switzerland) have contributed to the development of novel database infrastructures tailored to materials science challenges and have also resulted in high-throughput frameworks capable of leveraging the power of modern high-performance computing facilities $[8,9]$.

In materials science, the increasing availability of large amounts of data (both computational and experimental) has led to the prominent field of materials informatics [10-24]. The overarching goal of the field materials informatics is to accelerate the development of novel materials for specific applications. To this end, the materials science community has used machine learning to accelerate various stages of the materials discovery pipeline. For example, a variety of machine learning force-fields [25-28] have been developed to provide rapid predictions of energies and forces with quantum-mechanical accuracy. Other approaches involve the utilization of machine learning approaches to bypass the Kohn-Sham equations to directly obtain important electronic properties such as the charge density [29].

This chapter, however, focuses on the ability of surrogate models to directly predict higher length-scale properties of materials. As shown in Fig. 18.1, the measurement of materials properties has traditionally involved computationally expensive quantum-mechanical simulations or perhaps the utilization of a timeconsuming or laborious experimental technique. A novel paradigm has emerged in recent years wherein the properties of materials can be directly and rapidly obtained using predictive frameworks employing machine learning methodologies.


Fig. 18.1 The top two workflows indicate how the physical properties of materials can be obtained using traditional computational or experimental pipelines. Recent efforts, such as the Polymer Genome paradigm, seeks to accelerate the prediction of materials properties using machine learning approaches

A specific example where such a paradigm has been of great utility is the nascent field of polymer informatics. Polymers form an important (and challenging) materials class and they are pervasive with applications ranging from daily products, e.g., plastic packaging and containers, to state-of-the-art technological components, e.g., high-energy density capacitors, electrolytes for Li-ion batteries, polymer lightemitting diodes, and photovoltaic materials. Their chemical and morphological spaces are immensely vast and complex [30], leading to fundamental obstacles in polymer discovery. Some recent successes in rationally designing polymer dielectrics via experiment-computation synergies [10, 11, 19, 23, 31-38] indicate that there may be opportunities for machine learning and informatics approaches in this challenging research and development area.

We have created an informatics platform capable of predicting a variety of important polymer properties on-demand. This platform utilizes surrogate (or machine learning) models, which link key features of polymers to properties, trained on high-throughput DFT calculations and experimental data from literature and existing databases. The main elements of the polymer property prediction pipeline are summarized in the lowermost pipeline of Fig. 18.1.

In the following sections, we explain in detail the various stages of abovementioned pipeline [39], starting from the curation of the dataset all the way up to the machine learning algorithms that we have employed.


Fig. 18.2 Overview of our polymer dataset used for development of property prediction models [39]. The dataset consists of 854 polymers spanning a chemical space of nine elements and comprises properties obtained using computations as well as experiments

### 18.2 Dataset

Two strategic tracks were followed for the creation of our dataset (see Fig. 18.2): (1) via high-throughput computation using density functional theory (DFT) as presented earlier [31,40,41] and (2) by utilizing experimentally measured properties from literature and data collections [42, 43]. The overall dataset includes 854 polymers made up of a subset of the following species: $\mathrm{H}, \mathrm{C}, \mathrm{N}, \mathrm{O}, \mathrm{S}, \mathrm{F}, \mathrm{Cl}, \mathrm{Br}$, and I. Seven different properties were included in the present study. The bandgap, dielectric constant, refractive index, and atomization energy were determined using DFT computations whereas the $\mathrm{T}_{g}$, solubility parameter, and density were obtained from experimental measurements.

All the computational data were generated through a series of studies related to advanced polymer dielectrics [31,40,41]. The computational dataset includes polymers containing the following building blocks, $\mathrm{CH}_{2}, \mathrm{CO}, \mathrm{CS}, \mathrm{NH}, \mathrm{C}_{6} \mathrm{H}_{4}$, $\mathrm{C}_{4} \mathrm{H}_{2} \mathrm{~S}, \mathrm{CF}_{2}$, CHF, and O [19, 22, 40, 41, 44]. Repeat units contained $4-8$ building blocks, and 3D structure prediction algorithms were used to determine their structure [31,40,41]. The building blocks considered in the dataset are found in common polymeric materials including polyethylene (PE), polyesters, and polyureas, and could theoretically produce an enormous variety of different polymers. The bandgap was computed using the hybrid Heyd-Scuseria-Ernzerhof (HSE06) electronic exchange-correlation functional [45]. Dielectric constant and refractive index (the square root of the electronic part of the dielectric constant) were computed using density functional perturbation theory (DFPT) [46]. The atomization energy was computed for all the polymers following previous work [33-36, 41, 44, 47-52]. The DFT computed properties and associated 3D structures are available from Khazana [53](khazana.gatech.edu).

The $\mathrm{T}_{g}$, solubility parameter, and density data were obtained from the existing databases of experimental measurements $[42,43] . \mathrm{T}_{g}$, which is an indication of the transition point between the glassy and supercooled liquid phases in an amorphous polymer, is important in many polymer applications because the structural charac-
teristics (and, consequently, other properties) of the polymer changes dramatically at this point. The solubility parameter of a polymer is typically used to determine a suitable solvent to use during polymer synthesis. In this particular study we consider the Hildebrand solubility parameter.

We have determined the chemical formula and the associated topological structure from the name of polymers listed in the literature. The dataset contains a total of 854 organic polymers composed of 9 frequently found atomic species, i.e., C, H, O, N, S, F, Cl, Br, and I with properties listed in the right side panel of Fig. 18.2. Figure 18.3 shows a summary of the property space for the polymer dataset, including the range of property values, distribution, standard deviation, and the number of polymers associated with each property.








| (h) | Property | Number of data | Range | Average |
| :---: | :---: | :---: | :---: | :---: |
| Bandgap | 382 | $0.7-10.2 \mathrm{eV}$ | 3.5 eV |  |
|  | Dielectric constant | 384 | $2.61-9.09$ | 4.6 |
| Refractive index | 384 | $1.5-2.9$ | 1.9 |  |
| Atomization energy | 392 | $-6.8--5.0 \mathrm{eV} / \mathrm{atom}$ | $-5.9 \mathrm{eV} /$ atom |  |
| Glass Trans. Temp. | 451 | $162-600 \mathrm{~K}$ | 325 K |  |
| Solubility parameter | 113 | $12.3-29.2 \mathrm{MPa}^{1 / 2}$ | $20 \mathrm{MPa}^{1 / 2}$ |  |
| Density | 173 | $0.8-2.1 \mathrm{~g} / \mathrm{cm}^{3}$ | $1.1 \mathrm{~g} / \mathrm{cm}^{3}$ |  |

Fig. 18.3 Property space of Polymer Genome dataset [39]. The seven properties considered in this study were the (a) bandgap, (b) dielectric constant, (c) refractive index, (d) atomization energy, (e) $\mathrm{T}_{g}$, (f) solubility parameter, and (g) density. The histograms represent the distribution of each individual property. The solid line depicts the mean of the distribution whereas the distance between the solid line and dashed line represents the standard deviation. (h) Table detailing the number of data-points, range, and mean of each individual property considered

### 18.3 Hierarchical Fingerprinting

Fingerprinting is a crucial step of our data-driven property prediction pipeline. In this step, the geometric and chemical information of the polymers is converted to a numerical representation. This numerical representation, more often than not, is a vector of fixed number of dimensions that can be provided as an input to any given machine learning algorithm. The different dimensions of this vector would represent different characteristics of the polymer repeat unit. Such numerical descriptors of organic molecules have been utilized extensively in the past in the form quantitative structure-property relationship (QSPR) or quantitative structureactivity relationship (QSAR) models. In the current work, we go beyond existing QSPR/QSAR descriptors in order to systematically capture different length-scale features that are specific to polymeric materials built up of very long polymer chains. In essence, given a particular repeat unit, we assume that the polymer chain constructed from that repeat unit is infinitely long and therefore the descriptors that we construct must take into account this "one-dimensional" periodicity.

To comprehensively capture the key features that may control the diversity of properties of interest, we consider three hierarchical levels of descriptors spanning different length scales. At the atomic-scale, the number of times that a fixed set of atomic fragments (or motifs) occur are counted [54]. An example of such a fragment is $\mathrm{O} 1-\mathrm{C} 3-\mathrm{C} 4$, made up of three contiguous atoms, namely, a one-fold coordinated oxygen, a three-fold coordinated carbon, and a four-fold coordinated carbon, in this order. For a given polymer repeat unit, we count the number of times the $\mathrm{O} 1-\mathrm{C} 3-\mathrm{C} 4$ fragment occurs and then proceed to normalize this value by the number of atoms in polymer repeat unit (to account for the abovementioned onedimensional periodicity). Such a series of predefined "triplets" has been shown to be a good fingerprint for a diverse range of organic materials [23, 54]. A vector of such triplets form the fingerprint components at the lowest hierarchy. For the polymer class under study, there are 108 such components.

Next in the hierarchy of fingerprint components are larger length-scale descriptors of the quantitative structure-property relationship (QSPR) type mentioned earlier. A detailed description of such descriptors can be found in the RDKit Python library [55-57] that was used for the current work. Examples of such descriptors are van der Waals surface area [58], the topological polar surface area (TPSA) [59, 60], the fraction of atoms that are part of rings (i.e., the number of atoms associated with rings divided by the total number of atoms in the formula unit), and the fraction of rotatable bonds. TPSA is the sum of surfaces of polar atoms in the molecule and we observed this descriptor to be strongly correlated to the solubility. Descriptors such as the fraction of ring atoms and fraction of rotatable bonds strongly influenced properties such as $\mathrm{T}_{g}$ and density. Such descriptors, 99 in total, form the next set of components of our overall fingerprint vector.

The highest length-scale fingerprint components we considered may be classified as "morphological descriptors." These include features such as the shortest topological distance between rings, fraction of atoms that are part of side chains,
and the length of the largest side-chain. Properties such as $\mathrm{T}_{g}$ strongly depend on such features which influence the way the chains are packed in the polymer. For instance, if two rings are very close, the stiffness of the polymer backbone is much higher than if the rings were separated by a larger topological distance. Both the number and the length of the side chains strongly influence the amount of free volume in the polymeric material and therefore directly influence $\mathrm{T}_{g}$. The larger the free volume, the lower the $\mathrm{T}_{g}$. We include 22 such morphological descriptors in our overall fingerprint.

Figure 18.4 a shows the hierarchy of polymer fingerprints, including atomic level, QSPR and morphological descriptors. The overall fingerprint of a polymer is constructed by concatenating the three classes of fingerprint components. In total, this leads to a fingerprint with 229 components. Since certain descriptors are more relevant for certain properties, in the next section, we outline a methodology to discard irrelevant descriptors for every target property. Moreover, during performance assessment, we use different combinations of the three fingerprint hierarchies. For


Fig. 18.4 Hierarchy of descriptors used to fingerprint the polymers, and an example demonstration for the systematic improvement of model performance depending on the type of fingerprint considered. (a) Classification of descriptors according to the physical scale and chemical characteristics are shown with representative examples. Dimension of the fingerprint in each level can be reduced by a recursive feature elimination (RFE) process. In the " +RFE " panel, $N, \Omega$, and $E_{\text {min }}$ are total number of features in fingerprint, optimal number of features determined by RFE, and minimum error of prediction model, respectively. Plots at the bottom panel show the performance of machine learning prediction models for glass transition temperature $\left(\mathrm{T}_{g}\right)$ with (b) only atomic level descriptors, (c) atomic level and QSPR descriptors, and (d) entire fingerprint components including morphological descriptors. (e) Shows how the optimal subset selected by RFE improves the prediction model for $\mathrm{T}_{g}$ [39]
clarity of the ensuing discussion, we introduce some nomenclature. The atom triples fingerprint, QSPR descriptors, and morphological descriptors are denoted by "A," "Q," and "M," respectively. Therefore, "AQ" implies a combination of just the atom triples and QSPR descriptors.

In order to visualize the chemical diversity of polymers considered here, we have performed principal component analysis (PCA) of the complete fingerprint vector. PCA identifies orthogonal linear combinations of the original fingerprint components that provide the highest variance; the first few principal components account for much of the variability in the data [13]. Figure 18.5 displays the dataset with the horizontal and vertical axes chosen as the first two principal components, $\mathrm{PC}_{1}$ and $\mathrm{PC}_{2}$. Molecular models of some common polymers are shown explicitly, and symbol color, symbol size, and symbol type are used to represent the fraction of $s p^{3}$ bonded C atoms, fraction of rings, and TPSA of polymers, respectively. As an example from the figure, PE is composed of only $s p^{3}$ bonded C without any rings in the chain, while poly(1,4-phenylene sulfide) contains no $s p^{3}$ bonded C atoms, and more than $90 \%$ of its atoms are part of rings. As a result, these two polymers are situated far from each other in 2D principal component space.


Fig. 18.5 Graphical summary of chemical space of polymers considered. 854 chemically unique organic polymers generated by structure prediction method (minima-hopping [61]) and experimental sources $[42,43]$ distributed in 2D principal component space. Two leading components, $\mathrm{PC}_{1}$ and $\mathrm{PC}_{2}$, are produced by principal component analysis, and assigned to axes of the plot. Fraction of $s p^{3}$ bonded C atoms, fraction of rings, and normalized TPSA per atoms in a formula unit are used for color code, size, and symbol of each polymer. A few representative structures with various number of aromatic and/or aliphatic rings and their position on the map are shown [39]

### 18.4 Surrogate (Machine Learning) Model Development

### 18.4.1 Recursive Feature Elimination

As alluded to earlier, our general fingerprint is rather high in dimensionality, and not all of the components may be relevant for describing a particular property. In fact, irrelevant features often lead to a poor prediction capability. On the practical side, large fingerprint dimensionality also implies longer training times. There is thus a need to determine the optimal subset of the complete fingerprint necessary for the prediction of a particular property (i.e., different properties may require different subsets of the fingerprint vector). Rather than manually deciding which fingerprint components to use, one may utilize a wide variety of dimensionality reduction techniques to automatically select a set of features that best represent a particular property. In the current work, we utilize the recursive feature elimination (RFE) algorithm to sequentially eliminate the least important features for a given property [62]. First, linear regression is performed using the complete fingerprint vector via support vector regression. Through this process, each of the features are weighted by certain coefficients and are then ranked based on the square of these coefficients [62]. The feature with the lowest rank is subsequently eliminated and the iteration is repeated to remove the next least-important-feature. As shown in right-most panel of Fig. 18.4, the optimal number of features for a given property can be obtained by plotting the cross-validated root mean square error (RMSE) as a function of the number of descriptors. The final set of features is passed forward to the non-linear machine learning algorithm described next in Sect. 18.4.2. These features can also be used to obtain an intuitive understanding of how certain key fingerprint components influence particular materials properties.

### 18.4.2 Gaussian Process Regression

In our past work [12, 19, 31], we have successfully utilized kernel ridge regression (KRR) [63] to learn the non-linear relationship between a polymer's fingerprint and its properties. However, in this work we utilize Gaussian process regression (GPR) because of two key benefits. Firstly, GPR learns a generative, probabilistic model of the target property and thus provides meaningful uncertainties/confidence intervals for the prediction. Secondly, the optimization of the model hyperparameters is relatively faster in GPR because one may perform gradient-ascent on the marginal likelihood function as opposed to the cross-validated grid-search which is required for KRR. We use a radial basis function (RBF) kernel defined as

$$
\begin{equation*}
k\left(\mathbf{x}_{i}, \mathbf{x}_{j}\right)=\sigma^{2} \exp \left\{\left[\frac{-\left(\mathbf{x}_{i}-\mathbf{x}_{j}\right)^{2}}{2 l^{2}}\right]\right\}+\sigma_{n}^{2} \delta\left(\mathbf{x}_{i}, \mathbf{x}_{j}\right) \tag{18.1}
\end{equation*}
$$

where $\sigma, l$, and $\sigma_{n}$ are hyperparameters to be determined during the training process (in the machine learning parlance, these hyperparameters are referred to as signal variance, length-scale parameter, and noise level parameter, respectively). $\mathbf{x}_{i}$ and $\mathbf{x}_{j}$ are the fingerprint vectors for two polymers $i$ and $j$. ( $\mathbf{x}_{i}$ is an $m$ dimensional vector with components $x_{i}^{1}, x_{i}^{2}, x_{i}^{3}, \ldots, x_{i}^{m}$, determined and optimized by the RFE step described above). Performance of the model was evaluated based on the root mean square error (RMSE) and the coefficient of determination ( $R^{2}$ ). $80 \%$ of the data was used for training and the remaining $20 \%$ was set aside as a test set.

### 18.5 Model Performance Validation

The final machine learning models for each of the properties under consideration here were constructed using the entire polymer dataset for each property. To avoid overfitting the data, and to ensure that the models are generalizable, we employed five-fold cross-validation, wherein the dataset is divided into 5 different subsets and one subset was used for testing while remaining sets were employed for training. Table 18.1 summarizes the best fingerprint, dimension of fingerprint vector, and performance based on RMSE for the entire dataset. As shown in the table, the best machine learning model for the atomization energy can be constructed using just the atom triples and QSPR descriptors (i.e., "AQ") whereas most of the other properties necessitate the inclusion of morphological descriptors (i.e., 'AQM"). In Fig. 18.6, we demonstrate the sensitivity of the bandgap and dielectric constant models to the size of the training set. We see a convergence in the train and test errors as the training set size increases. Therefore, the accuracy of the ML models may be systematically improved as more polymer property values are added to the dataset.

Parity plots in Fig. 18.7 are shown to compare experimental or DFT computed properties with respect to machine learning predicted values with percentage relative error distribution. Several error metrics, such as RMSE, mean absolute error (MAE),

Table 18.1 Summary of fingerprint used for development of machine learning prediction model, and the performance of prediction for each property [39]

| Property | Best fingerprint | Dimension of fingerprint | RMSE |
| :--- | :--- | :--- | :--- |
| Bandgap | AQM + RFE | 88 | 0.30 eV |
| Dielectric constant | AQ + RFE | 35 | 0.48 |
| Refractive index | AQM + RFE | 19 | 0.08 |
| Atomization energy | AQ | 207 | $0.01 \mathrm{eV} / \mathrm{atom}$ |
| Glass transition temperature | AQM + RFE | 69 | 18 K |
| Solubility parameter | AQM + RFE | 24 | $0.56 \mathrm{MPa}^{1 / 2}$ |
| Density | AQ + RFE | 9 | $0.05 \mathrm{~g} / \mathrm{cm}^{3}$ |

Best fingerprint is selected based on average RMSE of test set for 100 models. (A Atomic level descriptors; $Q$ QSPR descriptors; $M$ Morphological descriptors; $+R F E$ subject to the RFE process)


Fig. 18.6 Learning curves constructed from the RMSE of the machine learning models for (a) bandgap and (b) dielectric constant. For each model, data was obtained from 100 independent runs with different selection of train and test set
mean absolute relative error (MARE), and $1-R^{2}$ were considered to evaluate the performance of these models, and shown together in Fig. 18.7h.

As mentioned earlier, the utilization of GPR provides meaningful uncertainties associated with each prediction. Moreover, the noise parameter of the GPR kernel gives insights into the overall errors and uncertainties associated with the prediction of that particular property for a given dataset. These uncertainties could arise as a result of variation in measurement techniques (in the case of $\mathrm{T}_{g}$, for example) or it may even arise as a result of limitations of our representation technique. For example, we are providing estimates of the bandgap through purely the SMILES string rather than the 3D crystal structure of the polymer. Therefore, the representation technique itself results in partial loss of information and this underlying uncertainty can be estimated statistically using the GPR noise parameter.

### 18.6 Polymer Genome Online Platform

For easy access and use of the prediction models developed here, an online platform called Polymer Genome has been created. This platform is available at www. polymergenome.org [64]. The Polymer Genome application was developed using Python and standard web languages such as Hypertext Preprocessor (php) and Hypertext Markup Language (HTML). As user input, the repeat unit of a polymer or its SMILES string may be used (following a prescribed format described in the Appendix). One may also use an integrated drawing tool to sketch the repeat unit of the polymer.


Fig. 18.7 The performance of the cross-validated machine learning models developed by GPR with combination of RBF and white noise kernels [39]. Comparison of DFT computed (a) bandgap, (b) dielectric constant, (c) refractive index, (d) atomization energy, experimental (e) $\mathrm{T}_{g}$, (f) Hildebrand solubility parameter, and (g) density for the predicted values are shown with inset of distribution of $\%$ relative error, $(y-Y) / Y \times 100$ where $Y$ is DFT computed or experimental value, and $y$ is machine learning predicted value. The error bars in the parity plots represent uncertainties (standard deviations) obtained using GPR. Other error metrics including RMSE, mean absolute error (MAE), mean absolute relative error (MARE), and $1-R^{2}$ are summarized in (h)

Once the user input is delivered to Polymer Genome by the user, property predictions (with uncertainty) are made, and the results are shown in an organized table. The names of polymers (if there are more than one meeting the search criteria) with SMILES and repeat unit are provided with customizable collection of properties. Upon selection of any polymer from this list, comprehensive information is reported. This one-page report provides the name and class of the polymer, 3D visualization of the structure with atomic coordinates (if such is available), and properties determined using our machine learning models. A typical user output of Polymer Genome is captured in Fig. 18.8.


Fig. 18.8 Overview of Polymer Genome online platform available at www.polymergenome.org. Keyword PE is used as an example user input to show resulting Polymer details page [39]

### 18.7 Conclusions and Outlook

The Materials Genome Initiative and similar other initiatives around the world have provided the impetus for data-centric informatics approaches in several subfields of materials research. Such informatics approaches seek to provide tools and pathways for accelerated property prediction (and materials design) via surrogate models built on reliable past data. Here, we have presented a polymer informatics platform capable of predicting a variety of important polymer properties on-demand. This platform utilizes surrogate (or machine learning) models that link key features of polymers (i.e., their "fingerprint") to properties. The models are trained on high-throughput DFT calculations (of the bandgap, dielectric constant, refractive index, and atomization energy) and experimental data from polymer data handbooks (on the glass transition temperature, solubility parameter, and density). Certain properties, like the atomization energy, depend mainly on the atomic constituents and short-range bonding, whereas other properties, such as the glass transition temperature, are strongly influenced by morphological characteristics like the chainstiffness and branching. Our polymer fingerprinting scheme is thus necessarily hierarchical and captures features at multiple length scales ranging from atomic connectivity to the size and density of side chains. The property prediction models
are incorporated in a user friendly online platform named Polymer Genome (www. polymergenome.org), which utilizes a custom Python-based machine learning and polymer querying framework.

Polymer Genome, including the dataset, fingerprinting scheme, and machine learning models, remains in early stages. Coverage of the polymer chemical space needs to be progressively increased, and further developments on the fingerprinting scheme are necessary to adequately capture conformational (e.g., cis versus trans, tacticity, etc.) and morphological features (e.g., copolymerization, crystallinity, etc.). Systematic pathways to achieve such expansion are presently being examined to extend the applicability of the polymer informatics paradigm to a wide range of technological domains. Moreover, looking to the future, the ability of our informatics platform to automatically suggest polymers that are likely to possess a given set of properties would be of tremendous value within the context of "inverse design" [65]. Approaches involving Bayesian active learning techniques [66] and variational autoencoders [67] will allow the automated search of chemical and morphological space for materials with desired properties at a significantly accelerated pace.
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# Bayesian Optimization in Materials Science 

Zhufeng Hou and Koji Tsuda


#### Abstract

Bayesian optimization (BO) algorithm is a global optimization approach, and it has been recently gained growing attention in materials science field for the search and design of new functional materials. Herein, we briefly give an overview of recent applications of BO algorithm in the determination of physical parameters of physics model, the design of experimental synthesis conditions, the discovery of functional materials with targeted properties, and the global optimization of atomic structures. The basic methodologies of BO in these applications are also addressed.


### 19.1 Introduction

The materials design and discovery mostly involve the choice of atomic elements, chemical compositions, structure, or processing condition of a material to meet a design criteria. Mathematically, the design or discovery of a material with a targeted property is often formulated as an optimization problem of a black-box function [1]. The traditional trial-and-error approach for discovering a new functional material is laborious, time-consuming, and costly. Its success also depends on the intuition and prior knowledge of researcher. Thanks to the rapid advancement of computing power and of predictive power of first-principles calculations, the high-throughput

[^37]computational method becomes an alternative approach for materials design [2]. In both approaches, the exhaustive search is mostly prohibited because of the limitation in assigned budget. The more valuable experiment is desired to try in a higher priority.

Bayesian optimization (BO), aka kriging, is a well-established technique for the black-box optimization [1, 3, 4]. Bayesian prediction model, most commonly Gaussian processes (GP) [5], is used to predict the black-box function, where the uncertainty of the predicted function is also evaluated as predictive variance. Based on the predicted values and variances, next experiments are suggested. In the early stage, the BO was popular in engineering [6]. Recently, the BO has gained momentum in machine-learning research due to the success of hyperparameter tuning in deep learning algorithms [7,8]. The application of BO in materials science started from 2015 [9]. We are aware of one chapter [10] and one monograph [11] that have discussed the basic methodologies of BO for materials design. Nowadays, the BO has been gained more attention for its applications in either the experimental condition design [12,13] or the computational design of functional materials [14]. Herein, we will give an overview of the recent applications of BO in several subjects of materials science.

### 19.2 Bayesian Optimization

The BO proceeds by iteratively developing a global statistical model of objective function $f(\mathbf{x})$. We start with a prior distribution $P(f)$ over the objective function and a likelihood function $P(\mathcal{D} \mid f)$ that describes the data generation process. Then, at each iteration, a posterior distribution $P(f \mid \mathcal{D})$ is computed by conditioning on the previous evaluations of the objective function, namely $P(f \mid \mathcal{D}) \propto P(\mathcal{D} \mid f) P(f)$, treating them as observations in a Bayesian nonlinear regression with Gaussian process prior. An acquisition function is then used to map beliefs about the objective function to a measure of how promising each location in the input space is, if it was to be evaluated next. The goal is then to find the input that maximizes the acquisition function, and select it for function evaluation. Once the function evaluation is complete, the new observation is added to the dataset and we begin the next iteration. The termination condition is often a maximum number of function evaluations. This procedure is illustrated in Algorithm 5.

```
Algorithm 5: General algorithm of Bayesian optimization
    Input: search space \(\mathcal{X}\), model \(\mathcal{M}\), initial design \(\mathcal{D}\), acquisition function \(\alpha\),
        objective \(f\)
        repeat
            Fit the model \(\mathcal{M}\) to the data \(\mathcal{D}\)
        Maximize the acquisition function: \(\hat{\mathbf{x}}=\operatorname{argmax}_{\mathbf{x} \in \mathcal{X}} \alpha(\mathbf{x}, \mathcal{M})\)
        Evaluate the function: \(\hat{y}=f(\hat{\mathbf{x}})\)
        Add the new data to the dataset: \(\mathcal{D}=\mathcal{D} \cup\{(\hat{\mathbf{x}}, \hat{y})\}\)
    until termination condition is met
    Output: the optimal candidate \(\mathbf{x}^{*}=\operatorname{argmax}_{\mathbf{x} \in \mathcal{X}} \mathbb{E}_{\mathcal{M}}[f(\mathbf{x})]\)
```

In the recent years, several open-source packages of BO were designed especially for the materials science. We list them as below:

- COMBO (COMmon Bayesian Optimization Library): https://github.com/ tsudalab/combo;
- BASC (Bayesian Active Site Calculator): https://gitlab.com/caml/basc;
- Phoenics (Probabilistic Harvard Optimizer Exploring Non-Intuitive Complex Surfaces): https://github.com/aspuru-guzik-group/phoenics;
- Matpredict: https://gitlab.com/tammal/matpredict;
- MOE (Metric Optimization Engine): https://github.com/Yelp/MOE.

Herein, we briefly present the technical features of BO in the COMBO code [15], which was developed by Ueno et al. in Tsuda's research group. Both the most commonly used GP [5] and the Bayesian linear regression (BLR) were implemented for the prediction model. The GP in the COMBO code was constructed using the squared-exponential kernel function, while the BLR was constructed using the random feature map [16] to approximate the kernel function. Since the details of GP have been well explained in a book by Rasmussen and Williams [5], herein we will skip them and give a bit more about the implementation of BLR in the COMBO code. Let us now assume that we have observed a set of data $\mathcal{D}=\left\{\left(y_{i}, \mathbf{x}_{i}\right), i=1, \ldots, n, \mathbf{x}_{i} \in \mathcal{R}^{d}\right\}$. The BLR model for this dataset can be specified as follows:

$$
\begin{equation*}
\mathbf{y}=\mathbf{w}^{\top} \phi(\mathbf{x})+\epsilon, \tag{19.1}
\end{equation*}
$$

where $\phi: \mathcal{R}^{d} \rightarrow \mathcal{R}^{\ell}$ is a feature map, $\mathbf{w} \in \mathcal{R}^{\ell}$ is a weight vector, and $\epsilon$ is the noise subject to $\mathcal{N}\left(0, \sigma^{2}\right)$. The feature map is defined so that the inner product $\phi(\mathbf{x})^{\top} \phi\left(\mathbf{x}^{\prime}\right)$ corresponds to the Gaussian kernel:

$$
\begin{equation*}
\phi(\mathbf{x})^{\top} \phi\left(\mathbf{x}^{\prime}\right)=\exp \left(-\frac{\left\|\mathbf{x}-\mathbf{x}^{\prime}\right\|^{2}}{\eta^{2}}\right) . \tag{19.2}
\end{equation*}
$$

Using $\ell$ random samples $\left\{\omega_{i}, b_{i}\right\}_{i=1}^{\ell}$, the feature map is defined as below:

$$
\begin{equation*}
\phi(\mathbf{x})=\left(z_{\boldsymbol{\omega}_{1}, b_{1}}\left(\frac{\mathbf{x}}{\eta}\right), \ldots, z_{\boldsymbol{\omega}_{\ell}, b_{\ell}}\left(\frac{\mathbf{x}}{\eta}\right)\right)^{\top}, \tag{19.3}
\end{equation*}
$$

where $z_{\boldsymbol{\omega}, b}(\mathbf{x})=\sqrt{2} \cos \left(\boldsymbol{\omega}^{\top}+b\right)$, in which $\omega$ is drawn from the Fourier transform $p(\boldsymbol{\omega})$ of kernel and $b$ is drawn uniformly from $[0,2 \pi]$. A $\ell \times n$ matrix $\Phi$ can be constructed by choosing its $i$ th column to be $\phi\left(\mathbf{x}_{i}\right)$. The posterior distribution of $\mathbf{w}$ at given data $\mathcal{D}$ is described as below:

$$
\begin{equation*}
\mathbf{w} \mid D \sim \mathcal{N}(\mu, \Sigma), \tag{19.4}
\end{equation*}
$$

where

$$
\begin{align*}
& \boldsymbol{\mu}=\left(\Phi \Phi^{\top}+\sigma^{2} \mathrm{I}\right)^{-1} \Phi \mathbf{y},  \tag{19.5}\\
& \Sigma=\sigma^{2}\left(\Phi \Phi^{\top}+\sigma^{2} \mathrm{I}\right)^{-1} . \tag{19.6}
\end{align*}
$$

The predicted value for candidate point $\mathbf{x}_{i}$ is given by $\mathbf{w}^{\top} \phi\left(\mathbf{x}_{i}\right)$. The hyperparameters $\sigma$ and $\eta$ in the kernel functions can be tuned automatically by maximizing the type-II likelihood [5]. Three types of acquisition functions, namely maximum probability of improvement (MPI) [1], maximum expected of improvement (MEI)
[17], and Thompson sampling (TS) [18], have been implemented in the COMBO code. The combination of TS and BLR was designed to improve the optimization efficiency for the large-scale problems. To use BO in the COMBO code, the user shall feed a search space as input and prepare the evaluation of objective function via calling the simulator or feeding the experimental measurement results as input. Depending on the evaluation approach of objective function, the materials design and discovery using BO in the COMBO code can be performed in an automatic or interactive manner. The flowchart of BO in the COMBO code is illustrated in Fig. 19.1.

### 19.3 Application of Bayesian Optimization in Materials Science

### 19.3.1 Determine the Parameters in a Physics Model

In materials science the understanding of material properties at a microscopic or macroscopic scale in many cases can be rationalized using some (semi-)empirical physics models, such as tight-binding (TB) model, model Hamiltonian, classical molecular dynamics, and so on. Such physics models may contain lots of ad hoc parameters, whose values can be determined by fitting the model to a reference of available experimental data or of pre-generated high-level (e.g., first-principles)


Fig. 19.1 Flowchart of BO in the COMBO code. The evaluation of objective function may be experimental measurement or theoretical simulations. The candidate points for next evaluation of objective function can be recommended by maximum expected of improvement, which is a widely used acquisition function, or Thompson sampling for a large-scale problem. The stopping criterion may be the allowed maximum iteration steps or the predefined convergence threshold of objective function
simulation data [19,20], although some of which can be rigorously derived in an ab initio manner. In the former case, the fitting problem of a set of parameters $\boldsymbol{\theta}=$ $\left\{\theta_{1}, \theta_{2}, \ldots, \theta_{m}\right\}$ in a physics model can be formulated by minimizing a loss function as defined below to search for optimal parameters $\boldsymbol{\theta}^{*}$ :

$$
\begin{equation*}
L(\boldsymbol{\theta})=\sum_{\alpha=1}^{n}\left|f_{\alpha}(\boldsymbol{\theta})-f_{\alpha}\right|^{2}, \tag{19.7}
\end{equation*}
$$

where $f_{\alpha}(\boldsymbol{\theta})$ is the outputted data of the considered physical properties from the employed physics model at a given set of parameters $\boldsymbol{\theta}$, while $f_{\alpha}$ is the reference data of the considered physical properties that may be collected from experimental measurement or more accurate ab initio simulation. We note that the derivatives of loss function (Eq. 19.7) with respect to $\theta$ may be numerically inaccessible, particularly in the case of reference data obtained from an experimental measurement. Therefore, a derivative-free optimization approach is highly desired for the determination of optimal parameters $\boldsymbol{\theta}^{*}$ in Eq. 19.7.

Since BO is derivative free, it has become a successful tool for the hyperparameter optimization of machine-learning algorithms, such as support vector machines or deep neural networks [8]. The BO has also gained attention for fitting the parameters in a physics model. Recently, Tamura and Hukushima have demonstrated the BO for estimating spin-spin interactions in the classic Ising model and in the quantum Heisenberg model under magnetic field $H$ [21,22]. The BO showed much better efficiency than the random search method, steepest descent
method, and Monte Carlo method in the estimation of three or five parameters in these model Hamiltonians [22].

### 19.3.2 Discovery of New Functional Materials

The discovery of new materials, or innovative use of existing materials, is essential to make progress in many areas such as electronics, information technologies, automotive and aerospace transportation, biomedicine, energy storage as well as nanotechnologies. The design of materials with the optimal properties for each individual application is a long-standing topic in materials research. The approach from an integration of experimental, computational, and data sciences increasingly shows promising powerfulness in accelerating the materials discovery and design.

The BO, which is also known as a machine-learning framework to optimize expensive black-box functions, can be easily integrated not only with experimentation to effectively optimize developmental stage processes for synthesis of novel materials [13, 23-26], but also with first-principles simulations for high-throughput virtual screening of large-scale space of candidate compounds [9, 27]. In the former case, the materials composition and operating parameters in synthesis are of most interest, and they can form a continuous and large search space. Generally, both material property of interest and process-related variables are used as inputs, the machine-learning algorithm in BO recommends a next experimental setup or specification, the experimental synthesis and measurement for the recommended specification are performed, and the return of experimental data values to the algorithm is proceeded in an iterative cycle until the target goal of material property is achieved. The whole procedure is schematically illustrated in Fig. 19.2. Very recently, we applied such an approach to assist the synthesis of off-stoichiometric samples of $\mathrm{Al}_{2} \mathrm{Fe}_{3} \mathrm{Si}_{3}$ compound and were able to find its optimal composition ratio for a significant enhancement of thermoelectric performance within several iterations [28].

Thanks to rapid advances in computational power and techniques over recent decades, many material properties at atomic scale can now be predicted reliably from first-principles calculations [29,30]. Recently, high-throughput first-principles computation has been recognized as an efficient tool to accelerate materials discovery [2]. However, because of the computational cost, a straightforward highthroughput screening with first-principles techniques is usually limited to hundreds or thousands of stoichiometric materials, which are a small fraction of the overall phase space of inorganic compounds [31]. The integration of BO with highthroughput first-principles calculations enables a possibility of virtual screening to reduce computational cost and to cover the overall phase space. In this approach, the search space may be chosen from the experimental crystal structure database, such as Inorganic Crystal Structure Database (ICSD) [32], Pauling File [33], Atomwork [34], and Crystallography Open Database (COD) [35], or be generated for prototype structures by enumerating the ways in which the constituent elements of periodic table can be combined. In this context, the search space is usually


Fig. 19.2 Framework of machine-learning assisted synthesis of functional materials with targeted properties. The initial dataset comprises the material property for already explored specifications, which may be pre-generated or even collected from literature. The machine-learning algorithm recommends a next experimental specification for synthesis according to a selection policy. Next, synthesis of the recommended specification and measurements of its properties are performed. The measured data is appended to the dataset as a feedback, and the next iteration is repeated until the target goal of material property is achieved
represented by material descriptors and thus is discrete. The features of constituent elements, the crystalline volume, or the mass density of every candidate compound can be used in the material descriptors, which form a vector [36-38]. The features of constituent elements may include the information of atoms in periodic table, such as the mass, radius, electron affinity, ionization energy, and so on [36-39], and they are usually called elemental descriptors. The choice of materials descriptors can affect the practice efficiency of BO in the virtual screening of materials. This has been pointed out by Seko et al. [9] in the application of BO for seeking low-thermalconductivity compounds.

### 19.3.3 Global Optimization of Atomic Structure

One of the most fundamental properties of a material is its atomic structures, such as cluster, crystal, surface, and interface structures. Knowledge of a material's atomic structure is a prerequisite to many computational materials studies. Once the structure is known, a large number of physical properties can be predicted using first-principles calculations. Computationally finding the most stable (lowest in energy or free energy) structure of a large assembly of atoms is a very difficult problem because of two aspects [40]. One is that the number of minima in the potential energy surface (PES) of a large system increases exponentially with the number of atoms [40-42]. The other one is that finding the global minimum energy structure with certainty presumably involves visiting every local minimum and consequently the computational cost also increases exponentially with the number of atoms [40]. Despite these difficulties, steady progress has been made over
the last two decades owing to the rapid advances in computing power and the improved efficiency in ab initio total energy calculation methods. So far, a variety of approaches have been developed for the atomic structure prediction, including the genetic algorithm (GA) [43], the evolutionary algorithm (EA) [42], the particle swarm optimization (PSO) [44], the random search [40], the minima hopping (MH) method [45], and so on. The implementation and the successful applications of these approaches for the global search of atomic structure have been reviewed recently in three books [46-48]. Compared with the aforementioned approaches for the global search of atomic structure, the BO is a new comer and shows competing features, namely the free of ad hoc parameters in the algorithm itself and the capability of predicting the total energies of unvisited structures based on the visited PES. Herein, we discussed the applications of BO in the global optimization of atomic structure for three typical systems, namely the interface structure, the adsorption structure of a molecule on solid surface, and the crystal structure.

### 19.3.3.1 Optimization of Interface Structure

A solid interface is defined as a small number of atomic layers that separate two solids in intimate contact with one another, where the properties differ significantly from those of the bulk material it separates [49]. Grain boundaries (GBs) are a special type of interface that form when grains of the same phase but different crystallographic orientations abut [50]. The simulation of an interface structure using the supercell model requires a larger number of atoms than those of bulk structures. Because of the increased computational cost, it is much more difficult to perform straightforward structure search using accurate quantum mechanics methods. Much less work on the global prediction of interface structures has been reported [51-53].

Very recently, Kiyohara and his coworkers [54] have taken the case of simplified coincidence-site lattice (CSL) GB of a metal as an example and employed the BO algorithm with the empirical potential method to determine its stable atomic structure. For such a simplified CSL GB, each side of the interface could be approximated as a rigid body and thus the corresponding atomic structure is characterized by three parameters that arise from three-dimensional translations in the used supercell, namely the in-plane relative displacement (denoted as $\Delta x$ and $\Delta y$ ) of the two rigid atomic layers along the interface plane (assumed in the $x y$ plane) and the interlay distance (denoted as $\Delta z$ ) along the normal direction of interface plane. Here, we shall mention that this treatment is also applicable in the simulation of vertical heterostructure of two-dimensional (2D) materials [55], since the structure reconstruction rarely occurs therein. So that, the search of stable atomic structure of simplified CSL GBs is formulated as the minimization of GB energy in a three-dimensional space. For a given structure (namely $\Delta x, \Delta y$, and $\Delta z$ ) of GB, the GB energy can be evaluated from a static lattice calculation using the empirical potential method. Kiyohara et al. showed that the stable interface structure among ten hundreds possible structures of GB can be determined by only several tens to a hundred calculations using the BO algorithm [54].

### 19.3.3.2 Adsorption Structure of Molecule on Solid Surface

Molecule adsorption on solid surfaces plays a key role in many surface chemical processes, including heterogeneous catalysis, gas sensing, and building nanoelectronic device from a bottom-up approach. The process of a molecule binding to a surface (called adsorption) involves searching for energetically favorable binding sites. That is to say, for a given solid surface and a given molecule, which adsorption structure does correspond to the globally minimized potential energy?

By taking several assumptions to simplify the degrees of freedom, i.e., no dissociation for molecule adsorbate, negligible deformation of molecule caused by the adsorption, and no molecular-adsorption-induced surface reconstruction, which might be reasonable particularly in the gas sensing and in the self-organization of organic molecules on solid surface, the molecule adsorbate can be treated as a rigid body. So that the search of adsorption structure could be formulated as the minimization of a low-dimensional objective function, that is, the energy minimization with respect to six parameters. These six parameters include the location of the center of molecule along the surface plane, which can be characterized by two parameters, $x$ and $y$; the distance of the center of molecule with respect to the topmost surface atoms, which is denoted as $z$; and the orientation of molecule adsorbate in space, which can be fully specified by three parameters, $\varphi, \theta$, and $\psi$, commonly known as the Euler angles [56-58]. By taking into account the symmetry, e.g., the inplane translation symmetry of solid surface due to the periodic boundary along the surface plane and the molecule symmetry, one may rationally choose the constraint ranges for the parameters $x, y, \varphi, \theta$, and $\psi$. The constraint range for the parameter $z$ can be chosen according to the typical bonding range that covers from a strong covalent bonding to a weak Van der Waals one. Very recently, Carr et al. [56, 57] and Todorović et al. [58] have independently demonstrated the BO algorithm in treating the energy minimization of such a six-dimensional potential surface. The results in both of their studies showed that BO can efficiently accelerate the search of adsorption structure of a molecule on solid surface. To find the minimum potential energy, the number of density functional theory evaluations called in BO was much smaller than that in the other two used algorithms, namely the differential evolution and the constrained minima hopping algorithms [56,57].

For the self-organization of medium-sized organic molecules on solid surface, not only the molecule adsorption but also the molecule arrangement are needed to be considered. Taking the adsorption of two molecules on solid surface as an example for simplicity, the distance between the centers of two adsorbed molecule shall be taken into account, which increases the dimensionality of the potential energy surface. However, it does not affect the efficiency of BO algorithm in the determination of molecule arrangement on solid surface, as demonstrated by Packwood and Hitosugi [59]. Their results showed that BO can optimize the arrangement of two medium-sized aromatic adsorbates on a copper (111) surface within tens of density functional theory energy evaluations.

### 19.3.3.3 Crystal Structure Prediction

Crystal structure is a unique arrangement of atoms in a crystalline material, which is represented by the coordinates of atoms and the lattice vectors. The PES of a crystal structure is exceedingly multidimensional, namely the number of degree of freedom is $3 N+3$ [42], where $N$ is the number of atoms in the unit cell. The crystal structure prediction might be much more complex, as compared with the aforementioned optimizations of a CSL GB structure and a molecule adsorption structure. The central problem in crystal structure prediction is to find the globally stable structure for a given chemical composition from first-principles [60,61].

Based on the BO algorithm, as implemented in the COMBO code [15], Yamashita et al. [62] have developed the approach of BO for crystal structure prediction. It involves the following steps.

The search space in the BO for crystal structure prediction was predefined by a large number of initial structures that were randomly generated. The random generation of an initial structure was performed in three steps. First, the space group of a structure was randomly selected. And then the unique lattice parameters of a structure with the selected space group were randomly taken from their predefined constraint ranges. Finally, a combination of the Wyckoff positions corresponding to the selected space group is randomly selected so that the number of atoms in the cell meets the predefined chemical composition. Such a scheme for randomly generating initial structures has also been employed in other approaches [40,42,44] for crystal structure prediction. The number of initial structures required to find the globally stable structure depends on the system size.

In the BO approach for crystal structure prediction, the descriptors of a crystal structures are required to describe similarity of crystal structures and to establish the correlation between energy and structure. The general aspect of structure descriptors has been discussed by Bartók et al. [63] The choice of structure descriptors is not unique. One of them is the fingerprint function of Oganov and Valle [64], as adopted by Yamashita et al. [62] in the BO approach for crystal structure prediction. For the structure of substitution alloy, the structure descriptor can be properly constructed using the bits of 0 or 1 for the host or substitution sites. Such a choice of structure descriptors has been used in the applications of BO for the design of SiGe nanostructure [14] and for the determination of the stable structures of boron-doped graphene [65].

In crystal structure prediction, the local structure optimization was usually performed using gradient-based methods for every calculated structure, namely the total energy, the residual forces on atoms, and the residual stress on cell were relaxed until their predefined convergence thresholds were reached. If all generated structures were relaxed to reach their respective local minima, it will be very timeconsuming. In the BO approach for crystal structure prediction, one first randomly selected ten or twenty structures from the all generated crystal structures and then optimized their structures using the first-principles calculations. The structure descriptors of the optimized structures were calculated. The obtained total energies and structure descriptors of the optimized structures were used as a training dataset
in the BO, and then the next candidate structures to be optimized were recommended by the BO according to an acquisition function. Such a procedure of local structure optimization and structure selection was repeated in the BO until the most stable structure was found.

Yamashita et al. [62] has taken the NaCl and $\mathrm{Y}_{2} \mathrm{Co}_{17}$ as the test cases to check the efficiency of BO approach for crystal structure prediction. The most stable structures of NaCl and $\mathrm{Y}_{2} \mathrm{Co}_{17}$ at ambient are known to be the rocksalt and $\mathrm{Th}_{2} \mathrm{Zn}_{17}$ structures, respectively. The BO approach can reduce the average number of trials by 31 and $39 \%$ to find their most stable structures among the 800 and 1000 initial structures, respectively, leading to a much less computational cost. This is because the BO enables us to balance the trade-off between the exploration and exploitation of search space in crystal structure prediction.

### 19.4 Conclusions

The Bayesian optimization, which is a machine-learning-based global optimization method, has been gained attention in materials science. It has been shown to accelerate the fitting of low-dimensional physical parameters and the search of global stable crystal structure in a high-dimensional potential energy surface. The integration of the high-throughput first-principles calculations with the Bayesian optimization provides a more efficient way for materials design and discovery.

In materials design and discovery, multiple targeted properties are often encountered. For searching new functional materials, not only the thermodynamic stability but also the figure of merits are vital objectives, some of which may compete. To solve such a problem, the optimal candidates could be discovered by using a multi-stage screening procedure [66,67], by converting the multiple objectives into a single objective, or via the Pareto front [68-74]. The multi-objective Bayesian optimization is called to treat more complex problems in materials science. The extension of COMBO code for such a purpose will be released in its coming development version.
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# Recommender Systems for Materials Discovery 

Atsuto Seko, Hiroyuki Hayashi, Hisashi Kashima, and Isao Tanaka


#### Abstract

Chemically relevant compositions (CRCs) and atomic arrangements of inorganic compounds have been collected as inorganic crystal structure databases. Machine learning is a unique approach to search for currently unknown CRCs from a vast number of candidates. Firstly, we show matrix- and tensor-based recommender system approaches to predict currently unknown CRCs from database entries of CRCs. Secondly, we demonstrate classification approaches using compositional similarity defined by descriptors obtained from a set of well-known elemental representations. They indicate that the recommender system has great potential to accelerate the discovery of new compounds.


### 20.1 Introduction

A reliable and quantitative prediction of chemically relevant compositions (CRCs) where stable crystals are formed is highly demanded because the synthesis of new inorganic compounds is an important target of physicists, chemists, and material scientists. Density functional theory (DFT) calculations have played a central role in such predictions. However, exhaustive DFT calculations without prior knowledge of the crystal structures are expensive even for a given composition. New compounds have also been discovered by inspecting the similarity between chemical elements and their compositions. Similarity has been measured using heuristic quantities

[^38]

Fig. 20.1 ICSD entries in $A_{2} \mathrm{O}-M \mathrm{O}$ pseudo-binary systems, where $A$ and $M$ denote monovalent and divalent cations, respectively. Closed triangles indicate the compositions of the ICSD entries. Divalent cations are indicated in the order of Mendeleev number conceived by D.G. Pettifor [1] (reproduced from [2], with the permission of AIP Publishing)
such as the proximity in the periodic table, electronegativity, ionicity, and ionic radius. These quantities are derived from either simplified theoretical considerations or chemists' intuition. Based on the similarity between given compositions and entries of experimental databases for existing crystals, currently unknown CRCs may be discovered. As an example, consider searching for CRCs in $\mathrm{Li}_{2} \mathrm{O}-\mathrm{MO}$ ( $M$ : divalent cation) pseudo-binary systems from known CRCs. Figure 20.1 shows the compositions in both $\mathrm{Li}_{2} \mathrm{O}-\mathrm{MO}$ and $A_{2} \mathrm{O}-\mathrm{MO}$ ( A : monovalent cation) systems where the Inorganic Crystal Structure Database (ICSD) [3] entries exist. Known CRCs are widely scattered and depend on both elements $M$ and $A$, suggesting that cationic similarity may identify many currently unknown CRCs. However, a quantitative figure of merit such as phase stability cannot be given for numerous compositions without using machine learning (ML)-based methods.

Recent developments and the popularization of ML have facilitated the prediction of currently unknown CRCs. For example, a ML model with respect to only the composition, which was estimated from a DFT database of the formation energies, predicts currently unknown CRCs (e.g., [4-6]). Another ML-based approach to search for currently unknown CRCs uses inorganic crystal structure databases such as ICSD. This approach estimates the CRC probability for a candidate composition using a given compositional similarity. A procedure to estimate the CRC probability uses the compositional similarity on the basis of the entries in the database itself [7, 8].

These approaches based on inorganic crystal structure databases can be referred to as "recommender systems" for the discovery of currently unknown CRCs. Recommender systems [9,10] developed in the ML community have become increasingly popular in a variety of scientific and non-scientific areas. In the field of commerce, recommender systems suggest items to a user. Such a recommender system predicts the rating or preference for an item from an existing dataset comprised of the users' history such as items purchased and numerical ratings given to items to generate a recommendation for the user.

Simple matrix- and tensor-based recommender system approaches can be adopted to discover currently unknown CRCs. These approaches show a robust performance of recommendations for a wide variety of datasets in the ML community [11-13]. Here we introduce recommender systems to discover currently unknown CRCs using matrix- and tensor-based approaches, which are descriptorfree approaches [14]. A different procedure adopts the compositional descriptors defined by a set of well-known elemental representations (for example, Ref. [15]) as prior knowledge [2, 16]. We also show ML approach using compositional similarity defined by descriptors obtained from a set of well-known elemental representations [2]. We demonstrate the potential possibility of descriptors for predicting currently unknown CRCs. This method corresponds to a kind of knowledge-based recommender system that utilizes prior knowledge about compositions. A major advantage of knowledge-based recommender systems is avoiding the so-called cold-start problems. In the present case, the cold-start problem is that a meaningful figure of merit cannot be estimated for a given composition due to the lack of related known CRCs. As a result, few compositions are recommended. This may occur in applications to multicomponent systems such as a pseudo-ternary system where few known CRCs exist, which are the most interesting application of ML-based methods. Therefore, the use of a knowledge-based method should contribute significantly to the recommendation of multicomponent CRCs.


Fig. 20.2 Schematic illustration of the approximation of the rating matrix by (a) NMF and (b) SVD and the rating tensor by (c) CP and (d) Tucker decomposition. Dimensions of factorized matrices are also shown

### 20.2 Matrix- and Tensor-Based Recommender System

In this section, we introduce recommender systems to discover currently unknown CRCs using matrix- and tensor-based approaches, which are descriptor-free approaches. ${ }^{1}$

### 20.2.1 Matrix and Tensor Factorization

A historical dataset used to build a recommender system is simply described as a form of an incomplete matrix or tensor with missing values [13], called a "rating matrix" or a "rating tensor." The underlying assumption of many recommender system approaches is that the complete rating matrix or tensor has a low-rank structure. Using this assumption, the ratings of missing elements are predicted as an approximated rating matrix or tensor with a given reduced rank. They are hereafter called "predicted rating." Compositions are recommended on the basis of the values of the predicted ratings.

The nonnegative matrix factorization (NMF) factorizes nonnegative rating matrix $\boldsymbol{X}$ into two nonnegative matrices $\boldsymbol{W}$ and $\boldsymbol{H}$ with given rank $r . \boldsymbol{W}$ and $\boldsymbol{H}$ do not have negative elements. Figure 20.2a illustrates the behavior of NMF. The original ( $n, m$ )-dimensional matrix $\boldsymbol{X}$ is approximated as

$$
\begin{equation*}
X \simeq W H \tag{20.1}
\end{equation*}
$$

[^39]using $(n, r)$-dimensional matrix $\boldsymbol{W}$ and $(r, m)$-dimensional matrix $\boldsymbol{H}$ with a given rank $r$. Each of the $r$ dimensions corresponds to a distinctive rating trend. The distinctive rating trends enable predicting similar ratings for similar elements.

Another matrix factorization approach is the singular value decomposition (SVD). Figure 20.2b illustrates the behavior of SVD. SVD factorizes original rating matrix $\boldsymbol{X}$ into three matrices. The rating matrix is approximated as

$$
\begin{equation*}
\boldsymbol{X} \simeq \boldsymbol{U} \boldsymbol{D} \boldsymbol{V}^{\top} \tag{20.2}
\end{equation*}
$$

using ( $n, r$ )-dimensional matrix $\boldsymbol{U}, r$-dimensional diagonal matrix $\boldsymbol{D}$, and $(m, r)$ dimensional matrix $\boldsymbol{V}$. The diagonal matrix contains only $r$ largest singular values. Hence, each of the $r$ dimensions corresponds to a distinctive rating trend as well as the NMF.

Matrix factorization approaches require that the original data is transformed into a matrix form when the rating depends on three or more factors. On the other hand, tensor factorization approaches can include information of all factors naturally as a form of the rating tensor. A tensor factorization technique is the tensor rank decomposition or canonical polyadic (CP) decomposition [17]. Figure 20.2c illustrates the behavior of CP decomposition. CP decomposition factorizes rating tensor $\mathcal{X}$ into a set of matrices and a super diagonal core tensor. Third-order rating tensor $\mathcal{X}$ is approximated using three matrices $\boldsymbol{A}^{(1)}, \boldsymbol{A}^{(2)}$, and $\boldsymbol{A}^{(3)}$ as

$$
\begin{equation*}
\mathcal{X} \simeq \mathcal{G} \times_{1} A^{(1)} \times_{2} A^{(2)} \times_{3} A^{(3)} \tag{20.3}
\end{equation*}
$$

where $\mathcal{G}$ denotes the core tensor.
A more flexible tensor factorization is the Tucker decomposition [18], which is also known as higher-order SVD (HOSVD) [19]. The Tucker decomposition is an extension of SVD and decomposes rating tensor $\mathcal{X}$ into a set of matrices and a small dense core tensor. In the Tucker decomposition, $\boldsymbol{A}^{(1)}, \boldsymbol{A}^{(2)}$, and $\boldsymbol{A}^{(3)}$ contain the orthonormal vector called mode-1, mode-2, and mode-3 singular vectors, respectively. Figure 20.2d illustrates the behavior of Tucker decomposition. Third-order tensor $\mathcal{X}$ can also be approximated as Eq. (20.3), where $\mathcal{G}$ is also the core tensor, but unlike in CP decomposition, the core tensor is not a super diagonal tensor. In Tucker decomposition, the rank value can be independently given for each mode of the rating tensor. Distributed packages such as SCIKIT-TENSOR [20] are available for tensor factorization methods.

### 20.2.2 Datasets

We employ three inorganic crystal structure databases of the ICSD, Powder Diffraction File (PDF) by the International Centre for Diffraction Data (ICDD) [21], and SpringerMaterials (SpMat) [22]. Only ICSD entries, including entries reported to show a partial occupancy behavior, are regarded as known CRCs. Both ICDD

Table 20.1 Numbers of ICSD, ICDD, and SpMat entries

|  | Ternary | Quaternary | Quinary |
| :--- | :--- | :--- | :--- |
| ICSD | 9313 | 7742 | 1321 |
| ICDD | 2369 | 2647 | 639 |
|  | $(9278)$ | $(7864)$ | $(1326)$ |
| SpMat | 2708 | 3066 | 1169 |
|  | $(10,461)$ | $(8141)$ | $(1893)$ |
| ICDD+SpMat | 4134 | 4961 | 1616 |
|  | $(12,573)$ | $(11,307)$ | $(2562)$ |
| Candidates | $7,405,200$ | $1,188,038,460$ | $23,104,706,560$ |

Numbers of candidate compositions are also shown. ICSD entries are regarded as known CRCs. In the rows of ICDD and SpMat databases, the numbers of entries that are not included in the ICSD are shown. Numbers in the parentheses indicate the numbers of all entries
and SpMat entries, which are not included in the ICSD, are used to validate the recommender systems.

To build a recommender system for ternary CRCs, only a set of ternary known CRCs is employed. Candidate ternary compositions of $\mathrm{A}_{a} \mathrm{~B}_{b} \mathrm{X}_{x}$ are generated, where elements A and B correspond to a cation ( 66 possible) and element X corresponds to an anion (10 possible). The possible cations and anions correspond to elements included in the dataset of known CRCs. One hundred seventy (170) integer sets $(a, b, x)$ that satisfy the condition of $\max (a, b, x) \leq 8$ and are included in the dataset of known CRCs are also considered. Therefore, there are $66^{2} \times 10 \times 170=$ $7,405,200$ ternary compositions. Of these, 9313 CRCs are known. The combined database of ICDD and SpMat has 4134 ternary compositions that are not included in ICSD. This corresponds to $0.056 \%$ of the candidate compositions. Table 20.1 summarizes the numbers of database entries and candidate compositions.

In addition to ternary compositions, candidate quaternary $\mathrm{A}_{a} \mathrm{~B}_{b} \mathrm{C}_{c} \mathrm{X}_{x}$ compositions are generated, where elements $\mathrm{A}, \mathrm{B}$, and C denote a cation and element X denotes an anion. Integer sets $(a, b, c, x)$ satisfy $\max (a, b, c, x) \leq 20$. The dataset of known quaternary CRCs includes 53 cations, 10 anions, and 798 integer sets. Therefore the number of quaternary compositions is $53^{3} \times 10 \times 798=$ $1,188,038,460$, which includes 7742 known CRCs. The combined database of ICDD and SpMat includes 4961 quaternary compositions $\left(4.2 \times 10^{-4} \%\right.$ of the candidate compositions) that are not the entries of ICSD.

Candidate quinary $\mathrm{A}_{a} \mathrm{~B}_{b} \mathrm{C}_{c} \mathrm{D}_{d} \mathrm{X}_{x}$ compositions are also generated, where elements $\mathrm{A}, \mathrm{B}, \mathrm{C}$, and D denote cations and element X denotes an anion. Integer sets $(a, b, c, d, x)$ satisfy $\max (a, b, c, d, x) \leq 20$. The dataset of known quinary CRCs includes 52 cations, 10 anions, 316 integer sets. Therefore, the number of quinary compositions is $52^{4} \times 10 \times 316=23,104,706,560$, where only 1321 known CRCs are included. The combined database of ICDD and SpMat contains 1616 quinary compositions ( $7.0 \times 10^{-6} \%$ of the candidate compositions) that are not ICSD entries.

### 20.2.3 Rating Matrix and Tensor Representations

The performance of a recommender system strongly depends on the representation of the composition dataset as a rating matrix or tensor. Experts' knowledge is required to introduce a good representation. In particular, a composition dataset must be transformed into only two sets of features, which corresponds to users and items in a user-item rating matrix. The ratings of missing elements are approximately predicted on the basis of feature similarity given by the representation.

We introduce three kinds of matrix representations for the ternary composition dataset. A composition is decomposed into two feature sets in the following three ways:

1. $\{\mathrm{A}\}$ and $\{\mathrm{B}, \mathrm{X},(a, b, x)\}$
2. $\{\mathrm{A}, \mathrm{X}\}$ and $\{\mathrm{B},(a, b, x)\}$
3. $\{\mathrm{A}, \mathrm{B}\}$ and $\{\mathrm{X},(a, b, x)\}$

Each of the feature sets corresponds to the row or column of the rating matrix. For example, the first matrix representation is schematically illustrated in Fig. 20.3a. In the first representation, the row corresponds to cation A . The column corresponds to the combination of cation B , anion X , and integer set $(a, b, x)$. Each composition is expressed by the collection of features included in the row and column. Only the values of the rating matrix elements corresponding to known CRCs are set to unity. The other compositions are classified as either currently unknown CRCs or nonexistent compositions, and their values are set to zero in the original rating matrix.

Figure 20.3b illustrates the tensor representation used in this study. A mode of the rating tensor means each cation type A , cation type B , anion type X , and integer set $\{a, b, x\}$ for ternary compositions $\mathrm{A}_{a} \mathrm{~B}_{b} \mathrm{X}_{x}$. Therefore, the rating tensor for


Fig. 20.3 Schematic illustration of (a) a matrix representation and (b) a tensor representation for a composition dataset. As a simple example, a tensor representation for binary compositions is illustrated. In a tensor element highlighted by the orange block, modes for cation type, anion type, and integer set indicate Ti, O, and (3,4), respectively. Hence, this tensor element represents the composition of $\mathrm{Ti}_{3} \mathrm{O}_{4}$
ternary compositions is a $(66,66,10,170)$-dimensional tensor. Similar to the matrix representations, the composition is expressed by the collections of features included in all modes, corresponding to an element of the rating tensor. Only the values of the rating tensor elements corresponding to known CRCs are set to unity. The values of tensor elements corresponding to the other compositions are assumed to be zero in the original rating tensor. By representing quaternary and quinary compositions in tensor forms as well as ternary compositions, the numbers of modes of the rating tensor correspond to five and six for quaternary and quinary compositions, respectively.

### 20.2.4 Discovery Performance of Unknown CRCs

The performance of matrix factorization based on the recommender systems to discover currently unknown ternary CRCs is evaluated. Only 4134 of 7,405,200 compositions $(0.056 \%)$ are used as the test dataset of known CRCs (test CRCs). The test CRCs correspond to ICDD and SpMat entries that are not included in ICSD. The low percentage obviously confirms that discovering ICDD and SpMat entries by random sampling is not efficient.

Figure 20.4 shows the rank dependence of the number of test CRCs found in the top 3000 compositions of NMF and SVD recommender systems. The rank dependences of NMF and SVD are qualitatively similar but weak. They also exhibit similar matrix representation dependences. The performance of discovering test


Fig. 20.4 Numbers of test CRCs included in the top 100 and 3000 compositions of NMF recommender systems for (a) type-1, (b) type-2, and (c) type-3 matrix representations. Numbers of test CRCs included in the top 100 and 3000 compositions of SVD recommender systems for (d) type-1, (e) type-2, and (f) type-3 matrix representations. Horizontal axis indicates a given rank for NMF and SVD. Orange and blue bars denote the top 100 and 300 compositions, respectively. (g) Rank dependence of the number of test CRCs included in the top 100 and 3000 compositions of the CP and Tucker decomposition recommender systems. Here only the performance of Tucker decomposition with a rank value of 30 for the composition integer set is shown

CRCs of type- 1 and type- 2 matrix representations is much better than that of type-3 matrix representations. This implies that it is important to consider the cation and anion combination as a feature when building a rule to distinguish CRCs and nonexistent compositions.

When adopting type-1 and type-2 matrix representations, NMF recommender systems with type-1 and type-2 matrix representations show the best performance at $r=38$ and $r=24$, respectively, indicating that the maximum number of test CRCs are included in the top 3000 compositions of the recommender system. For type-1 and type-2 representations, 576 and 594 test CRCs (19.2 and 19.8\%) are found in the top 3000 compositions, respectively. These percentages are much larger than the number of test CRCs discovered by random sampling ( $0.056 \%$ ). A much larger discovery rate of test CRCs is seen in the sampling of top 100 compositions. The numbers of test CRCs are 44 and 41 (44.0 and 41.0\%), respectively. SVD recommender systems with type-1 and type-2 matrix representations show the best performance at $r=12$ and $r=40$, respectively. The top 3000 compositions include 590 and 640 test CRCs (19.7 and 21.3\%), respectively. Additionally, 53 and 45 of the top 100 compositions ( 53.0 and $45.0 \%$ ) correspond to test CRCs. These results indicate that SVD recommender systems perform slightly better than NMF recommender systems.

Figure 20.4 g shows the number of test CRCs included in the top 3000 ternary compositions of the ranking by CP decomposition. The horizontal axis indicates a given rank for CP decomposition. Since only a single value of rank is given in CP decomposition, the maximum value of rank is identical to the number of anion types included in the ternary composition dataset. The CP recommender system with $r=$ 9 shows the best performance. That is, 478 of the top 3000 compositions ( $15.9 \%$ ) correspond to test CRCs. In the top 100 compositions, 32 test CRCs ( $32.0 \%$ ) are found. However, CP decompositions detect fewer test CRCs than the best matrix decomposition-based recommender system. This is attributed to the fact that only a single value of rank is given in CP decomposition.

Figure 20.4 g shows the number of test CRCs included in the top 3000 compositions of the ranking by Tucker decomposition. The candidate values of ranks for the cation mode, anion mode, and integer set mode are given by arithmetic sequences of $\{5,10,15,20,25\},\{4,8\}$, and $\{10,20,30, \ldots, 100\}$, respectively. The optimal set of ranks is obtained by a grid search using these candidates. This means that the performance of discovering test CRCs is examined for 100 combinations of rank values. The Tucker decomposition recommender system with ranks of $(15,15$, 8,30 ) shows the best performance; 735 test CRCs (24.5\%) are found in the top 3000 compositions. In the top 100 compositions, 59 CRCs ( $59.0 \%$ ) are found in the test dataset. The Tucker recommender system detects more test CRCs than the best matrix-based recommender system. This means that Tucker decompositions allow a hidden low-rank data-structure included in the composition dataset to be extracted more flexibly than matrix factorizations and CP decompositions.

The Tucker decomposition should be the best approach to discover currently unknown CRCs. Therefore, the performance to discover currently unknown quaternary and quinary CRCs using the Tucker decomposition is examined. The
performances for quaternary and quinary systems are particularly important features required for recommender systems because the numbers of candidate compositions and currently unknown CRCs should be exponentially huge. As shown in Table 20.1 , only 7742 and 4961 of $1.2 \times 10^{9}\left(6.5 \times 10^{-4}\right.$ and $\left.4.2 \times 10^{-4} \%\right)$ quaternary compositions are ICSD and ICDD + SpMat entries, respectively. Even for quinary compositions, only 1321 and 1616 of $2.3 \times 10^{10}\left(5.7 \times 10^{-6}\right.$ and 7.0 $\times 10^{-6} \%$ ) compositions correspond to ICSD and ICDD + SpMat entries, respectively.

Figure 20.5 a and b shows the performance to determine test ternary, quaternary, and quinary CRCs of the Tucker recommender system. The discovery rate gradually decreases as the number of samples all for ternary, quaternary, and quinary compositions increases. In the top 20 compositions, 16 and 15 compositions ( 80 and $75 \%$ ) correspond to test CRCs for ternary and quaternary compositions, respectively. The discovery rate of quaternary test CRCs is higher than expected. The rate is close to that of ternary test CRCs. For quaternary compositions, 52 and 524 CRCs are found in the top 100 and 3000 compositions ( 52.0 and $17.5 \%$ ), respectively. The discovery rates for the top 20, 100, and 3000 compositions are approximately 180,000, 120,000, and 40,000 times larger than the random sampling discovery rate, respectively. Even for quinary compositions, seven test CRCs (35\%) are found in the top 20 compositions. In addition, 14 and 82 CRCs are found in the top 100 and 3000 compositions ( 14.0 and $2.7 \%$ ), respectively. Although the discovery rate of quinary test CRCs is lower than those of ternary and quaternary test CRCs, it is much larger than the random sampling. In particular, the discovery rate for the top 100 compositions is astonishingly large despite the fact that few known quinary CRCs are included in the quinary composition dataset.

Figure 20.5 c and d shows the relationship between the predicted rating and the discovery rate of test CRCs. Figure 20.5 c shows the histogram of the discovery rate of the test CRCs obtained with a bin width of predicted rating of 0.1 . Figure 20.5d replots the relationship between the median of the bin and discovery rate from the histogram of the discovery rate. For ternary, quaternary, and quinary compositions, the discovery rate of test CRCs is almost proportional to the median of the bin for predicted rating, and slightly smaller than the predicted rating. This is strong evidence that the predicted rating can be regarded as a figure of merit to identify currently unknown CRCs. This may also indicate that the predicted rating is almost identical to the discovery rate of currently unknown CRCs because test CRCs can be regarded as a part of currently unknown CRCs. In addition, quinary compositions with a predicted rating exceeding 0.7 are not observed. Consequently, the discovery rate of test CRCs is smaller than that of the ternary and quaternary test CRCs. This is mainly ascribed to the lack of quinary known CRCs. The number of quinary known CRCs is inadequate to predict currently unknown quinary CRCs.

The discovery of new ternary compounds is also demonstrated using a combination of the Tucker recommender system and DFT calculations. A Tucker decomposition recommender system is constructed using all of the available entries of the ternary compositions included in ICSD, ICDD, and SpMat as known CRCs. The rank values are the same values as those optimized above. The existence


Fig. 20.5 Dependence of the number of test quaternary and quinary CRCs on the number of samples by the Tucker decomposition recommender system up to (a) 100 and (b) 3000 samples. Diagonal line in (a) indicates the performance of the ideal sampling (i.e., the number of test CRCs is identical to the number of samples). (c) Dependence of the discovery rate of test CRCs on the predicted rating for ternary, quaternary, and quinary compositions. (d) Relationship between the predicted rating and the discovery rate of the test CRCs. Horizontal axis indicates the median of bin for the predicted rating
of stable compounds at compositions with high predicted ratings is examined by evaluating the phase stability of the corresponding pseudo-binary systems using DFT calculations. DFT calculations were performed only for pseudo-binary systems containing the top 27 compositions composed only of elements in Groups 1, 2, 3, 4, $5,6,12,13,14,15,16$, and 17 in the periodic table. For each pseudo-binary system, DFT calculations were performed for all possible prototype structures included in the ICSD. Totally, the number of DFT calculations was 13,274.


Fig. 20.6 Stable compounds on the convex hull of the formation energy computed by the DFT calculations for the 27 pseudo-binary systems containing the top 27 compositions with high predicted ratings. Compositions with high predicted ratings are shown along with their predicted ratings as the values in parentheses. Closed triangles and squares denote the stable compounds corresponding to ICSD entries and ICDD+SpMat entries, respectively

All DFT calculations were performed using the plane-wave basis projector augmented wave (PAW) method [23,24] within the Perdew-Burke-Ernzerhof exchange-correlation functional [25] as implemented in the VASP code [26,27]. The cutoff energy was set to 400 eV . The total energy converged to less than $10^{-3} \mathrm{meV}$. The atomic positions and lattice constants were optimized until the residual forces became less than $10^{-2} \mathrm{eV} / \AA \AA$.

Figure 20.6 shows the stable compounds or CRCs obtained by the DFT calculations for the 27 pseudo-binary systems. The predicted ratings of the top 27 compositions range from 0.74 to 1.01 . Among the 27 compositions, most ( 23 compositions) are located on the convex hull, meaning that they are CRCs according to the DFT calculations. In other words, $85 \%$ of the recommended compositions can be regarded as new CRCs. We emphasize that they are not included in the databases of ICSD, ICDD, and SpMat. Such compounds can be discovered with a high probability.

The results of the DFT calculations also demonstrate that the predicted rating can be regarded as the discovery rate of new CRCs as described above. In addition to the top 27 compositions, some other compositions can be CRCs depending on the predicted rating. In compositions with a predicted rating of $0.2-0.4$, only two
of the 14 compositions ( $14 \%$ ) correspond to CRCs. On the other hand, four of the five compositions ( $80 \%$ ), 13 of the 16 compositions ( $81 \%$ ), and 11 of the 12 compositions ( $92 \%$ ) are CRCs with predicted ratings of $0.4-0.6,0.6-0.8$, and $0.8-$ 1.0 , respectively. In other words, compounds with a predicted rating exceeding 0.4 have a high probability of being a CRC.

The remaining 15\% of recommended compositions have a high predicted rating, but do not correspond to the CRCs in the DFT calculations. Plausible explanations include the following: (1) A stable or metastable compound does not truly exist at the composition. (2) A metastable compound can be found at the composition. (3) A stable compound with a structure other than the prototype structures is observed.

In addition, stable compounds can be found at the other compositions with a high predicted rating. The compositions are classified into two types. The first corresponds to compositions omitted in the candidate dataset, which do not satisfy the condition of $\max (a, b, x) \leq 8$. This type may be predicted with a high rating if a larger maximum value of the integer is considered. The other corresponds to compositions with a low predicted rating. They may be the true DFT stable compound when a low rating is predicted due to the lack of known CRCs similar to the corresponding composition. On the other hand, they may be artificial stable compounds attributed to the use of only the prototype structures for the DFT calculations.

### 20.3 Compositional Descriptor-Based Approach

We will show a different procedure adopting the compositional descriptors defined by a set of well-known elemental representations as prior knowledge. ${ }^{2}$ The potential possibility of descriptors for predicting currently unknown CRCs will be shown.

### 20.3.1 Classification

A figure of merit for CRC is estimated on the basis of a ML two-class classification, where responses have two distinct values of $y=1$ and 0 . Since a supervised or semisupervised classification approach requires a dataset with observations for both responses $y=1$ and 0 (i.e., datasets for CRCs as well as non-existent compositions), we initially labeled compositions based on the criterion of whether the composition exists. Entries in a crystal structure database are regarded as $y=1$ because they are known to exist. On the other hand, it is not as simple to judge if a compound is non-existent at a given composition because the absence of a compound at a specific composition in the database does not necessarily mean that the compound does not exist. There are two reasons for a lack of entry: (1) A stable compound does not actually exist for a given composition. (2) The composition has not been

[^40]well investigated. It should be emphasized that inorganic compound databases are biased to common metals, their intermetallics, and oxides. Few experiments have been devoted to other compositions. In the present study, we simply assume that all candidate compositions are $y=0$ in the training process. Then the predicted response, $\hat{y}$, is regarded as a figure of merit for CRC. Therefore, a candidate composition with high figure of merit is expected to be a CRC. Here three kinds of classifiers: logistic regression [28,29], gradient boosting [30], and random forest classifiers $[29,31]$ are adopted.

### 20.3.2 Descriptors

Herein, the compositional similarity is defined by a set of 165 descriptors composed of means, standard deviations, and covariances of established elemental representations [15], which is also similar to descriptors used in the literature [16]. This set of descriptors can cover a wide range of compositions. Structural representations were not used because crystal structures with candidate compositions are unknown. We adopted twenty-two elemental representations: (1) atomic number, (2) atomic mass, (3) period and (4) group in the periodic table, (5) first ionization energy, (6) second ionization energy, (7) electron affinity, (8) Pauling electronegativity, (9) Allen electronegativity, (10) van der Waals radius, (11) covalent radius, (12) atomic radius, (13) pseudopotential radius for the s orbital, (14) pseudopotential radius for the p orbital, (15) melting point, (16) boiling point, (17) density, (18) molar volume, (19) heat of fusion, (20) heat of vaporization, (21) thermal conductivity, and (22) specific heat.

### 20.3.3 Datasets

The training dataset is composed of entries in the ICSD (known CRCs) and candidate compositions. The known CRCs correspond to compounds up to septenary compositions. Compounds reported to show a partial occupancy behavior are excluded. Thus, the number of the known CRCs is 33,367 . The candidate compositions are used as the training data and the prediction data to find unknown CRCs. Although the present method is applicable to any kind of compound, we restrict the results to ionic compounds with normal cation/anion charge states. Candidates of pseudo-binary compositions $\mathrm{A}_{a} \mathrm{~B}_{b} \mathrm{X}_{x}$ are generated by considering combinations of $\{\mathrm{A}, \mathrm{B}, \mathrm{X}, a, b, x\}$. We consider $930,142,080$ chemical compositions expressed by integers satisfying the condition of $\max (a, b, x) \leq 15$. Here, all charge states are adopted whenever Shannon's ionic radii are reported. Compositions that do not satisfy the charge neutrality condition of $n_{\mathrm{A}} a+n_{\mathrm{B}} b+n_{\mathrm{X}} x=0$ are removed where $n_{\mathrm{A}}, n_{\mathrm{B}}$, and $n_{\mathrm{X}}$ denote the valences for elements $\mathrm{A}, \mathrm{B}$, and X , respectively. Finally, known CRCs are removed from the set of candidate compositions. Thereafter, $1,294,591$ pseudo-binary compositions remain, which are used as the candidate
composition data. Additionally, pseudo-ternary oxides $\left(\mathrm{AO}_{x_{\mathrm{A}}}\right)_{a}\left(\mathrm{BO}_{x_{\mathrm{B}}}\right)_{b}\left(\mathrm{CO}_{x_{\mathrm{C}}}\right)_{c}$, nitrides $\left(\mathrm{AN}_{x_{\mathrm{A}}}\right)_{a}\left(\mathrm{BN}_{x_{\mathrm{B}}}\right)_{b}\left(\mathrm{CN}_{x_{\mathrm{C}}}\right)_{c}$, and sulfides $\left(\mathrm{AS}_{x_{\mathrm{A}}}\right)_{a}\left(\mathrm{BS}_{x_{\mathrm{B}}}\right)_{b}\left(\mathrm{CS}_{x_{\mathrm{C}}}\right)_{c}$ are also considered to be candidate composition data. Only a smaller number of elements and their charge states are adopted for pseudo-ternary compounds. In all, there are 3,846,928 pseudo-ternary compositions.

### 20.3.4 Discovery Performance of Unknown CRCs

The power of discovering currently unknown CRCs is the most important feature of the classification model. We measured the efficiency for finding compositions of entries included in another inorganic compound database, PDF by the ICDD, from pseudo-binary and pseudo-ternary oxide candidate compositions of the ICSD. Only 3731 ( $0.3 \%$ ) of the $1,294,591$ pseudo-binary and 842 ( $0.04 \%$ ) of the 1,933,994 pseudo-ternary oxide candidate compositions in the ICSD are included in the ICDD, respectively. Therefore, it is obvious that discovering ICDD entries by random sampling is not effective.

Figure 20.7a shows the efficiency of the three classifiers for discovering ICDD entries from the pseudo-binary compositions. Sampling of the candidate composi-


Fig. 20.7 (a) Number of ICDD entries found in "no entries" pseudo-binary compositions sampled by classification models and random sampling. (b) Distributions of the increment of the number of ICDD entries as "no entries" pseudo-binary and pseudo-ternary oxide samples increase in the random forest model (reproduced from [2], with the permission of AIP Publishing)
tions is performed in decreasing order of the predicted $y$. Figure 20.7b shows the increment of the number of ICDD entries that can be discovered by the random forest model for pseudo-binary and pseudo-ternary oxide compositions. When sampling 100 and 1000 candidate pseudo-binary compositions according to the ranking by the random forest model, which is the best among the three models, 33 and 180 compositions are found in the ICDD, respectively. Even for pseudoternary oxide compositions, 11 and 85 compositions are found in the ICDD. These discovery rates are approximately 250 and 190 times higher than that of random sampling ( $0.04 \%$ ), respectively. Figure 20.7 b also indicates that the increment of the number of ICDD entries tends to decrease as the predicted $y$ decreases. This provides evidence that the predicted $y$ can be regarded as a figure of merit for exploring currently unknown CRCs.

The discovery rates of recommender systems are much higher than that of random sampling, demonstrating that the use of descriptors as a prior knowledge for compositional similarity is helpful for the discovery of currently unknown CRCs that are not present in the training database. The most meaningful application of such descriptor-based recommender systems for currently unknown CRCs can be demonstrated in multicomponent systems, where only a small number of CRCs are known and a huge number of compositions can be candidates of CRCs. Therefore, the knowledge-based method of the present study should contribute significantly to the prediction of multicomponent currently unknown CRCs.

### 20.4 Conclusion

In this chapter, we show ML approaches to discover currently unknown CRCs, including matrix- and tensor-based recommender system and knowledge-based recommender system approaches, only from existing inorganic crystal structure databases. The present study indicates that the performance of the recommender systems depends on not only the given rank corresponding to a low-rank structure hidden in the rating matrix and tensor but also on the representation of rating matrix and tensor. The discovery rates of recommender systems are much higher than that of random sampling, which indicates that the recommender system has great potential to accelerate the discovery of new compounds.

Also, the use of descriptors as a prior knowledge for compositional similarity is helpful for the discovery of currently unknown CRCs. A major advantage of the knowledge-based recommender systems should be avoiding cold-start problems. The cold-start problems may occur in applications to multicomponent systems such as a pseudo-ternary system where few known CRCs exist, which are the most interesting application of recommender systems. Although matrix- and tensor-based recommender systems may work well in a general case, the use of a knowledgebased method should contribute significantly to the prediction of multicomponent CRCs.
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#### Abstract

Materials discovery is decisive for tackling urgent challenges related to energy, the environment, health care, and many others. In chemistry, conventional methodologies for innovation usually rely on expensive and incremental strategies to optimize properties from molecular structures. On the other hand, inverse approaches map properties to structures, thus expediting the design of novel useful compounds. In this chapter, we examine the way in which current deep generative models are addressing the inverse chemical discovery paradigm. We begin by revisiting early inverse design algorithms. Then, we introduce generative models for molecular systems and categorize them according to their architecture and molecular representation. Using this classification, we review the evolution and performance of important molecular generation schemes reported in the literature. Finally, we conclude highlighting the prospects and challenges of generative models as cutting edge tools in materials discovery.


### 21.1 Introduction

Innovation in materials is the key driver for many recent technological advances. From clean energy [1] to the aerospace industry [2] or drug discovery [3], research in chemical and materials science is constantly pushed forward to develop compounds and formulae with novel applications, lower cost, and better performance. Conventional methods for the discovery of new materials start from a well-defined

[^41]set of substances from which properties of interest are derived. Then, intensive research on the relationship between structures and properties is performed. The gained insights from this procedure lead to incremental improvements in the compounds and the cycle is restarted with a new search space to be explored. This trial-and-error approach to innovation often leads to costly and incremental steps towards the development of new technologies and in occasion relies on serendipity for leap progress. Materials development may require billions of dollars in investments [4] and up to 20 years to be deployed to the market [1,4].

Despite the challenges associated with such direct approaches, they have not prevented data-driven discovery of materials from happening. High-throughput materials screening [5-14] and data mining [15-20] have been responsible for several breakthroughs in the last two decades [21,22], leading to the establishment of the Materials Genome Initiative [23] and multiple collaborative projects around the world built around databases and analysis pipelines [24-27]. Automated, scalable approaches leverage from datasets in the thousands to millions of simulations to offer a cornucopia of insights on materials composition, structure, and synthesis.

Developing materials with the inverse perspective departs from these traditional methods. Instead of exhaustively deriving properties from structures, the performance parameters are chosen beforehand and unknown materials satisfying these requirements are inferred. Hence, innovation in this setting is achieved by reverting the mapping between structures and their properties. Unfortunately, this approach is even harder than the conventional one. Inverting a given Hamiltonian is not a well-defined problem, and the absence of a systematic exploratory methodology may result in delays, or outright failure, of the discovery cycle of materials [28]. Furthermore, another major obstacle to the design of arbitrary compounds is the dimensionality of the missing data for known and unknown compounds [29]. As an example, the breadth of accessible drug-like molecules can be on the order of $10^{60}$ [30,31], rendering manual searches or enumerations through the chemical space an intractable problem. In addition, molecules and crystal structures are discrete objects, which hinders automated optimization, and computer-generated candidates must follow a series of hard (valence rules, thermal stability) and soft (synthetic accessibility, cost, safety) constraints that may be difficult to state in explicit form. As the inverse chemical design holds great promise for economic, environmental, and societal progress, one can ask how to rationalize the exploration of unknown substances and accelerate the discovery of new materials.

### 21.1.1 Early Inverse Design Strategies for Materials

The inverse chemical design is usually posed as an optimization problem in which molecular properties are extremized with respect to given parameters [32]. This concept splits the inverse design problem into two parts: (i) efficiently sampling materials from an enormous configuration space and (ii) searching for global maxima in their properties [33] corresponding to minima in their potential energy surface $[34,35]$. Early approaches towards the inverse materials design used
chemical intuition to address (i), narrowing down and navigating the space of structures under investigation with probabilistic methods [33,36-40]. Nevertheless, even constrained spaces can be too large to be exhaustively enumerated. Especially in the absence of an efficient exploratory policy, this discovery process demands considerable computational resources and time. Several different strategies are required to simultaneously navigate the chemical space and evaluate the properties of the materials under investigation.

Monte Carlo methods resort to statistical sampling to avoid enumerating a space of interest. When combined with simulated annealing [41], for example, they become adequate to locate extrema within property spaces. In physics, reverse Monte Carlo methods have long been developed to determine structural information from experimental data [42-44]. However, the popularization of similar methods to de novo design of materials is more recent. Wolverton et al. [40] employed such methods to aid the design of alloys and avoid expensive enumeration of compositions and Franceschetti and Zunger [45] improved the idea to design $\mathrm{Al}_{x} \mathrm{Ga}_{1-x} \mathrm{As}$ and $\mathrm{Ga}_{x} \mathrm{In}_{1-x} \mathrm{P}$ superlattices with a tailored band gap. They started with configurations sampled using Monte Carlo, relaxed the atomic positions using valence-force-field methods, and calculated their band gap by fast diagonalization of pseudopotential Hamiltonians. Through this practical process, they predicted superlattices with optimal band gaps after analyzing less than $10^{4}$ compounds among $10^{14}$ structures [45].

Other popular techniques for multidimensional optimization that also involve a stochastic component are genetic algorithms (GAs) [46]. Based on evolution principles, GAs refine specific parameters of a population that improve a targeted property. In materials design, GAs have been vastly employed in the inverse design of small molecules [47, 48], polymers [49, 50], drugs [51, 52], biomolecules [53,54], catalysts [55], alloys [56,57], semiconductors [58-60], and photovoltaic materials [61]. Furthermore, evolution-inspired approaches have been used as a general modeling tool to predict stable structures [62-67] and Hamiltonian parameters $[68,69]$. Many more applications of GAs in materials design are still being demonstrated after decades of its inception [31,70-73].

Monte Carlo and evolutionary algorithms are interpretable and often produce powerful implementations. The combination of sampling and optimization is a great improvement over random searches or full enumeration of a chemical space. Nonetheless, they still correspond to discrete optimization techniques in a combinatorial space and require individual evaluation of their properties at every step. This discrete form hinders chemical interpolations and the definition of property gradients during optimization processes, thus retaining a flavor of "trial-and-error" in the computational design of materials, rather than an invertible structureproperty mapping. One of the first attempts to use a continuous representation on the molecular design was performed by Kuhn and Beratan [33]. The authors varied coefficients in linear combination of atomic orbitals while keeping the energy eigenvalues fixed to optimize linear chains of atoms. Later, von Lilienfeld et al. [74] generalized the discrete nature of atoms by approximating atomic numbers by continuous functions and defining property gradients with respect to
this "alchemical potential." They used this theory to design ligands for proteins [74] and tune electronic properties of derivatives of benzene [75]. A similar strategy was proposed by Wang et al. [76] around the same time. Instead of atomic numbers, a linear combination of atomic potentials was used as a basis for optimizations in property landscapes. Following the bijectiveness between potential and electronic density in the Hohenberg-Kohn theory [77], nucleielectrons interaction potentials were employed as quasi-invertible representations of molecules. Potentials resulting from optimizations with property gradients can be later interpolated or approximated by a discrete molecular structure whose atomic coordinates give rise to a similar potential. Over the years, the approach was further refined within the tight-binding framework $[78,79]$ and gradient-directed Monte Carlo method [80,81], its applicability demonstrated in the design of molecules with improved hyperpolarizability [76, 78, 80] and acidity [82].

Despite these promising approaches, many challenges in inverse chemical design remain unsolved. Monte Carlo and genetic algorithms share the complexity of discrete optimization methods over graphs, particularly exacerbated by the rugged property surfaces. They rely on stochastic steps that struggle to capture the interrelated hard and soft constraints of chemical design: converting a single into a double bond may produce a formally valid, but impractical and unacceptable molecule depending on chemical context. On the other hand, a compromise between validity and diversity of the chemical space is difficult to achieve with continuous representations. Lastly, finding optimal points in the 3D potential energy surface that produce a desired output is still not the same as molecular optimization, since the generated "atom cloud" may not be a local minimum, stable enough in operating conditions, or synthetically attainable. An ideal inverse chemical design tool would offer the best of the two worlds: an efficient way to sample valid and acceptable regions of the chemical space; a fast method to calculate properties from the given structures; a differentiable representation for a wide spectrum of materials; and the capacity to optimize them using property gradients. Furthermore, it should operate on the manifold of synthetically accessible, stable compounds. This is where modern machine learning (ML) algorithms come into play.

### 21.1.2 Deep Learning and Generative Models

Deep learning (DL) is emerging as a promising tool to address the inverse design of many different applications. Particularly through generative models, algorithms in DL push forward how machines understand real data. Roughly speaking, the role of a generative model is to capture the underlying rules of a data distribution. Given a collection of (training) data points $\left\{X_{i}\right\}$ in a space $\mathcal{X}$, a model is trained to match the data distribution $P_{X}$ by means of a generative process $P_{G}$ in such a way that the generated data $Y \sim P_{G}$ resembles the real data $X \sim P_{X}$. Earlier generative models such as Boltzmann Machines [83, 84], Restricted Boltzmann Machines [85], Deep Belief Networks [86], or Deep Boltzmann Machines [87] were the first to tackle the problem of learning probability distributions based on training examples. Their lack
of flexibility, tractability, and generalizing ability, however, rendered them obsolete in favor of more modern ones [88].

Current generative models have been successful in learning and generating novel data from different types of real-world examples. Deep neural networks trained on image datasets are able to produce realistic-looking house interiors, animals, buildings, objects, and human faces [89, 90], as well as embed pictures with artistic style [91] or enhance it with super-resolution [92]. Other examples include convincing text [93, 94], music [95], voices [96], and videos [97] synthesized by such networks. Most interesting is the creation of novel data conditioned on latent features, which allows tuning models with vector and arithmetic operations in a property space [98, 99]. The adaptable architectures of these models also enable straightforward training procedures based on backpropagation [100]. Within the DL framework, a proper loss function drives gradients so that the generative model, typically parameterized by a neural network, learns to minimize the distance between the two distributions.

Among the popular architectures for generating data from deep neural networks, the Variational Auto-Encoder (VAE) [101] is a particularly robust architecture. It couples inference and generation by mapping data to a manifold conditioned to implicit data descriptors. To do so, the model is trained to learn the identity function while constrained by a dimensional bottleneck called latent space (see Fig. 21.1a). In this scheme, data is first encoded to a probability distribution $Q_{\phi}(\mathbf{z} \mid X)$ matching a given prior distribution $P_{z}(\mathbf{z})$, where $\mathbf{z}$ is called latent vector. Then, a sample from the latent space is reconstructed with the generative algorithm $P_{\theta}(X \mid \mathbf{z})$. In the VAE [101], outcomes of both processes are parameterized by $\phi$ and $\theta$ to maximize a lower bound for the log-likelihood of the output with respect to the input data distribution. The VAE objective is, therefore,

$$
\begin{equation*}
\mathcal{L}(\theta, \phi)=-D_{K L}\left(Q_{\phi}(\mathbf{z} \mid X) \| P_{z}(\mathbf{z})\right)+\mathbb{E}_{z \sim Q_{\phi}}\left[\log P_{\theta}(X \mid \mathbf{z})\right] . \tag{21.1}
\end{equation*}
$$

The encoder is regularized with a divergence term $D_{K L}$, while the decoder is penalized by a reconstruction error $\log P_{\theta}(X \mid \mathbf{z})$, usually in the form of meansquared or cross entropy losses. This maximization can then be performed by stochastic gradient ascent.

The probabilistic nature of VAE manifolds approximately accounts for many complex interactions between data points. Although functional in many cases, the modeled data distribution does not always converge to real data distributions [102]. Furthermore, Kullback-Leibler or Jensen-Shannon divergences cannot be analytically computed for an arbitrary prior, and most works are restricted to Gaussian distributions. Avoiding high-variance methods to determine this regularizing term is also an important concern. Recently, this limitation was simplified by employing the Wasserstein distance as a penalty for the encoder regularization [102, 103]. As a result, richer latent representations are computed more efficiently within Wasserstein Auto-Encoders, resulting in disentanglement, latent shaping, and improved reconstruction [102-104].

Another approach to generative models are the Generative Adversarial Networks (GANs) [90]. Recognized by their sharp reconstructions, GANs are constructed by making two neural networks compete against each other until a Nash equilibrium is found. One of the networks is a deterministic generative model. It applies a nonlinear set of transformations to a prior probability distribution $P_{z}$ in order to match the real data distribution $P_{X}$. Interestingly, the generator (or actor) only receives the prior distribution as input and has no contact with the real data whatsoever. It can only be trained through a second network, called discriminator or critic. The latter tries to distinguish real data $X \sim P_{X}$ from fake data $Y=G(\mathbf{z}) \sim P_{G}$, as depicted in Fig. 21.1b. The objective of the critic is to perfectly distinguish between $P_{X}$ and $P_{G}$, thus maximizing the prediction accuracy. On the other hand, the generator tries to fool the discriminator by creating data points that look like real data points, minimizing the prediction accuracy of the critic. Consequently, the complete GAN objective is written as [90]

$$
\begin{equation*}
\min _{G} \max _{D} V(D, G)=\mathbb{E}_{X \sim P_{X}}[\log D(X)]+\mathbb{E}_{\mathbf{z} \sim P_{z}}[\log (1-D(G(\mathbf{z})))] . \tag{21.2}
\end{equation*}
$$

Despite the impressive results from GANs, their training process is highly unstable. The min-max problem requires a well-balanced training from both networks to ensure non-vanishing gradients and convergence to a successful model. Furthermore, GANs do not reward diversity of generated samples and the system is prone to mode collapse. There is no reason why the generated distribution $P_{G}$ should have the same support of the original data $P_{X}$, and the actor produces only a handful of different examples which are realistic enough. This does not happen for the VAE, since the log-likelihood term gives an infinite loss for a generated data distribution with a disjoint support with respect to the original data distribution. Several different architectures have been proposed to address these issues among GANs [102,105-116]. Although many of them may be equivalent to a certain extent [117], steady progress is being made in this area, especially through more complex ways of approximating data distributions, such as with f-divergence [112] or optimal transport [102, 114, 115].

Other models such as the auto-regressive PixelRNN [118] and PixelCNN [119, 120] have also been successful as generators of images [118-120], video [121], text [122], and sound [96]. Differently from VAE and GANs, these models approximate the data distribution by a tractable factorization $P_{X}$. For example, in an $n \times n$ image, the generative model $P(X)$ is written as [118]

$$
\begin{equation*}
P(X)=\prod_{i=1}^{n^{2}} P\left(x_{i} \mid x_{1}, \ldots, x_{i-1}\right), \tag{21.3}
\end{equation*}
$$

where each $x_{i}$ is a pixel generated by the model (see Fig. 21.1c). These models with explicit distributions yield samples with very good negative log-likelihood and diversity [118]. The model evaluation is also straightforward, given the explicit


Fig. 21.1 Schematic diagrams for three popular generative models: (a) VAE, (b) GAN, and (c) auto-regressive
computation of $P(X)$. As a drawback, however, these models rely on the sequential generation of data, which is a slow process. A diagram of the architectures of the three generative models here discussed is seen in Fig. 21.1.

### 21.1.3 Generative Models Meet Chemical Design

Apart from their numerous aforementioned applications, generative models are also attracting attention in chemistry and materials science. DL is being employed not only for the prediction and identification of properties of molecules, but also to generate new chemical compounds [100]. In the context of inverse design, generative models provide benefits such as generating complex samples from simple probability distributions; providing meaningful latent representations, over which optimizations can be performed; and the ability to perform inference when coupled to supervised models. Therefore, unifying generative models with chemical design is a promising venue to accelerate innovation in chemistry and related fields.

To go beyond the limitations of traditional inverse design strategies, an ideal way to discover new materials should satisfy some requisites [123]. To be a completely hands-free model, the model should be data-driven, thus avoiding fixed libraries and expensive labeling. It is also desirable that it outputs as many potential molecules as possible under a subset of interest, which means that the model needs a powerful generator coupled with a continuous representation for molecules. Furthermore, such a representation should be interpretable, allowing a correct description of structure-property relationships within molecules. If, additionally, the model is differentiable, it would be possible to optimize certain properties using gradient techniques and, later, look for molecules satisfying such constraints.

The development of such a tool is currently a priority for ML models in chemistry and for the inverse chemical design. It relies primarily on two decisions: which model to use and how to represent a molecule in a computer-friendly way. Following our brief introduction to the early inverse design strategies and main generative models in the literature, we describe which molecular representations are possible.

In quantum mechanics, a molecular system is represented by a wave function that is a solution of the Schrödinger equation for that particular molecule. To
derive most properties of interest, the spatial wave function is enough. Computing such a representation, however, is equivalent to solving an (approximate) version of the Schrödinger equation itself. Many methods for theoretical chemistry, such as Hartree-Fock [124, 125] or Density Functional Theory [77, 126], represent molecules using wave functions or electronic densities and obtain other properties from it. Solving quantum chemical calculations is computationally demanding in many cases, though. The idea with many ML methods is not only to avoid these calculations, but also to make a generalizable model that highlights different aspects of chemical intuition. Therefore, we should look for other representations for chemical structures.

Thousands of different descriptors are available for chemical prediction methods [127]. Several relevant features for ML have demonstrated their capabilities for predicting properties of molecules, such as fingerprints [128], bag-of-bonds [129], Coulomb matrices [130], deep tensor neural networks train on the distance matrix [131], many-body tensor representation [132], SMILES strings [133], and graphs [134-136]. Not all representations are invertible for human interpretation, however. To teach a generative model how to create a molecule, it may suffice for it to produce a fingerprint, for example. However, how can one map any possible fingerprint to a molecule is an extra step of complexity equivalent to the generation of libraries. This is undesirable in a practical generative model. In this chapter, we focus on two easily interpretable representations, SMILES strings and molecular graphs, and how generative models perform with these representations. Examples of these two forms of writing a molecule are shown in Fig. 21.2.
a
string:

$$
\mathrm{O}=\mathrm{C}(\mathrm{C}) \mathrm{Oc} 1 \operatorname{ccccc} 1 \mathrm{C}(=0) \mathrm{O}
$$

one-hot encoding:

b molecule:

labeled graph:


Fig. 21.2 Two popular ways of representing a molecule using: (a) SMILES strings converted to one-hot encoding or (b) a graph derived from the Lewis structure

### 21.2 Chemical Generative Models

### 21.2.1 SMILES Representation

SMILES (Simplified Molecular Input Line Entry System) strings have been widely adopted as representation for molecules [133]. Through graph-to-text mapping algorithms, it determines atoms by atomic number and aromaticity and can capture branching, cycles, ionization, etc. The same molecule can be represented by multiple SMILES strings, and thus a canonical representation is typically chosen, although some works leverage non-canonical strings as a data augmentation and regularization strategy. Although SMILES are inferior to the more modern InChI (International Chemical Identifier) representation in their ability to address key challenges in representing molecules as strings such as tautomerism, mesomerism, and some forms of isomerism, SMILES follow a much simpler syntax that has proven easier to learn for ML models.

Since SMILES rely on a sequence-based representation, natural language processing (NLP) algorithms in deep learning can be naturally extended to them. This allows the transferability of several architectures from the NLP community to interpret the chemical world. Mostly, these systems make use of recurrent neural networks (RNNs) to condition the generation of the next character on the previous ones, creating arbitrarily long sequences character by character [88]. The order of the sequence is very relevant to generate a valid molecule, and observation of such restrictions can be typically incorporated in RNNs with long short-term memory cells (LSTM) [137], gated recurrent units (GRUs) [138], or stack-augmented memory [139].

A simple form of generating molecules using only RNN architectures is to extensively train them with valid SMILES from a database of molecules. This requires post-processing analyses, as it resembles traditional library generation. As a proof of concept, Ikebata et al. [140] used SMILES strings to design small organic molecules by employing Bayesian sampling with sequential Monte Carlo. Ertl et al. [141] instead generated molecules using LSTM cells and later employed them in a virtual screening for properties.

Generating libraries, however, is not enough for the automatic discovery of chemical compounds. Asking an RNN-based model to simply create SMILES strings does not improve on the rational exploration of the chemical space. In general, the design of new molecules is also oriented towards certain properties, like solubility, toxicity, and drug-likeness [123], which are not necessarily incorporated in the training process of RNNs. In order to skew the generation of molecules and better investigate a subset of the chemical space, Segler et al. [142] used transfer learning to first train the RNN on a whole dataset of molecules and later fine-tune the model towards the generation of molecules with physico-chemical properties of interest. This two-part approach allows the model to first learn the grammar inherent to SMILES to then create new molecules based only on the most interesting ones. In line with this depth-search, Gupta et al. [143] demonstrated the application of
transfer learning to grow molecules from fragments. This technique is particularly useful for drug discovery [3,144], in which the search of the chemical space usually begins from a known substructure with certain desired functionalities.

Recently, the usage of reinforcement learning (RL) to generate molecules with certain properties became popular among generative models. Since the representation of a molecule using SMILES requires the generator to output a sequence of characters, each decision can be considered as an action. The successful completion of a valid SMILES string is associated with a reward, for example, and undesired features in the sequence are penalized. Jaques et al. [145] used RL to impose a structure on sequence generation, avoiding repeating patterns not only in SMILES strings but also in text and music. By penalizing large rings, short sequences of characters, and long, monotonous carbon chains, they were able to increase the number of valid molecules their model produced. Olivecrona et al. [146] demonstrated the usage of augmented episodic likelihood and traditional policy gradient methods to tune the generation of molecules from an RNN. Their method achieved $94 \%$ of validity on generating molecules sampled from a prior distribution. It was also taught to avoid functional groups containing sulfur and to generate structures similar to a given structure or with certain target activities. Similarly, Popova et al. [139] designed molecules for drugs using a stack-augmented RNN. It demonstrated improved capacity to capture the grammar of SMILES while using RL to tune their synthetic accessibility, solubility, inhibition, and other properties.

As the degree of abstraction grows in the molecule design, more complex generative models are proposed to explore the chemical space. VAEs, for example, can include a direct mapping between structures and properties and vice versa. Its joint training with an encoder and a decoder is capable of approximating very complex data distributions using a real-valued and compressed representation, which is essential for improving the search for chemical compounds. Since the latent space is meaningful, the generator learns to associate patterns in the latent space with properties of the real data. After both the encoding and the decoding networks are jointly trained, the generative model can be decoupled from the inference step and latent variables then become the field for exploration. Therefore, VAEs map the original chemical space to a continuous, differentiable space conveying all the information about the original molecules, over which optimization can be performed. Additionally, conditional generation of molecules based on properties is made possible without hand-made constraints in SMILES, semi-supervised methods can be used to tune the model with relevant properties. This approach is closer to the model of an ideal, automatic, chemical generative model as discussed earlier.

Constructed over RNNs as both encoder and decoder, Gómez-Bombarelli et al. [123] trained a VAE on prediction and reconstruction tasks for molecules extracted from the QM9 and ZINC datasets. The latent space allowed not only sampling of molecules but also interpolations, reconstruction, and optimization using a Gaussian process predictor trained on the latent space (Fig. 21.3). Kang and Cho [147] used partial annotation on molecules to train a semi-supervised VAE to decrease the error for property prediction and to generate molecules conditioned on targets. It can also be enhanced in combination with other dimensionality reduction algorithms


Fig. 21.3 Variational Auto-Encoder for chemical design. The architecture in (a) allows for property optimization in the latent space, as depicted in (b). Figure reproduced from [123]
[148]. Within the chemical world, VAEs based on sequences also show promise for investigating proteins [149], learning chemical interactions between molecules [150], designing organic light-emitting diodes [151], and generating ligands [152, 153].

In the field of molecule generation, GANs usually appear associated with RL. To fine-tune the generation of long SMILES strings, Guimaraes et al. [154] employed a Wasserstein GAN [102] with a stochastic policy that increased the diversity, optimized the properties, and maintained the drug-likeness of the generated samples. Sanchez-Lengeling et al. [155] and Putin et al. [156] further improved upon this work to bias the distribution of generated molecules towards a goal. In addition, Mendez-Lucio et al. [157] used a GAN to generate molecules conditioned on gene expression signatures, which is particularly useful to create active compounds towards a certain target. Similarly to what is done with molecules, Killoran et al. [158] employed a GAN to create realistic samples of DNA sequences from a small subset of configurations. The model was also tuned to design DNA chains adapted to protein binding and look for motifs representing functional roles. Adversarial training was also employed in the discovery of drugs for using molecular fingerprints as opposed to a reversible representation [159-161] and SMILES [162]. However, avoiding the unstable training and mode collapse while generating molecules is still a hindrance for the usage of GANs in chemical design.

Although SMILES have proved to be a reliable representation for molecule generation, their sequential nature imposes some constraints to the architectures being learned. Forcing an RNN to implicitly learn their linguistic rules poses additional difficulties to the model under training. Additionally, decoding a sequence of generated characters into a valid molecule is especially difficult. In [123], the
rate of success when decoding molecules depended on the proximity of the latent point to the valid molecule and could be as low as $4 \%$ for random points on the latent space. Although RL is as an alternative to reward the generation of valid molecules [145, 154, 155], other architecture changes can also circumvent this difficulty. Techniques to generate valid sequences imported from NLP studies include: using revision to improve the outcome of sequences [163]; adding a validator to the decoder to generate more valid samples [164]; introducing a grammar within the VAE to teach the model the fundamentals of SMILES strings [165]; using compiler theory to constrain the decoder to produce syntactically and semantically correct data [166]; and using machine translation methods to convert between representations of sequences and/or grammar [167].

Validity of generated sequences, however, is not the only thing that makes working with SMILES difficult. The sequential representation cannot represent similarity between molecules within edit distances [168] and a single molecule may have several different SMILES strings [169,170]. The trade-off between processing this representation with text-based algorithms and discarding its chemical intuition calls for other approaches in the study and design of molecules.

### 21.2.2 Molecular Graphs

An intuitive way of representing molecules is by means of its Lewis structure, computationally translated as a molecular graph. Given a graph $\mathcal{G}=(\mathcal{V}, \mathcal{E})$, the atoms are represented as nodes $v_{i} \in \mathcal{V}$ and chemical bonds as edges $\left(v_{i}, v_{j}\right) \in \mathcal{E}$. Then, nodes and edges are decorated with labels indicating the atom type, bond type, and so on. Many times, hydrogen atoms are treated implicitly for simplicity, since their presence can be inferred from traditional chemistry rules.

Molecular graphs and DL were first jointly used for property prediction. Molecules were treated as undirected cyclic graphs and further processed using RNNs [171]. Using graph convolutional networks [172], Duvenaud et al. [135] demonstrated the usage of machine-learned fingerprints to achieve better prediction of properties on neural networks. This approach started with a molecular graph and led to fixed-size fingerprints after several graph convolutions and graph pooling layers. Kearnes et al. [134] and Coley et al. [173] also evaluated the flexibility and promise of learned fingerprints from graph structures, especially because models could learn how to associate its chemical structure to their properties. Later, Gilmer et al. [136] unified graph convolutions as message-passing neural networks for quantum chemistry predictions, achieving DFT accuracy within their predictions of quantum properties, interpreting molecular 3D geometries as graphs with distancelabeled edges. Many more studies have explored the representative power of graphs within prediction tasks [174, 175]. These frameworks paved the way for using graph-based representations of molecules, especially because of their proximity with chemistry and geometrical interpretation.

The generation of graphs is, however, non-trivial, especially because of the challenges imposed by graph isomorphism. As in SMILES strings, one way to
generate molecular graphs is by sequentially adding nodes and edges to the graph. The sequential nature of decisions over graphs has already been implemented using an RNN [176] for arbitrary graphs. Specifically for a small subset of graphs corresponding to valid molecules, Li et al. [177] used a decoder policy to improve the outcomes of the model. The conditional generation of graphs allowed for molecules to be created with improved drug-likeness, synthetic accessibility, as well as allowed scaffold-based generations from a template (Fig. 21.4a). Similar procedure was adopted by Li et al. [177], in which a graph-generating decision process using RNNs was proposed for molecules. These node-by-node generations rely on the ordering of nodes in the molecular graph and thus suffer with random permutations of the nodes.

In the VAE world, several methods have been proposed to deal with the problem of directly generating graphs from a latent code [178-182]. However, when working with reconstructions, the problem of graph isomorphism cannot be addressed without expensive calculations [179]. Furthermore, graph reconstructions suffer from validity and accuracy [179], except when these constraints are enforced in the graph generation process [181-183]. Currently, one of the most successful approaches to translate molecular graphs into a meaningful latent code while avoiding node-by-node generation is the Junction Tree Variational Auto-Encoder (JT-VAE) [168]. In this framework, the molecular graph is first decomposed into a vocabulary of subpieces extracted from the training set, which include rings, functional groups, and atoms (see Fig. 21.4b). Then, the model is trained to encode the full graph and the tree structure resulting from the decomposition into two latent spaces. A two-part reconstruction process is necessary to recover the original molecule from the two vector representations. Remarkably, the JT-VAE achieves $100 \%$ of validity when generating small molecules, as well as $100 \%$ of novelty when sampling the latent code from a prior. Moreover, a meaningful latent space is also seen for this method, which is essential for optimization and the automatic design of molecules. The authors later improve over the JT-VAE with graph-tograph translation and auto-regressive methods towards molecular optimization tasks [184, 185].

Other auto-regressive approaches combining VAE and sequential graph generation have been proposed to generate and optimize molecules. Assouel et al. [186] introduced a decoding strategy to output arbitrarily large molecules based on their graph representation. The model, named DEFactor, is end-to-end differentiable, dispenses retraining during the optimization procedure, and achieved high reconstruction accuracy ( $>80 \%$ ) even for molecules with about 25 heavy atoms. Despite the restrictions on node permutations, DEFactor allows the direct optimization of the graph conditioned to properties of interest. This and other similar models also allow the generation of molecules based on given scaffolds [187].

Auto-regressive methods for molecules have also been reported with the use of RL. Zhou et al. [188] created a Markov decision process to produce molecules with targeted properties through multi-objective RL. Similarly to what is done with graphs, this strategy adds bonds and atoms sequentially. However, as the actions are restricted to chemically valid ones, the model scores $100 \%$ of validity in the


Fig. 21.4 Generative models for molecules using graphs. (a) Decision process for sequential generation of molecules from Li et al. [177]. (b) Junction Tree VAE for molecular graphs [168]. Figures reproduced from $[168,177]$ with the permission of the authors
generated compounds. The optimization process forgoes pre-training and allows flexibility in the choice of the importances for each objectives. As a follow-up to this work, the same group reports the usage of this generation scheme as a decoder in a RL-enhanced VAE for molecules [189].

In line with the usage of sequences of actions to create graphs, several groups have been working on different ways to represent and generate graphs through sequences. One approach is to split a graph in permutation-invariant N -gram path sets [190], in analogy with NLP with atoms as words and molecules as sentences.

This representation performs competitively with message-passing neural networks in classification and regression tasks. The combination of strings and graph methods is also seen in the work of Krenn et al. [191], which developed a sequence representation for general-purpose graphs. Their scheme shows high robustness against mutations in sequences and outperforms other representations (including SMILES strings) in terms of diversity, validity, and reconstruction accuracy when employed in sequence-based VAEs.

The adversarial generation of graphs is still very incipient, and few models of GANs with graphs have been demonstrated [192-194]. De Cao and Kipf [195] demonstrated MolGAN, a GAN trained with RL for generating molecular graphs, but their system is too prone to mode collapse. The output structure can be made discrete by differentiable processes such as Gumbel-softmax [196, 197], but balancing the adversarial training with molecular constraints requires more study. Pölsterl and Wachinger [198] build on MolGAN by adding an adversarial training to avoid calculating the reconstruction loss and extending the graph isomorphism network [199] to multigraphs. Further improvements include the approach from Maziarka et al. [200], which relies on the latent space of a pretrained JT-VAE to produce and optimize molecules, and the work of Fan and Huang [201], which aims to generate labeled graphs.

While the combination of DL with graph theory and molecular design seems promising, large room for improvement is available in the field of graph generation. Outputting an arbitrary graph is still an open problem and scalability to larger graphs is still an issue [136]. Computing graph isomorphism is a class-NP problem, and the measure of similarity between two graphs usually resorts to expensive kernels or edit distances [202], as are other problems with reconstruction, ordering, and so on [203]. In some cases, a distance metric can be defined for such data structures [204,205] or a set of networks can be trained to recognize similarity patterns within graphs [206]. Furthermore, adding attention to graphs could also help in classification tasks [207] or in the extraction of structure-property relationships [208], and specifying grammar rules for graph reconstruction may lead to improved results in molecular validity and stereochemistry [209].

### 21.3 Challenges and Outlook for Generative Models

The use of deep generative models is a powerful approach for teaching computers to observe and understand the real world. Far from being just a big-data crunching tool, DL algorithms can provide insights that augment human creativity [122]. Completely evaluating a generative model is difficult [210], since we lack an expression for the statistical distribution being learned. Nevertheless, by approximating reallife data with an appropriate representation, we are embedding intuition in the machine's understanding. In a sense, this is what we do, as human beings, when formulating theoretical concepts on chemistry, physics, and many other fields of study. Furthering our limited ability to probe the inner workings of deep neural networks will allow us to transform learned embeddings into logical rules.


Fig. 21.5 Summary and timeline of current generative models for molecules. Newer models are located in the bottom of the diagram. Figures reproduced from [123, 154, 165, 168, 195, 203]. (a) SMILES generators with GANs papers. (b) SMILES generators with RNNs papers. (c) Graph generators with RNNs papers. (d) Graph generators with GANs papers. (e) SMILES VAE papers. (f) NLP + SMILES VAE papers. (g) Graph VAE papers

In the field of chemical design, generative models are still in their infancy (see timeline summary in Fig. 21.5). While many achievements have been reported for such models, all of them share many challenges before a "closed loop" approach can be effectively implemented. Some of the trials are still inherent to all generative models: the generalization capability of a model, its power to make inferences on the real world, and the capacity to bring novelty to it. In the chemical space, originality can be translated as the breadth and quality of possible molecules that the model can generate. To push forward the development of new technologies, we want our generative models to explore further regions of the chemical space in search of new solutions to current problems and extrapolate the training set, avoiding mode collapses or naïve interpolations. At the same time, we want it to capture rules inherent to the synthetically accessible space. Finally, we want to critically evaluate the performance of such models. Several benchmarks are being developed to assess the evolution of chemical generative models, providing quantitative comparisons beyond the mere prediction of solubility or drug-likeness [211-214].

The ease of navigation throughout the chemical space alone is not enough to determine a good model, however. Tailoring the generation of valid molecules for
certain applications such as drug design [142] is also an important task. It reflects how well a generative model focuses on the structure-property relationships for certain applications. This interpretation leads to even more powerful understandings of chemistry and is closely tied to Gaussian processes [123], Bayesian optimization [215], and virtual screening.

In the generation process, outputting an arbitrary molecule is still an open problem and is closely conditioned to the representation. While SMILES have been demonstrated useful to represent molecules, graphs are able to convey real chemical features in it, which is useful for learning properties from structures. However, three-dimensional atomic coordinates should be considered for decoding as well. Recent works are going well beyond the connectivity of a molecule to provide equilibrium geometries of molecules using generative models [216-220]. This is crucial to bypass expensive sampling of low-energy configurations from the potential energy surface of molecules. We should expect advances not only on decoding and generating graphs from latent codes, but also in invertible molecular representations in terms of sequences, connectivity, and spatial arrangement.

Finally, as the field of generative models advances, we should expect even more exciting models to design molecules. The normalizing-flow based Boltzmann Generator [217] and GraphNVP [221] are examples of models based on more recent strategies. Furthermore, the use of generative models to understand molecules in an unsupervised way advances along with the inverse design, from coarse-graining [222,223] and synthesizability of small molecules [224,225] to genetic variation in complex biomolecules [226].

In summary, generative models hold promise to revolutionize the chemical design. Not only they allow optimizations or learn directly from data, but also bypass the necessity of a human supervising the generation of materials. Facing the challenges among these models is essential for accelerating the discovery cycle of new materials and, perhaps, improvement of the human understanding of the nature.
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