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#### Abstract

In this paper, we present a technique for automatically extracting nonlinear macromodels of biomedical microelectromechanical systems devices from physical simulation. The technique is a modification of the recently developed trajectory piecewise-linear approach, but uses ideas from balanced truncation to produce much lower order and more accurate models. The key result is a perturbation analysis of an instability problem with the reduction algorithm, and a simple modification that makes the algorithm more robust. Results are presented from examples to demonstrate dramatic improvements in reduced model accuracy and show the limitations of the method.


Index Terms-Biomedical microelectromechanical devices (bioMEMS), microelectromechanical devices (MEMS), model order reduction, nonlinear dynamical systems, perturbation methods, piecewise linear models.

## I. Introduction

THE application of micromachining to biological applications, such as labs-on-a-chip [1]-[3], require complicated combinations of individual biomedical microelectromechanical systems (bioMEMS) devices that process fluids, cells, and molecules (e.g., mixers, separators, and pumps). In order to simulate systems of these devices, models have been developed for common components, such as mixers and separators [4]-[7]. The wide variety of devices currently in development, and the need to rapidly assess the impact of candidate device performance on system behavior, will accelerate the demand for techniques that more automatically extract models of these bioMEMS devices from detailed physical simulation. The required automatic techniques may include approaches similar to the robust nonlinear model-order reduction (MOR) strategies being developed for nonlinear circuit model reduction [8]-[12], though bioMEMS devices can be more challenging because
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they are both nonlinear and typically much less damped than circuits.

In this short paper, we describe an effective model reduction algorithm for bioMEMS devices that is a modification of the trajectory piecewise-linear (TPWL) MOR algorithm [10]. In the following section, we describe the TPWL MOR algorithm, and then in Section III, we present an improvement on that algorithm based on using truncated balanced realization (TBR) [13]. In Section IV, we describe several example problems, and in Section V, we use those examples to demonstrate both the effectiveness of our TPWL-TBR algorithm, as well as an instability problem. Also, we demonstrate a fundamental difficulty of the TPWL approach when applied to traveling-wave problems. In Section VI, we describe a perturbation analysis of the instability problem, and give a second algorithm modification that resolves this problem. Conclusions end the paper.

## II. TPWL Nonlinear Model Reduction

After spatial discretization of the coupled partial differential equations (PDEs) that describe a bioMEMS component, the dynamic behavior of the component can often be represented using the standard state-space form

$$
\left\{\begin{array}{l}
\dot{x}(t)=f(x(t), u(t))  \tag{1}\\
y(t)=C x(t)
\end{array}\right.
$$

where $x(t) \in R^{N}$ is a vector of states (e.g., mechanical displacements, fluid velocities) at time $t, f: R^{N} \times R^{M} \rightarrow R^{N}$ is a nonlinear vector-valued function, $u: R \rightarrow R^{M}$ is an input signal, $C$ is an $N \times K$ output matrix and $y: R \rightarrow R^{K}$ is the output signal.

We assume nonlinear function $f$ being differentiable for all values of $x$ and $u$ :

$$
\begin{equation*}
f(x, u)=f\left(x_{0}, u_{0}\right)+A\left(x-x_{0}\right)+B\left(u-u_{0}\right)+\text { h.o.t. } \tag{2}
\end{equation*}
$$

where matrices $A$ and $B$ [which are dependent on the linearization point $\left.\left(x_{0}, u_{0}\right)\right]$ contain derivatives of $f$ with respect to the components of the state and input signals, respectively.

The goal of applying MOR to (1) is to construct a macromodel capable of approximately simulating the input-output behavior of the systems in (1), but at a significantly reduced computational cost.

In order to achieve this goal, one needs to reduce the dimensionality of the state-space vector, which is usually achieved by employing projections. However, only projecting the nonlinear system (1) is not a complete solution to the nonlinear model reduction problem, because direct evaluation of the projected function is still directly proportional to the size of the unreduced system, and is too computationally expensive. ${ }^{1}$

To reduce the cost of the projected-function evaluation, consider the following generalized quasi-piecewise-linear approximate representation of the nonlinear function $f$, which has been proposed, in a slightly simpler form, in [10]

$$
\begin{align*}
& f(x, u) \approx \sum_{i=1}^{s} \tilde{w}_{i}(x, u)\left(f\left(x_{i}, u_{i}\right)\right. \\
& \left.\quad+A_{i}\left(x-x_{i}\right)+B_{i}\left(u-u_{i}\right)\right) \tag{3}
\end{align*}
$$

where $x_{i}$ 's and $u_{i}$ 's $(i=1, \ldots, s)$ are selected linearization points (samples of state and input values), $A_{i}$ and $B_{i}$ are derivatives of $f$ with respect to $x$ and $u$, evaluated at $\left(x_{i}, u_{i}\right)$, and finally, $\tilde{w}_{i}(x, u)$ 's are state- and input-dependent weights that satisfy

$$
\begin{align*}
\sum_{i=1}^{s} \tilde{w}_{i}(x, u)=1 \quad \forall & (x, u) \\
& \tilde{w}_{i}(x, u) \rightarrow 1 \text { as }(x, u) \rightarrow\left(x_{i}, u_{i}\right) \tag{4}
\end{align*}
$$

Equation (4) implies that the TPWL approximation in (3) is simply a convex combination of samples of $f$ and $f$ 's derivatives.

Projecting the piecewise-linear approximation in (3) using biorthonormal projection bases $V$ and $W$ yields the following reduced-order nonlinear dynamical system:

$$
\left\{\begin{align*}
\dot{z}= & \gamma \cdot w(z, u)+\left(\sum_{i=1}^{s} w_{i}(z, u) A_{i r}\right) z  \tag{5}\\
& +\left(\sum_{i=1}^{s} w_{i}(z, u) B_{i r}\right) u \\
y= & C_{r} z
\end{align*}\right.
$$

where $z(t) \in R^{q}$ is the $q$-dimensional vector of states

$$
\begin{aligned}
& \gamma=\left[W^{\mathrm{T}}\left(f\left(x_{1}, u_{1}\right)-A_{1} x_{1}-B_{1} u_{1}\right) \ldots\right. \\
& \left.W^{\mathrm{T}}\left(f\left(x_{s}\right)-A_{s} x_{s}-B_{s} u_{s}\right)\right]
\end{aligned}
$$

Here, $w(z, u)=\left[w_{1}(z, u) \cdots w_{s}(z, u)\right]^{\mathrm{T}}$ is a vector of weights, $A_{i r}=W^{\mathrm{T}} A_{i} V, B_{i r}=W^{\mathrm{T}} B_{i}$, and $C_{r}=C V$. One should note that $\sum_{i=1}^{s} w_{i}(z, u)=1$ for all $(z, u), w_{i} \rightarrow 1$ as $(z, u) \rightarrow$ ( $W^{\mathrm{T}} x_{i}, u$ ), and that the evaluation of the right-hand side of (5) requires at most $O\left(s q^{2}\right)$ operations, where $s$ is the number of linearization points.

As proposed in [10] and [12], linearization points $\left(x_{i}, u_{i}\right)$ used in system (5) are usually selected from a "training trajectory" of the initial nonlinear system, corresponding to some appropriately determined "training input." The choice of the training input is an important aspect of the reduction procedure, since this choice directly influences accuracy. As the general rule, the training signal should be as close as possible to the

[^0]signals for which the reduced system will be used. Additionally, this input signal should be rich enough to collect all "important" states in the set of linearization points $\left(x_{i}, u_{i}\right)$ [12].

In order to obtain a reduced system in the form of (5), biorthonormal projection bases $V$ and $W$ must also be determined. This issue is addressed below.

## III. Choice of Linear Reduction Method

Consider a simple linearization of (1) about the initial state $\left(x_{0}, u_{0}\right)$

$$
\left\{\begin{array}{l}
\dot{x}=f\left(x_{0}\right)-\hat{A} x_{0}-\hat{B} u_{0}+\hat{A} x+\hat{B} u  \tag{6}\\
y=\hat{C} x
\end{array}\right.
$$

For the system in (6), a projection basis can be obtained using one of the many projection-based linear MOR procedures. One common choice is to reduce using the projection basis spanning the Krylov subspace [10], [14], [15]

$$
\operatorname{span}(V)=\operatorname{span}\left\{\hat{A}^{-1} \hat{B}, \ldots, \hat{A}^{-q} \hat{B}\right\}
$$

Reduction of (6) using the Krylov-subspace projection is not guaranteed to provide a stable reduced model, even in this linearized case [16], [17]. Therefore, TPWL macromodels obtained using Krylov projection are not guaranteed to be stable even if the original system is nearly linear.

Alternatively, one can apply a balanced truncation model reduction (TBR) procedure [18]-[20]:

## Algorithm 1: TBR

Input: System matrices $\hat{A}, \hat{B}$, and $\hat{C}$.
Output: Projection bases $V$ and $W$.
(1) Find observability gramian $P: \hat{A} P+P \hat{A}^{\mathrm{T}}=-\hat{B} \hat{B}^{\mathrm{T}}$;
(2) Find controllability gramian $Q: \hat{A}^{\mathrm{T}} Q+Q \hat{A}=-\hat{C}^{\mathrm{T}} \hat{C}$;
(3) Compute $q$ dominant eigenvectors of $P Q:(P Q) V=$ $V \Sigma^{2}$, where $\Sigma^{2}=\operatorname{diag}\left(\Lambda_{q}^{\operatorname{dom}}(P Q)\right)$;
(4) Compute $q$ dominant eigenvectors of $Q P$ :
$(Q P) W=W \Sigma^{2}$ and scale columns of $W$ such that $W^{\mathrm{T}} V=I_{q \times q}$.

The projection bases $V$ and $W$ obtained using algorithm 1 can then be used to compute the reduced TPWL approximation in (5).

TBR reduction can be more accurate than Krylov-subspace reduction as it possesses a uniform frequency error bound [21], and TBR preserves the stability of the linearized model. This superior performance for the linear cases suggests that TPWL approximation models obtained using TBR will be stable and accurate as well. This is not necessarily the case, as will be shown below.

## IV. Examples of Nonlinear Systems

In this section, we consider two examples of nonlinear systems that arise in the modeling of bioMEMS devices that have nonlinear dynamical behaviors, which make good test cases for reduction algorithms.


Fig. 1. Micropump example (following Hung et al. [22]).
The first example is a fixed-fixed beam structure, which might be used as part of a micropump or valve, shown in Fig. 1. Following Hung et al. [22], the dynamical behavior of this coupled electromechanical-fluid system can be modeled with a one-dimensional (1-D) Euler's beam equation and the two-dimensional (2-D) Reynolds' squeeze film damping equation [22]:
$\left\{\begin{array}{l}\hat{E} I \frac{\partial^{4} w}{\partial x^{4}}-S \frac{\partial^{2} w}{\partial x^{2}}=F_{\text {elec }}+\int_{0}^{d}\left(p-p_{0}\right) d y-\rho \frac{\partial^{2} w}{\partial t^{2}} \\ \nabla \cdot\left((1+6 K) w^{3} p \nabla p\right)=12 \mu \frac{\partial(p w)}{\partial t} .\end{array}\right.$
Here, the axes $x, y$, and $z$ are as shown on Fig. $1, \hat{E}$ is the Young's modulus, $I$ is the moment of inertia of the beam, $S$ is the stress coefficient, $K$ is the Knudsen number, $d$ is the width of the beam in the $y$-direction, $w=w(x, t)$ is the height of the beam above the substrate, and $p(x, y, t)$ is the pressure distribution in the fluid below the beam. The electrostatic force is approximated assuming nearly parallel plates and is given by $F_{\text {elec }}=\epsilon_{0} d v^{2} / 2 w^{2}$, where $v$ is the applied voltage.

Spatial discretization of (7) using a standard finite-difference scheme leads to a nonlinear dynamical system in the form of (1), with $N=880$ states. After discretization, the state vector $x$ consists of the concatenation of: heights of the beam above the substrate $w$, values of $\partial\left(w^{3}\right) / \partial t$, and values of the pressure below the beam. For the considered example, the output $y(t)$ was selected to be the deflection of the center of the beam from the equilibrium point (cf. Fig. 1).

The remarkable feature of this example is that the system is strongly nonlinear, and no feasible Taylor expansion made at the initial state can correctly represent the nonlinear function $f$, especially in the so-called pull-in region ${ }^{2}$ [22].
The exact actuation mechanism of the real micropumps may be quite different than the above simple structure, but this example is illustrative in that it combines electrical actuation with the structural dynamics and is coupled to fluid compression. We expect model reduction methods that are effective for this example problem to be extendable to realistic micropumps.

The second example, suggested in [23], is the injection of a (marker) fluid into a U-shaped three-dimensional microfluidic channel. The fluid is driven electrokinetically as depicted in Fig. 2, and the channel has a rectangular cross section of height $d$ and width $w$. In this example, the electrokinetically driven
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Fig. 2. Microfluidic channel.
flow of a buffer (carrier) fluid was considered to be steady, with the fluid velocity directly proportional to the electric field as in

$$
\vec{v}(\underbrace{x, y, z}_{\vec{r}})=-\mu \nabla \Phi(\vec{r})
$$

where $\mu$ is the electroosmotic mobility of the fluid. The electric field can be determined from Laplace's equation

$$
\nabla^{2} \Phi(\vec{r})=0
$$

with Neumann boundary conditions on the channel walls [24]. If the concentration of the marker is not small, the electroosmotic mobility can become dependent on the concentration, i.e., $\mu \equiv \mu(C(\vec{r}, t))$, where $C(\vec{r}, t)$ is the concentration of the marker fluid. Finally, the marker can diffuse from the areas with high concentration to the areas with low concentration. The total flux of the marker, therefore, is

$$
\begin{equation*}
\vec{J}=\vec{v} C-D \nabla C \tag{8}
\end{equation*}
$$

where $D$ is the diffusion coefficient of the marker. Again, as the concentration of the marker grows, the diffusion will be governed not only by the properties of the carrying fluid, but also by the properties of the marker fluid, therefore, $D$ can depend on concentration. Conservation applied to the flux (8) yields a convection-diffusion equation [25]

$$
\begin{align*}
\frac{\partial C}{\partial t}=-\nabla \cdot \vec{J}=\nabla \Phi \cdot( & C \nabla \mu(C)+\mu(C) \nabla C) \\
& +\nabla D(C) \cdot \nabla C+D(C) \nabla^{2} C \tag{9}
\end{align*}
$$

The standard approach is to enforce zero normal flux at the channel-wall boundaries, but since $\vec{v}$ has a zero normal component at the walls, zero normal flux is equivalent to enforcing zero normal derivative in $C$. The concentration at the inlet was determined by the input, and the normal derivative of $C$ was assumed 0 at the outlet.

Note that (9) is nonlinear with respect to marker concentration unless both electroosmotic mobility and diffusion coefficient are concentration-dependent.

A state-space system was generated from (9) by applying a second-order three-dimensional coordinate-mapped


Fig. 3. Propagation of the square impulse of concentration of the marker. Due to the difference in lengths of the inner and outer arc, the marker reaches different points at the outlet with different delay.
finite-difference spatial discretization to (9) on the half-ring domain in Fig. 2. The states were chosen to be concentrations of the marker fluid at the spatial locations inside the channel. The concentration of the marker at the inlet of the channel is the input signal, and there are three output signals: the first being the average concentration at the outlet, and the second and third signals being the concentrations at the inner and outer radii of the outlet of the channel, respectively.

Fig. 3 illustrates the way an impulse of concentration at the inlet propagates through the channel: Diffusion spreads the pulse, and due to the curvature of the channel, the front of the impulse becomes tilted with respect to the channel's cross section. That is, the marker first reaches the points at the inner radius (point 1).

## V. Computational Results

In this section, results are first presented for the linear microfluid channel model, in order to emphasize the efficiency of the TBR linear reduction. Then, results are presented for the micromachined-pump model. The most challenging example was a nonlinear microfluidic channel.

## A. Microchannel-Linear Model

First, in order to demonstrate the effectiveness of TBR linear reduction, consider applying a balanced-truncation algorithm to the linearized microchannel model. This corresponds to the problem of a very diluted solution of a marker in the carrier liquid (a widely used approximation in the literature). The values used for the electroosmotic mobility and diffusion coefficients are from [23]: $\mu=2.8 \times 10^{-8} \mathrm{~m}^{2} \cdot \mathrm{~V}^{-1} \cdot \mathrm{~s}^{-1}, D=$ $5.5 \times 10^{-10} \mathrm{~m}^{2} \cdot \mathrm{~s}^{-1}$. Physical dimensions of the channel were chosen to be $r_{1}=500 \mu \mathrm{~m}, w=300 \mu \mathrm{~m}$, and $d=300 \mu \mathrm{~m}$. Finite-difference discretization led to a linear time-invariant system $(A, B, C)$ of order $N=2842$ (49 discretization points by angle, 29 by radius, and 2 by height). Since algorithm 1 requires $O\left(n^{3}\right)$ computation, the discretized system was too costly to reduce using the original TBR algorithm. Instead, we used a fast-to-compute approximation to the TBR called modified approximate implicit subspace iteration with alternate directions (AISIAD) [26], [27].


Fig. 4. H-infinity errors (maximal discrepancy over all frequencies between transfer functions of original and reduced models) for the Krylov, TBR, and modified AISIAD reduction algorithms.


Fig. 5. Transient responses of the original linear (dashed lines) and reduced (solid lines) model (order $q=13$ ). Input signal: unit pulse with duration 0.1 s . The maximum error between these transients is $\approx 1 \times 10^{-4}$, therefore, the difference is barely visible. The different outputs correspond to the different locations along the channel's outlet (from left to right: innermost point, middle point, outermost point).

As shown in Figs. 4 and 5, applying reduction to the spatial discretization of (9) demonstrates the excellent efficiency of the TBR reduction algorithm. The reduction error decreases exponentially with increasing reduced model order, both in frequency- and in time-domain measurements. For example, in the time-domain simulations, the maximum error in the unit step response for the reduced model of order $q=20$ (over a 100 -times reduction) was lower than $10^{-6}$ for all three output signals.

The modified AISIAD method was compared with Krylov-subspace-based reduction (Arnoldi method [14]) and the original TBR method in both time and frequency domains. As shown in Fig. 4, TBR and modified AISIAD are much more accurate than the Krylov method, and are nearly indistinguishable. However, the modified AISIAD model is much faster to compute.

To demonstrate the time-domain accuracy of the reduced model, we first redefined the outputs of the model as concentrations at the points $1-3$ on Fig. 3, and then performed approximate TBR reduction using the modified AISIAD method.


Fig. 6. Errors in output computed by TPWL models generated with different MOR procedures (micromachined-pump example); $N=880 ; 5.5-\mathrm{V}$ step testing and training input voltage.

In Fig. 5, the output produced by a $0.1-\mathrm{s}$ unit pulse is shown. The results for the 2842 -state model and modified AISIAD reduced model of order 13 are compared in Fig. 5. One can clearly see that the reduced model nearly perfectly represents different delay values and the spread of the outputs.

## B. Micromachined-Pump Example

The TBR TPWL MOR strategy was applied to generate macromodels for the micromachined-pump example described in Section IV. The reduced basis was generated using the linearized model of system (1) only at the initial state, and the initial state was included in the bases $V$ and $W$.

Surprisingly, unlike in several nonlinear circuit examples [13], the output error did not decrease monotonically as the order $q$ of the reduced system grew. Instead, macromodels with odd orders behaved very differently than macromodels with even orders. Models of even orders were substantially more accurate than models of the same order generated by Krylov reduction-cf., Fig. 6. However, if $q$ was odd, inaccurate and unstable reduced-order models were obtained. This phenomenon is reflected in the error plot shown in Fig. 6. Fig. 7 illustrates that a fourth-order (even) reduced model accurately reproduces transient behavior.
This "even-odd" phenomenon was observed in [28] and explained in the very general sense in [29]. The main result in [29] is described in the following section. However, there is also an insightful but less general way of looking at this phenomenon.

The "even-odd" phenomenon can be viewed by examining eigenvalues of the reduced-order Jacobians from different linearization points. For the pump example, the initial nonlinear system is stable and Jacobians of $f$ at all linearization points are also stable. Nevertheless, in this example, the generated reduced-order basis provides a truncated balancing transformation only for the linearized system from the initial state $x_{0}$. Therefore, only the reduced Jacobian from $x_{0}$ is guaranteed to


Fig. 7. Comparison of system response (micromachined-pump example) computed with both nonlinear and linear full-order models, and TBR TPWL reduced-order model (seven models of order $q=4$ ); 5.5-V step testing and training input voltage. Note: solid and dashed lines almost fully overlap.
be stable. Other Jacobians, reduced with the same projection bases, may develop eigenvalues with positive real parts.

Fig. 8 shows spectra of the reduced-order Jacobians for models of order $q=7$ and $q=8$. One may note that, for $q=8$, the spectra of the Jacobians from a few first linearization points are very similar. They also follow the same pattern: two of the eigenvalues are real, and the rest form complex-conjugate pairs. Increasing or decreasing the order of the model by 2 creates or eliminates a complex-conjugate pair of stable eigenvalues from the spectra of the Jacobians. If the order of the model is increased or decreased by 1 [cf., Fig. 8 (left)], the situation is very different. A complex-conjugate pair will be broken, and a real eigenvalue will form. At the first linearization point, this eigenvalue is a relatively small negative number. At the next linearization point, the corresponding eigenvalue shifts significantly to the right half plane to form an unstable mode of the system. An obvious workaround for this problem in the considered example is to generate models of even order. Nevertheless, a true solution to this problem would involve investigating how perturbations in the model affect the balanced reduction, and this is examined in Section VI.

## C. Nonlinear Microfluidic Example

Consider introducing a mild nonlinearity into the mobility and diffusion coefficients in (9) as follows:

$$
\begin{aligned}
\mu(C) & =(28+C \cdot 5.6) \times 10^{-9} \mathrm{~m}^{2} \cdot \mathrm{~V}^{-1} \cdot \mathrm{~s}^{-1} \\
D(C) & =(5.5+C \cdot 1.1) \times 10^{-10} \mathrm{~m}^{2} \cdot \mathrm{~s}^{-1} .
\end{aligned}
$$

Our experiments showed that even such a small nonlinearity creates a challenging problem for the TPWL algorithm. For this problem, the choice of training input significantly affects the set of the input signals for which the reduced model produces accurate outputs. For the case of a pulsed marker, this example has, in effect, a traveling-wave solution. Therefore, linearizing


Fig. 8. Eigenvalues of the Jacobians from the first few linearization points (micromachined-pump example, Krylov-TBR TPWL reduction). Order of the reduced system $q=7$ (left), $q=8$ (right).
at different timepoints implies linearizing different spatially local regions of the device, and many linearizations will be needed to cover the entire device.

Our experiments showed that a workable choice of projection matrices $V$ and $W$ for this example is an aggregation of the TBR basis and some of the linearization states $x_{i}$. Therefore, the projection used was a mix between TBR and snapshotsbased projection [30]. For example, the reduced model whose transient step response is presented in Fig. 9 was obtained using an aggregation of an order-15 TBR basis and 18 linearization states. The resulting system size was $q=33$, and the number of linearization points was 23 (the initial model size was $N=$ 2842). The linearization points were generated using the same step input for which the reduced simulation was performed. Although the results from the reduced model match when the input is the same as the training input, the errors become quite large if other inputs are used. For these nonlinear-wavepropagation problems, one needs to use a richer set of training inputs, which will result in a larger set of TPWL linearization points. In addition, instability in this simulation is still an issue, which makes the exact choice of projection basis an ad hoc procedure.

## VI. Perturbation Analysis of TBR Reduction Algorithm

For the micropump example, the even-odd behavior of the model reduction can be analyzed using perturbation analysis. Assume the projection bases $V$ and $W$ are computed using TBR reduction from a single linearization point. The key issue is whether or not the TBR basis obtained at one linearization point is still suitable for reducing piecewise-linear models further along the trajectory. To understand this issue, consider two linearizations of the nonlinear system (1) $\left(A_{0}, B, C\right)$ (initial) and $(A, B, C)$ (perturbed). Suppose TBR reduction is performed


Fig. 9. Step response of reduced and initial microfluidic model. Solid lines: order-33 TPWL reduced model obtained by using step training input. Dashed lines: full nonlinear model, $N=2842$. Note: solid and dashed lines almost fully overlap. The leftmost lines are the second input, which corresponds to the concentration closer to the center of the channel's curvature. The middle lines correspond to the first output signal (average concentration at the outlet). The rightmost lines correspond to the concentration at the outlet's points away from the center of curvature.
for both of these models, resulting in projection bases $V, W$ and $\tilde{V}, \tilde{W}$, respectively. If these two bases are not significantly different, then perhaps $V$ and $W$ can be used to reduce the perturbed system, as is done for TPWL macromodels. This is true given some care, as will be made clear below.

## A. Effect of Perturbation on Gramians

Consider the case for the controllability gramian $P$ only, the results are valid for $Q$ as well. Let $A=A_{0}+\delta A, P=$ $P_{0}+\delta P$, where $P_{0}$ is an unperturbed gramian corresponding to unperturbed matrix $A_{0}$, and $\delta A$ is relatively small so that $\delta P$ is also small.

Using the perturbed values of $A$ and $P$ in the Lyapunov equation and neglecting $\delta P \delta A$ yields

$$
\begin{equation*}
A_{0} \delta P+\delta P A_{0}^{\mathrm{T}}+\left(\delta A P_{0}+P_{0}(\delta A)^{\mathrm{T}}\right)=0 \tag{10}
\end{equation*}
$$

Note that (10) is a Lyapunov equation with the same matrix $A_{0}$ as for the unperturbed system. This equation has a unique solution, assuming that the initial system is stable. The solution to (10) can be expressed using the following integral formula

$$
\begin{equation*}
\delta P=\int_{0}^{\infty} \mathrm{e}^{A_{0}^{\mathrm{T}} t}\left(\delta A P_{0}+P_{0}(\delta A)^{\mathrm{T}}\right) \mathrm{e}^{A_{0} t} d t \tag{11}
\end{equation*}
$$

Assuming $A$ is diagonalizable, $\delta P$ can be bounded as

$$
\begin{equation*}
\|\delta P\| \leq 2(\operatorname{cond}(T))^{2}\|\delta A\|\left\|P_{0}\right\| \int_{0}^{\infty} \mathrm{e}^{2 \mathfrak{R e}\left(\lambda_{\max }\left(A_{0}\right)\right) t} d t \tag{12}
\end{equation*}
$$

where $T$ is the matrix that diagonalizes $A$.
Since $A$ is stable, the integral in (12) exists and yields an upper bound on infinitesimal perturbations of the gramian:

$$
\begin{equation*}
\|\delta P\| \leq \frac{1}{\left|\mathfrak{R e}\left(\lambda_{\max }\left(A_{0}\right)\right)\right|}(\operatorname{cond}(T))^{2}\left\|P_{0}\right\|\|\delta A\| \tag{13}
\end{equation*}
$$

Equation (13) shows that the bound on the norm of $\delta P$ increases as the maximal eigenvalue of $A_{0}$ approaches the imaginary axis. In addition, note that perturbations in $A$ will result in small perturbations in the gramian $P$ as long as the system remains "stable enough," i.e., its eigenvalues are bounded away from the imaginary axis.

## B. Effect of Perturbations on the Balancing Transformation

The balancing transformation in algorithm 1 can be viewed essentially as a symmetric eigenvalue problem [21]:

$$
\begin{equation*}
R P R^{\mathrm{T}}=U \operatorname{diag}\left(\Sigma^{2}\right) U^{\mathrm{T}} \quad T=\Sigma^{-1} U^{\mathrm{T}} R \tag{14}
\end{equation*}
$$

where $R^{\mathrm{T}} R=Q$ ( $R$ is a Cholesky factor of $Q$ ) and $T$ is the coordinate transformation that diagonalizes both gramians. In algorithm 1, matrix $W$ consists of the first $q$ rows of $T$, and matrix $V$ consists of the first $q$ columns of $T^{-1}$.

Applying the same perturbation analysis to the Cholesky factors, it can be shown that the perturbations in the Cholesky factors due to the perturbations in the original gramian are also small, provided that the system remains "observable enough," that is, the eigenvalues of $Q$ are bounded away from 0 . Therefore, we can state that the perturbation properties of the TBR algorithm are dictated by the symmetric eigenvalue problem $R P R^{\mathrm{T}}=U \Sigma^{2} U^{\mathrm{T}}$.

The perturbation theory for the eigenvalue problem has been developed quite thoroughly [31], and one of the first observations is that small perturbations of a symmetric matrix can
lead to large changes in the eigenvectors if there are subsets of eigenvalues in the initial matrix that are very near to each other.

Below, we summarize a perturbation theory for a symmetric eigenvalue problem with a nondegenerate spectrum.

Consider a symmetric matrix $M=M_{0}+\delta M$, where $M_{0}$ is the unperturbed matrix with known eigenvalues and eigenvectors, and no repeated eigenvalues. Eigenvectors of $M$ can be represented as a linear combination of eigenvectors of $M_{0}$

$$
x_{k}=\sum_{i=1}^{N} c_{i}^{k} x_{i}^{0}
$$

where $x_{k}$ is the $k$ th eigenvector of the perturbed matrix $M$ and $x_{i}^{0}$ is the $i$ th eigenvector of the unperturbed matrix. Coefficients $c_{i}^{k}$ show how the eigenvectors of matrix $M_{0}$ are intermixed due to the perturbation $\delta M$, as in

$$
\begin{aligned}
\left(M_{0}+\delta M\right) \sum_{i=1}^{N} c_{i}^{k} x_{i}^{0}=\lambda_{k} & \sum_{i=1}^{N} c_{i}^{k} x_{i}^{0} \\
& \Rightarrow \sum_{i=1}^{N} c_{i}^{k} \delta M_{j i}=\left(\lambda_{k}-\lambda_{j}^{0}\right) c_{j}^{k}
\end{aligned}
$$

where $\lambda_{k}$ and $\lambda_{k}^{0}$ are the $k$ th eigenvalues of $M$ and $M_{0}$, respectively, and $\delta M_{i j}=\left(x_{i}^{0}\right)^{\mathrm{T}} \delta M x_{j}^{0}$ is a matrix element of the perturbation in the basis of the unperturbed eigenvectors.

Now, assume small perturbations and represent $\lambda_{k}=\lambda_{k}^{0}+$ $\lambda_{k}^{(1)}+\lambda_{k}^{(2)}+\cdots$ and $c_{k}^{n}=\delta_{k n}+c_{k}^{n(1)}+c_{k}^{n(2)}+\cdots$, where each subsequent term represents smaller orders in magnitude. The first-order terms are

$$
\begin{equation*}
\lambda_{k}^{(1)}-\lambda_{k}^{0}=\delta M_{j j} \tag{15}
\end{equation*}
$$

and

$$
\begin{equation*}
c_{k}^{n}=\frac{\delta M_{k n}}{\lambda_{n}^{0}-\lambda_{k}^{0}}, \quad k \neq n \tag{16}
\end{equation*}
$$

Equation (16) implies that the greater the separation between eigenmodes, the less they tend to intermix due to small perturbations. If a pair of modes have eigenvalues that are close, they change rapidly with perturbation. The following recipe for choosing an order of projection basis exploits this observation.

## C. Recipe for Using TBR With TPWL

Pick a reduced order to ensure that the remaining Hankel singular values are small enough, and the last-kept and firstremoved Hankel singular values are well separated.

The above recipe yields a revised TBR-based TPWL algorithm:

## TBR-based TPWL with the linearization at the initial state

1) Perform the TBR linear reduction at the initial state $x_{0}$. Add $x_{0}$ to the projection matrices $V$ and $W$ by using biorthonormalization.


Fig. 10. Hankel singular values of the balancing transformation at the initial state, micromachined-pump example.
2) Choose the reduced-order $q$ such that the truncated Hankel singular values are:

- Small enough to provide sufficient accuracy;
- Separated enough from the Hankel singular values that are kept.

3) Simulate the training trajectory and collect linearizations.
4) Reduce linearizations using the projection matrices obtained in step 1).

## D. Even-Odd Behavior Explained

The perturbation analysis suggests that the sensitivity of TBR projection basis is strongly dependent on the separation of the corresponding Hankel singular values. The Hankel singular values for the linearization point of the micromachined-pump example are shown in Fig. 10.

As one can clearly see, the Hankel singular values for the micropump example are arranged in pairs of values, and evidently, even-order models violate the recipe for the choice of reduction basis.

## VII. Remark: System-Level and Individual Model Stability

The above approach attempts to create individual reduced models of devices, which are stable. However, interconnections of stable models do not, in general, result in a stable system (even for linear systems). In order to ensure systemlevel stability, it may be necessary to enforce stronger criteria on the individual models. One possibility would be to ensure an individual system's dissipativity (also termed passivity). That is, the energy in the output signal should not exceed energy in the input signal. This is a much more challenging problem than the one considered in this paper. In addition, particular constraints associated with the system's dissipativity are problem dependent: They depend on the physical nature of the input and output signals. On the other hand, the proposed method is generic, that is, it does not assume any particular physical nature in the signals under consideration.

## VIII. Conclusion

In this short paper, we demonstrated that replacing Krylovsubspace methods with TBR as the linear reduction method
in a TPWL algorithm dramatically improves reduced model accuracy for a given order, or substantially reduces the order needed for a given accuracy. In addition, we discovered, analyzed, and resolved an instability problem with the TPWL-TBR approach. In particular, we gave a perturbation analysis that showed that when TBR is used in combination with TPWL, one should not truncate at an order that splits nearly equal Hankel singular values. Finally, we also demonstrated that the TPWL-TBR approach has much more difficulty when applied to problems with nonlinear wave propagation.
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[^0]:    ${ }^{1}$ This issue is discussed in detail in [10].

[^1]:    ${ }^{2}$ If the beam is deflected by more than $\approx 1 / 3$ of the initial gap, the beam will be pulled- in to the substrate.

