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#### Abstract

Context. Magnetic clouds (MCs) are formed by magnetic flux ropes that are ejected from the Sun as coronal mass ejections. These structures generally have low plasma beta and travel through the interplanetary medium interacting with the surrounding solar wind. Thus, the dynamical evolution of the internal magnetic structure of a MC is a consequence of both the conditions of its environment and of its own dynamical laws, which are mainly dominated by magnetic forces. Aims. With in-situ observations the magnetic field is only measured along the trajectory of the spacecraft across the MC. Therefore, a magnetic model is needed to reconstruct the magnetic configuration of the encountered MC. The main aim of the present work is to extend the widely used cylindrical model to arbitrary cross-section shapes. Methods. The flux rope boundary is parametrized to account for a broad range of shapes. Then, the internal structure of the flux rope is computed by expressing the magnetic field as a series of modes of a linear force-free field. Results. We analyze the magnetic field profile along straight cuts through the flux rope, in order to simulate the spacecraft crossing through a MC. We find that the magnetic field orientation is only weakly affected by the shape of the MC boundary. Therefore, the MC axis can approximately be found by the typical methods previously used (e.g., minimum variance). The boundary shape affects the magnetic field strength most. The measurement of how much the field strength peaks along the crossing provides an estimation of the aspect ratio of the flux-rope cross-section. The asymmetry of the field strength between the front and the back of the MC, after correcting for the time evolution (i.e., its aging during the observation of the MC), provides an estimation of the cross-section global bending. A flat or/and bent cross-section requires a large anisotropy of the total pressure imposed at the MC boundary by the surrounding medium. Conclusions. The new theoretical model developed here relaxes the cylindrical symmetry hypothesis. It is designed to estimate the cross-section shape of the flux rope using the in-situ data of one spacecraft. This allows a more accurate determination of the global quantities, such as magnetic fluxes and helicity. These quantities are especially important for both linking an observed MC to its solar source and for understanding the corresponding evolution.
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## 1. Introduction

Magnetic clouds (MCs) are magnetized plasma structures ejected from the Sun as coronal mass ejections. They are characterized by a strongly enhanced magnetic field strength with respect to typical solar wind (SW) values, a smooth and large coherent rotation of the magnetic field vector, and a low proton temperature (e.g., Burlaga et al. 1981; Klein \& Burlaga 1982). Moreover, after decades of researches, there is presently a consensus that MCs are formed by twisted magnetic flux tubes, called flux ropes (e.g., Burlaga 1995).

The in situ measurements are limited to the spacecraft trajectory crossing the arriving MC. Therefore, one needs to rely on modeling to derive the global magnetic structure from the local measurements. The determination of the proper magnetic configuration for MCs is important in order to provide good estimations of the global magneto-hydrodynamic (MHD) invariants

[^0]contained in these structures, such as magnetic helicity or fluxes (see, e.g., Démoulin 2008, and references therein).

A key property of MCs is the small plasma $\beta$, while the plasma velocity in the frame moving with the MC is typically well below the Alfvén velocity, therefore the magnetic configuration of MCs is force-free to a first approximation. The magnetic field in MCs can be relatively well modeled by a linear force-free field (Burlaga 1988). The simplest solution is obtained with a cylindrical boundary; this is the so-called Lundquist model (Lundquist 1950). It was, and is still, widely used to fit the magnetic field observed in MCs and to derive global quantities such as the magnetic flux and helicity (e.g., Burlaga 1988; Lepping et al. 1990; Dasso et al. 2003; Lynch et al. 2003; Dasso et al. 2005b; Mandrini et al. 2005; Dasso et al. 2006; Leitner et al. 2007). An extension of this model to an elliptical boundary was realized by Vandas \& Romashets (2003). They derived analytical solutions for any value of the aspect ratio (ratio of the ellipse sizes).

Alternatively, non-linear force-free field models with a circular cross-section (Gold \& Hoyle 1960) have been used to
model the magnetic configuration of interplanetary flux ropes (e.g., Farrugia et al. 1999; Dasso et al. 2005b). The effect of plasma pressure has been considered for both circular and elliptical cross-sections (Mulligan et al. 1999; Cid et al. 2002; Hidalgo 2003). These models include a relatively large number of free coefficients which are determined by a least square fit to the in situ data.

The magnetic structure of MCs has also been analyzed by solving the equations as a Cauchy problem (e.g., Hu \& Sonnerup 2002; Hu et al. 2005). It was found that the amount of distortion from a circular cross-section is variable in the MCs analyzed. The limitation of such an approach is that a Cauchy problem is ill-posed, so that the result of the integration is very sensitive to modifications of the boundary conditions. It implies that the results can be significantly affected by the temporal resolution, by the range of the data used, as well as by the method used to stabilize the integration (e.g. by a smoothing procedure). The method was recently tested successfully with MCs crossed by two spacecraft (Liu et al. 2008; Möstl et al. 2009).

Many of the above models/techniques have been compared by applying them to a flux rope obtained from an MHD simulation. Significant differences have been found for cases corresponding to large distances between the spacecraft path and the MC axis (Riley et al. 2004).

For many of the above methods which use analytical models, the free parameters of a given model are determined by minimizing a function which defines the difference of the model to the data. On one hand, the selected model should have enough freedom to provide a fit close enough to the data for a broad range of MCs. On the other hand, it should not have too many free parameters, since finding the absolute minimum of the difference function becomes rapidly a very time consuming task once the parameter space has a larger number of dimensions. Moreover, the probability of finding a local minimum associated with a wrong solution increases with the number of free parameters. Therefore, the wide use and the success of the Lundquist solution is a consequence of both its low number of free parameters and of the inclusion of the basic physics (flux rope).

Previous studies have shown that the core of MCs (~30\% of their size) is generally more symmetric than the remaining part (Dasso et al. 2005a). Moreover, using combined observations of several spacecraft, some recent analyses have shown that the core of the MCs is significantly more circular than their oblate outer part (Liu et al. 2008; Kilpua et al. 2009; Möstl et al. 2009). Still, the Lundquist solution is known to have difficulties in fitting the magnetic field strength, in particular it was found that it frequently overestimates the axial component of the field near the flux-rope axis (e.g., Gulisano et al. 2005). The elliptical model of Vandas \& Romashets (2003) provides a better fit to observed MCs having a field strength more uniform than in the Lundquist solution. This indicates the existence of some flat flux ropes (Vandas et al. 2005).

In some MHD simulations, the flux rope is strongly compressed in the propagation direction, such that it becomes relatively flat (e.g., Vandas et al. 2002), and it can even develop a bending of the lateral sides towards the front direction as it moves away from the Sun (e.g., Riley et al. 2003; Manchester et al. 2004). Owens et al. (2006) proposed a kinematic model of this evolution with an initial Lundquist solution passively deformed by a given velocity flow. However, inside MCs the magnetic pressure dominates both the plasma and the ram internal pressure (both a low plasma $\beta$ and, in the frame moving with the MC, a plasma velocity lower than the Alfvén velocity are typically found in MCs). With such dominance, the magnetic
force is rather expected to react strongly to the SW deformation. Let us suppose that the SW is able to deform the exterior of the flux rope (e.g. with an asymmetric ram pressure), how then does the force free field inside the flux rope react? Is the magnetic field strength and orientation significantly affected? How strong should the variation of the total pressure around the flux rope be to flatten/bend the flux rope cross-section? Are the effects of a flat and/or bended flux rope easily detected from the magnetic field present along a linear cut of the flux rope (as observed by spacecraft)? In order to answer these questions, we develop a technique that can solve the internal equilibrium for various boundary shapes.

The paper is organized as follow. In Sect. 2 we define the internal and the boundary equations for a force-free flux rope. Next, we present the numerical method used to solve this problem. In Sect. 3 we analyze the magnetic field of flux ropes with various cross-section shapes. In particular, we derive the magnetic pressure along the flux rope boundary, as well as the total magnetic flux and helicity. In Sect. 4 we investigate the information contained in the magnetic field profile taken along a linear cut through the flux rope, as obtained from spacecraft observations. The aim is to identify the most appropriate functions of the observed field to estimate each parameter of the model. We summarize our results and conclude in Sect. 5.

## 2. Method

In this section we present the equations of the flux-rope model, as well as the numerical method used to solve them.

### 2.1. Force-free field evolution

In the frame moving with the mean MC speed, the plasma velocity is typically smaller than the Alfvén velocity (a few $100 \mathrm{~km} / \mathrm{s}$, Burlaga \& Behannon 1982). Moreover, the plasma $\beta$ is low in MCs (typically $\beta \approx 0.1$, with values ranging from less than $\approx 10^{-2}$ to a few times 0.1, e.g., Lepping et al. 2003; Feng et al. 2007; Wu \& Lepping 2007, and references therein). Other forces such as gravity are also negligible with respect to the magnetic pressure gradient, therefore the magnetic field evolution can be described, to first a approximation, by a sequence of force-free equilibria ( $\boldsymbol{j} \times \boldsymbol{B} \approx \mathbf{0}$ ), e.g., as proposed by Démoulin \& Dasso (2009).

An MC typically has an elongated flux rope structure with a cross-section size much smaller than the curvature radius of its axis, so locally the flux rope is approximately straight. We also assume that the magnetic field can be regarded as locally invariant along the flux rope axis. We use below an orthogonal frame, called the MC frame, with coordinates $(x, y, z) . z$ is along the local MC axis, $x$ is in the direction of the mean MC velocity projected orthogonally to the MC axis, and the $y$ direction completes the right-handed orthogonal frame. The equation $\nabla \cdot \boldsymbol{B}=0$ and the invariance of $\boldsymbol{B}$ in z implies that one can write the field components as: $B_{x}=\partial A / \partial y$ and $B_{y}=-\partial A / \partial x$, where $A(x, y)$ is the magnetic-flux function. The projection of field lines in a plane orthogonal to the $z$ axis is given by isocontours of $A(x, y)$. The force-free condition implies
$\Delta A+\frac{\mathrm{d} B_{z}^{2} / 2}{\mathrm{~d} A}=0, \quad$ with $B_{z}(A)$.
For an elliptical partial differential equation, such as Eq. (1), a boundary condition is generally required all around the region where the solution is searched for (otherwise the problem is ill
posed, and, in particular, the solution is typically very sensitive to small modifications of the selected boundary values). The boundary of the flux rope is defined by the set of field lines having a given value of $A(x, y)$. Without loss of generality, the origin of $A$ can be set at the boundary, therefore
$A\left(x_{b}, y_{b}\right)=0$,
where $x_{b}, y_{b}$ are the coordinates of the boundary (they are more precisely defined in Sect. 2.2). The maximal value of $A(x, y)$ within the flux rope defines both the maximum amount of azimuthal magnetic flux and the position $(x, y)$ of the flux rope center. Below we simply set this maximum as
$A(0,0)=1$,
since the azimuthal flux is later re-normalized to any desired value. Equations $(1,2,3)$ have a non-singular solution for $A(x, y)$ only for some $B_{z}(A)$ functions (for example for a discrete series of $B_{z}(A=1)$ values $)$. This series of solutions are called resonant solutions (e.g. Morse \& Feshbach 1953). This point is further explained in Sect. 2.4.

### 2.2. Boundary

The flux-rope boundary can be generically defined by a closed parametric curve $\boldsymbol{r}_{b}=\left(x_{b}(s), y_{b}(s)\right)$, where $s$ is the variable defining the position along the curve. The shape of the boundary influences the shape of the field lines within the flux rope. However, with an elliptic problem, such as given by Eq. (1), the small scale deformations of the boundary are rapidly damped inside the volume (see end of Sect. 3.2). Conversely, knowing $A(x, y)$ in the deep interior of the flux rope, or on a cut through it (such as with spacecraft observations) does not provide reliable information on the spatial fluctuations of the boundary.

We define a boundary shape that includes the main distortions found in some MHD simulations (Sect. 1). In view of previous works, an elliptical shape is a natural starting point. A great variety of boundaries can be defined from the deformation of an ellipse, but small-scale variations have only a local influence on the force-free field, so we explore only large-scale deformations. To minimize the number of free parameters, we restrict our analysis to boundaries symmetric in the $y$ direction (orthogonal to the mean MC velocity). With these constraints, we derive the following parametrization
$x_{b}=-\cos (\pi s)+a \sin ^{2}(\pi s)$,
$y_{b}=b \sin (\pi s)$,
where $s$ ranges from $s=0$ at the front to $s=1$ at the back, and to $s=2$ to close the boundary at the front. The central size of this boundary in the $x$ direction (at $y=0$ ) is normalized to 2 , so that $x_{\text {front }}=-1$ and $x_{\text {back }}=1$. The maximal extension in the $y$ direction is at $(x, y)=(a, \pm b)$, with $\mathrm{d} y / \mathrm{d} x=0$ at those points. The aspect ratio of the flux-rope sizes along the $y$ and $x$ (at $y=0$ ) directions is simply $b$. As $|a|$ increases from zero, the boundary becomes bent in the $x$ direction (see Figs. 3-5). The bending is increasing with $|y|$. Since the front and back boundaries are shifted by the same $x$ amount for a given $y$ value, the area of the cross-section is preserved.

A wider variety of boundaries can be analyzed with the method described below. However, Eq. (4) already provides a broad range of boundaries (see Figs. 3-5) with only two free parameters $(a, b)$.

### 2.3. Linear force-free field

The Lundquist solution was, and still is, widely used for estimating the magnetic configuration of MCs crossed by a spacecraft (Sect. 1). We continue in the same line, by supposing a linear force-free magnetic field, i.e. with $B_{z}(A)$ being a linear function of $A$. The axial component, $B_{z}$, is typically low at the boundary of MCs, so we restrict $B_{z}(A)$ to an affine function of $A$. Therefore, Eq. (1) is simplified to

$$
\begin{align*}
B_{z}(A) & =\alpha A,  \tag{5}\\
\triangle A+\alpha^{2} A & =0 . \tag{6}
\end{align*}
$$

Equation (6) is linear in $A$, therefore we can express $A$ as a linear combination of solutions. Since the Lundquist solution is worked out in cylindrical coordinates, and since MCs are expected to be not too far from being cylindrical (as a consequence of magnetic tension), a set of functions can be searched for in cylindrical coordinates. Then Eq. (6) is rewritten as
$\frac{1}{r} \frac{\partial A}{\partial r}+\frac{\partial^{2} A}{\partial^{2} r}+\frac{1}{r^{2}} \frac{\partial^{2} A}{\partial^{2} \theta}+\alpha^{2} A=0$,
where $r, \theta$ are the classical cylindrical coordinates (radius and azimuth angle). We look for separable solutions in $r, \theta$, i.e. of the form $A(r, \theta)=f(r) g(\theta)$. A Fourier decomposition of $A$ in the $\theta$ direction, together with the continuity of $A$, implies that $g(\theta)$ can be decomposed in a series of $\sin (m \theta+\phi)$ functions, where $m$ is an integer and $\phi$ is real number. The remaining equation for $f(r)$ can be reduced to the Bessel differential equation of order $m$ (e.g., Botha \& Evangelidis 2004). Therefore, any non-singular $A(r, \theta)$ can be expressed as a linear combination of an infinite number of functions (e.g. Vladimirov 1984)
$f_{m, \phi}(r, \theta)=J_{m}(\alpha r) \sin (m \theta+\phi)$,
where $J_{m}$ is the ordinary Bessel function of order $m$. Romashets \& Vandas (2005) derived the magnetic components from a series of such functions, and determined the free coefficients by a fit to the magnetic data of some MCs (without imposing any boundary shape, different to the present study).

In practice, $A(r, \theta)$ is approximated by a finite series of $f_{m, \phi}$. This series satisfies Eq. (6) exactly, but in most cases, it satisfies only approximately the selected boundary condition (Eq. 4). The precision depends on both the number of functions kept in the series and on the shape of the boundary. Except for $m=0$ (which recovers the Lundquist solution), the $f_{m, \phi}(r, \theta)=0$ isocontour has a variety of non-circular shapes. So a combination of several $m$ modes can approximate a wide variety of boundary shapes. Still, these modes have comparable sizes in the $x, y$ directions, so this series of functions is not suited to approximate flat magnetic configurations. The numerical results obtained with the set of functions defined by Eq. (8) confirm this. Moreover, some MCs have a magnetic field norm which is nearly uniform in their cross-section (e.g., Vandas et al. 2005). This indicates an approximate magnetic-pressure balance, therefore a low magnetic tension, so a flat magnetic configuration.

Another set of functions satisfying Eq. (6) can be derived in Cartesian coordinates. We limit ourselves to functions even in $y$ since we are analyzing symmetric configurations (Sect. 2.2). The basic functions are
$f_{c, \Phi}(x, y)=\cos (\alpha x \cos \Phi) \cos (\alpha y \sin \Phi)$,
$f_{s, \Phi}(x, y)=\sin (\alpha x \cos \Phi) \cos (\alpha y \sin \Phi)$,
where $\Phi$ is any real number in the interval $[0, \pi / 2]$ (values beyond this interval only provide redundancy). Such a set of functions is, a priori, not well adapted to approximate the solution


Fig. 1. Evolution of the mean error, Eq. (12), as a function of $\alpha$ for the least square fit of Eq. (11) to the boundary condition of Eq. (2) and the normalization of Eq. (3). The boundary is defined by Eq. (4) with $a=0$, and $b=1$ (continuous line) or $b=2$ (dashed line). The eigenvalues of $\alpha$ are found at the local minima of the mean error.


Fig. 2. Log-log plot of the smallest $\alpha$-eigenvalue and the associated mean error, Eq. (12), as a function of the $y$-extension of the flux rope (parameter $b$ ). The three thicker curves are the numerical results for the boundary given by Eq. (4) and with $a$ given in the inset. In (a), the thin continuous line is the smallest eigenvalue of $\alpha$ for a rectangular boundary [Eq. (15)].
for a cylindrical boundary, since each of them has a rectangular shape for $A(x, y)=0$. However, we found that a set of such functions gives a good approximation to the Lundquist solution (see below). Moreover, they have the advantage of being able to approximate very flat configurations since the spatial wave vector in $x$ and $y$ directions can be very different (the ratio of the wave vectors is $\tan \Phi$ ).

### 2.4. Numerical solution with a linear force-free field

In practice, $\Phi$ in Eq. (9) is discretized, with an equi-partition of $n$ values in $[0, \pi / 2]$ since we do not privilege any direction. The case $\Phi=\pi / 2$ gives $f_{s, \pi / 2}(x, y)=0$, so that the number of functions retained in the series is $2 n-1$. These functions are

$$
\begin{align*}
f_{i}(x, y)= & \cos \left(\alpha x \cos \Phi_{i}\right) \cos \left(\alpha y \sin \Phi_{i}\right) \text { for } i \text { in }[1, n] \\
& \text { with } \Phi_{i}=\pi / 2(i-1) /(n-1) \\
f_{i}(x, y)= & \sin \left(\alpha x \cos \Phi_{i}\right) \cos \left(\alpha y \sin \Phi_{i}\right) \text { for } i \text { in }[n+1,2 n-1] \\
& \text { with } \Phi_{i}=\pi / 2(i-n-1) /(n-1) \tag{10}
\end{align*}
$$

Therefore, $A(x, y)$ is written as the series
$A(x, y)=\sum_{i=1}^{2 n-1} c_{i} f_{i}(x, y)$.
The coefficients $c_{i}$ are found so that $A(x, y)$ best satisfy both the boundary condition of Eq. (2) and the normalization of Eq. (3).

Equations $(2,3,6)$ define an eigenvalue problem that has a non singular solution inside the boundary only for a discrete series of $\alpha$ eigenvalues (e.g. Morse \& Feshbach 1953; Moon \& Spencer 1988). With $A(x, y)$ described by $2 n-1$ functions (Eq. 11), we should set $A\left(x_{b, j}, y_{b, j}\right)=0$ at $2 n-1$ boundary positions. Therefore, the $\alpha$ values can be obtained by finding the zeros of $\operatorname{det}\left(f_{i}\left(x_{b, j}, y_{b, j}\right)\right)$ with $i, j$ within $[1,2 n-1]$ (e.g. Morse \& Feshbach 1953; Trott 2006, chap. 3.5). For the application to MCs, we are interested in the smallest $\alpha$ eigenvalues, since for larger eigenvalues $A(x, y)$ and the magnetic field components also vanish inside the boundary, and this case is not observed in MCs. We find that this method works well for small values of $n$. However, as $n$ increases, the determinant computation involves the sum/subtraction of a large number of terms, each being the product of $2 n-1$ functions $\left(f_{i}\left(x_{b, j}, y_{b, j}\right)\right)$. This implies that the determinant has huge variations with $\alpha$. In particular, the determinant is very small when computed below the first eigenvalue, while it reaches large values just above. The range of variation can reach more than ten orders of magnitude. This huge range does not facilitate the precise localization of the first zero of the determinant, thus the determination of the first eigenvalue. We conclude that this approach is effective only for small values of $n$.

Another approach is to perform a least square fit of Eq. (11) to both $n_{b}$ boundary points and to the normalization condition $A(0,0)=1$ (e.g. Trott 2006, chap. 1.2). With this method $n_{b} \geq$ $2 n-2$. The condition $A(0,0)=1$ is only approximately satisfied, but this can be corrected afterwards by multiplying $A(x, y)$ by a constant factor. More importantly, the condition $A\left(x_{b, j}, y_{b, j}\right)=0$ is only approximately satisfied at the $n_{b}$ boundary points. We defined the mean error as
$e(\alpha)=\left(\frac{1}{n_{b}+1}\left(\sum_{j=1}^{n_{b}} A\left(x_{b, j}, y_{b, j}\right)^{2}+(A(0,0)-1)^{2}\right)\right)^{1 / 2}$
The advantage of this approach is that $e(\alpha)$ has a restricted range of variations, with comparable values of the local maxima, while the minima are well marked. This implies that the eigenvalues are well defined (Fig. 1). This regular behavior is present for a wider range of $n$ values than with the determinant method described above. This implies that we can investigate cases with a larger set of functions, and therefore with a broader range of boundary shapes. Still, the method is numerically limited to values of $n$ typically below 15 . For larger $n, e(\alpha)$ has rapid fluctuations due to the finite numerical precision in summing a large


Fig. 3. Projected field lines orthogonal to the flux rope axis (isocontours of $A$, left panels) and isocontours of the magnetic field norm $B$ (right panels) for the first eigen solution (lowest $\alpha$-eigenvalue, Fig. 2a) for an aspect ratio $b=0.5$. Both $A$ and $B$ are independently normalized to a maximal value of 1 , and decrease monotonously from the flux rope center towards its boundary. The isocontours are equi-spaced between 0.1 to 0.9 in steps of 0.1 . The isocontour 0.5 and the boundary are outlined with a thicker line. The top row is for a rectangular boundary and the second row for an elliptic boundary. The three bottom rows have boundaries defined by Eq. (4).


Fig. 4. Projected field lines (isocontours of $A$, left panels) and isocontours of the magnetic field norm $B$ (right panels). The boundaries are defined by Eq. (4) with an aspect ratio $b=1$. The drawing convention is the same as in Fig. 3.
series (Eq. 11). Here, the computations were done with decimal numbers having 16 digits of precision. The fluctuations of $e(\alpha)$ can be weakened by increasing the number of boundary points, $n_{b}$, but this is not efficient. Within these limitations, the leastsquare fitting method is precise enough to derive the solution of Eqs. $(2,3,6)$ with an aspect ratio of the cross-section in the range 0.1 to 10 (Fig. 2).

A given non-zero value of $a$ has a very different implication for small and large $b$ : with a larger $b$, a larger $a$ value is needed to distort the flux rope significantly (see Figs. 3-5). We choose to scale $a$ with $\sqrt{b}$ in Figs. 2, 8-11, as the precision of the method decreases significantly for $|a| \geq 1.5 \sqrt{b}$ (Fig. 2).

## 3. Flux rope solutions

In this section we analyze the force-free solutions found. We start with a summary of previously known force-free solutions in order to compare them later with our results.


Fig. 5. Projected field lines (isocontours of $A$, top panels) and isocontours of the magnetic field norm $B$ (bottom panels). The boundaries are defined by Eq. (4) with an aspect ratio $b=3$. The drawing convention is the same as in Fig. 3.

### 3.1. Analytical solutions

The best-known solution is the Lundquist solution. It is simply the first eigen-solution of a linear force-free field
$\left(B_{r}, B_{\theta}, B_{z}\right)=\left(0, J_{1}(\alpha r), J_{0}(\alpha r)\right)$,
with $B_{r}, B_{\theta}, B_{z}$ being the radial, azimuthal and axial component, respectively. With a flux rope radius normalized to unity and $B_{z}=0$ at the flux-rope boundary, $\alpha$ is the first zero of the Bessel function $J_{0}$, called $\alpha_{L}$, therefore $\alpha_{L} \approx 2.4$.

Another simple solution can be found in Cartesian coordinates. This geometry implies a rectangular boundary (of size $2 \times 2 b$ with the same normalization as in Sect. 2.2). The magnetic field is

$$
\begin{align*}
\left(B_{x}, B_{y}, B_{z}\right)=\left(-1 / \sqrt{1+b^{2}}\right) & \cos \left(k_{x} x\right) \sin \left(k_{y} y\right), \\
b / \sqrt{1+b^{2}} & \sin \left(k_{x} x\right) \cos \left(k_{y} y\right), \\
& \left.\cos \left(k_{x} x\right) \cos \left(k_{y} y\right)\right), \tag{14}
\end{align*}
$$

with $k_{x}=\pi / 2$ and $k_{y}=\pi /(2 b)$. This rectangular solution can obviously not be applied to observed MCs. However, it is still useful to have an analytical expression for quantities such as the magnetic flux and helicity (Sects. 3.4 and 3.5), as well as for the $\alpha$ eigenvalue which is
$\alpha_{\mathrm{R}}=\frac{\pi}{2} \frac{b}{\sqrt{1+b^{2}}}$.
This provides an order of magnitude estimate for the flux-rope characteristics, as shown below.

A third analytical solution for a linear force-free field with an elliptical boundary (particular case of Eq. (4) with $a=0$ ) was found by Vandas \& Romashets (2003). Equation (6) was solved with elliptic cylindrical coordinates, one of the few coordinates system where Eq. (6) has separable solutions. For all $b$ values, they found an analytical solution expressed with the even Mathieu function of zero order. While analytical, the explicit solution needs numerical computations that they achieved through a series expansion of the Mathieu function. We confirm all their derivations, including their numerical results (we computed them differently by using the Mathieu function inside the Mathematica software). We found only minor differences in the



Fig. 7. Magnetic pressure along the flux rope boundary [Eq. (4)] normalized to the maximum pressure (located at the flux rope center). The coordinate $s$ ranges from $s=0$ at the front, to $s=1$ at the back.
flux rope (Fig. 6). For $a>0$, symmetric results are obtained but such cases are usually not observed in MCs.

Next, let us consider a cut of the flux rope at $y=0$ in order to simulate observations made by a spacecraft. The deformation of the boundary much less affects the direction of the magnetic field than its norm. This is illustrated in Fig. 6 for one of the spherical angles $(\theta)$, defining the direction of $\boldsymbol{B}$, and it is also true for the other angle $\varphi\left(\varphi=\sin ^{-1}\left(B_{y} / \sqrt{B_{x}^{2}+B_{y}^{2}}\right)\right)$. This result holds approximately also for values of $|y / b|$ not too large. Indeed, the isocontours of $A$ in Figs. 3-5 show that the deformation of the projected field lines remains moderate if $|a|$ is increased. Since these $A$ isocontours are also isovalues of $B_{z}$, the magnetic field direction in most of the flux rope is only slightly affected if $a$ is modified.

Inside the flux rope, small-scale distortions of the boundary have even a weaker effect than the effect of $|a|$. This can be shown by considering, for example, the field described by $A(r, \theta)=J_{0}(\alpha r)+c J_{m}(\alpha r) \sin m \theta$ in cylindrical coordinates (Sect. 2.3). The coefficient $c$ gives the spatial-fluctuation amplitude of the boundary (defined by $A(r, \theta)=0$ ). Because the Bessel functions behave as $r^{m}$ near the origin, the deformation of the field lines decreases rapidly with increasing $m$ at a given distance $r$ inside the flux rope. We conclude that the core of the flux rope is almost not affected by the small-scale fluctuations of the flux rope boundary.

### 3.3. Magnetic pressure at the boundary

The magnetic field strength $(B)$ is always maximum at the flux rope center (where $B_{x}=B_{y}=0$, so where $A$, and therefore $B_{z}(A)$, have an extremum). However, this center is not necessarily at the geometrical center of the shape defined by the boundary (see, e.g., Figs. 3-5). $B$ decreases faster toward the boundary where the boundary is extended outward, or has a "corner", due
to a stronger magnetic tension there (Figs. 3-5). For small $b$, high $B$ values are concentrated in a range of $x$ almost independently of $y$, while for large $b$ values this range is located rather at low $|y|$ values. Finally, the isocontours of $B$ are remarkably different from the field lines (isocontours of $A$ ) with the exception of nearly circular contours for $a \approx 0, b \approx 1$.

The magnetic pressure at the boundary strongly depends on the flux rope deformation (Fig. 7). Starting from the cylindrically symmetrical case ( $a=0, b=1$ ), where the pressure is by construction uniform along the boundary, a small $|a|$ already is sufficient to create a significant decrease of pressure on the lateral sides of the flux rope (Figs. 4d-f,7b). For $b<1$ and $a=0$, the magnetic pressure is significantly higher on the sides of the flux rope (Fig. 3f), this effect being more pronounced for smaller $b$ values. This effect competes with the flux rope bending (increasing $|a|$ ) to shift the pressure maximum/minimum along the boundary (Fig. 7a). For $b>1$, both an increasing $b$ and $|a|$ produce a lower magnetic pressure on the flux-rope sides (Figs. 5d$\mathrm{f}, 7 \mathrm{c})$.

The equilibrium of the flux rope with its surroundings is achieved by the total pressure balance at the boundary. Therefore, the above magnetic pressure computation gives the total pressure needed in the surrounding SW to achieve such a boundary shape (assuming a dominant magnetic pressure inside the flux rope). The asymmetry of the SW pressure between the front and the back of the flux rope can be due to encountered different SW, but in most cases it is plausibly due to the ram pressure due to the relative motion of the flux rope with respect to the surrounding SW.

Moreover, if the SW conditions permit such low pressure on the flux rope sides, the force-free approximation is expected to be no longer valid in these regions (near the most bent parts of the boundary). More precisely, even with a plasma $\beta$ as low as $10^{-2}$ in the flux rope center, the force-free approximation is no longer valid in the regions where the relative magnetic pressure reaches few $10^{-2}$ in Fig. 7 (supposing a nearly uniform plasma pressure). Such regions are expected to be advected with the plasma flow (in the absence of reconnection), so that the extended parts of the flux rope are expected to be swept away by the SW. Reconnection with the encountered SW magnetic field is also expected; it will further contribute to remove these extended parts. It remains a strong core with an elliptical-like shape. This core field is expected to keep its identity while traveling in the SW (unless there is a large amount of magnetic flux reconnected with the overtaken SW ).

### 3.4. Magnetic flux

The axial flux of the Lundquist solution, Eq. (13), is
$F_{z, L}=2 \pi \int_{0}^{R} B_{z} r \mathrm{~d} r=2 \pi \frac{J_{1}(\alpha)}{\alpha} B_{\max } R^{2} \approx 1.36 B_{\max } R^{2}$,
where the two first expressions are general (valid for any $\alpha$ ), while $\alpha=\alpha_{L}$ (defined by $B_{z}(R)=0$ ) for the numerical value. We have included the scaling with the radius $(R)$ and the maximum field strength $\left(B_{\max }\right)$ for completeness. The azimuthal flux is
$F_{a, L}=B_{\max } L R / \alpha \approx 0.42 B_{\max } L R$,
where $L$ is the axial length of the flux tube. The ratio of fluxes is
$F_{z, L} / F_{a, L}=2 \pi J_{1}(\alpha) R / L \approx 3.36 R / L$.
The axial flux within a rectangular cross-section is computed from Eq. (14)
$F_{z, R}=16 b \pi^{-2} B_{\max } R^{2} \approx 1.62 b B_{\max } R^{2}$,


Fig. 8. Modification with $b$ of the magnetic flux and helicity contained in the flux rope(per unit length along the axial direction). (a) The maximum magnetic field strength is set to unity, (b) the axial flux is normalized to the azimuthal flux, and (c) the helicity is normalized to the product of the fluxes.
where we keep the same field and size scaling (the cross-section size is $2 R \times 2 R b$ ). The rectangular cross-section is larger than the circular one, so there is more axial flux, but only about $20 \%$ more (while the cross-section area is about $27 \%$ larger). The aspect ratio $b$ could change the axial flux by a much larger amount. Therefore, the precise determination of $b$ is more important in the estimation of the axial flux than the detailed shape of the boundary. The azimuthal flux is
$F_{a, R}=A_{\max } L=B_{\max } R L / \alpha_{R}$,
where $\alpha_{R}$ is given by Eq. (15). For $b=1, F_{a, R}$ is only $\approx 8 \%$ larger than $F_{a, L}$. The ratio of fluxes is
$F_{z, R} / F_{a, R}=8 / \pi \sqrt{1+b^{2}} R / L \approx 2.55 \sqrt{1+b^{2}} R / L$.
At the limit of a small aspect-ratio $b$, this flux ratio is constant, while it increases linearly with $b$ in the limit of large $b$ (Fig. 8b).

With the same maximum field strength and maximum extension in both $x$ and $y$ directions, the axial flux obtained with the boundary defined by Eq. (4) is always lower than the axial flux obtained with the rectangular boundary (Fig. 8a). This is an expected result since the area defined by Eq. (4) is slightly smaller than the area of the rectangular boundary. The difference increases as the aspect ratio (b) departs from unity. This is a consequence of the shrinkage of the field lines as the core has a
lower aspect ratio for an elliptical than for a rectangular boundary (Fig. 3-5). This difference reaches a factor about 2 (shift of $\approx 0.3$ in $\log _{10}$ scale) both for $b \approx 0.1$ and $\approx 10$. The bending of the flux-rope cross-section, so increasing $|a|$, has a much weaker effect (Fig. 8a).

The azimuthal flux, $F_{a}=B_{\max } R L / \alpha$, is also an increasing function of $b$ because $\alpha$ is a decreasing function of $b$ (Fig. 2). Therefore, the ratio $F_{z} / F_{a}$ has a weaker dependence on $b$ than $F_{z}$ (Fig. 8b). $F_{z} / F_{a}$ has a nearly linear dependence on $b$ in a log-log plot, for the whole range of $a$ explored. This contrasts with the result obtained with the rectangular cross-section. In the range $0.1<b<10$, we deduced $3.36 \sqrt{b} \leq F_{z} / F_{a} \leq 4 \sqrt{b}$, the lower bound being given by the Lundquist solution and the upper bound being an approximation both for low and high $b$ values.

### 3.5. Magnetic helicity

An efficient way to compute the magnetic helicity of the field $\boldsymbol{B}$ within a volume $\mathcal{V}$ is to split the field $\boldsymbol{B}$ into two parts, as $\boldsymbol{B}=\boldsymbol{B}_{\text {closed }}+\boldsymbol{B}_{\text {open }}$, where $\boldsymbol{B}_{\text {closed }}$ is fully contained inside $\mathcal{V}$, and $\boldsymbol{B}_{\text {open }}$ has the same distribution as $\boldsymbol{B}$ on the boundary of $\mathcal{V}$ (Berger 2003). For an element of length $L$ of a flux rope, a simple choice for $\boldsymbol{B}_{\text {closed }}$ and $\boldsymbol{B}_{\text {open }}$ is the azimuthal $\left(\boldsymbol{B}_{a}\right)$ and axial $\left(\boldsymbol{B}_{z}\right)$ field components, respectively

$$
\begin{align*}
H & =2 \int_{\mathcal{V}} \boldsymbol{A}_{\text {open }} \cdot \boldsymbol{B}_{\text {closed }} \mathrm{d} \mathcal{V}  \tag{22}\\
& =2 L \int_{\mathcal{S}} \boldsymbol{A}_{a} \cdot \boldsymbol{B}_{a} \mathrm{~d} \mathcal{S} \tag{23}
\end{align*}
$$

where $\boldsymbol{A}_{a}$ satisfies $B_{z}=\left(\nabla \times \boldsymbol{A}_{a}\right) \cdot \hat{\mathbf{z}}$, and $\mathcal{S}$ is the area of the flux-rope cross-section. This is the classical way to compute $H$ for a circular cross-section since Eq. (23) is reduced to $H=4 \pi L \int_{0}^{R} A_{\theta} B_{\theta} r \mathrm{~d} r$. For the Lundquist solution, it implies that

$$
\begin{align*}
H_{L} & =2 \pi\left(J_{0}^{2}(\alpha)+J_{1}^{2}(\alpha)-2 J_{0}(\alpha) J_{1}(\alpha) / \alpha\right) B_{\max }^{2} R^{3} L \\
& \approx 0.70 B_{\max }^{2} R^{3} L, \tag{24}
\end{align*}
$$

where the first expression is general, while $\alpha=\alpha_{L}$ (defined by $B_{z}(R)=0$ ) for the numerical value of the second expression. This expression was used to estimate $H$ in MCs (e.g., Dasso et al. 2003; Gulisano et al. 2005).

However, Eq. (23) is not convenient to compute the helicity for a general cross-section shape, since one first needs to compute $\boldsymbol{A}_{\boldsymbol{a}}$ by integration of $B_{z}$. Equation (22) can be transformed with the vector identity $\nabla \cdot(\boldsymbol{U} \times \boldsymbol{V})=\boldsymbol{V} \cdot \nabla \times \boldsymbol{U}-\boldsymbol{U} \cdot \nabla \times \boldsymbol{V}$ where $\boldsymbol{U}=\boldsymbol{A}_{\text {open }}=\boldsymbol{A}_{\boldsymbol{a}}$ and $\boldsymbol{V}=\boldsymbol{A}_{\text {closed }}=A_{z} \hat{\mathbf{z}}$. The surface integral on the flux rope boundary, $\int\left(\boldsymbol{A}_{\text {closed }} \times A_{z} \hat{\mathbf{z}}\right) \cdot \mathrm{d} \boldsymbol{S}_{\boldsymbol{b}}$, vanishes if $A_{z}=A=0$. This is a particular gauge for the vector potential, that we have already selected in Sect. 2.2. Therefore, with $A=0$ at the flux rope boundary, Eq. (22) can be rewritten as
$H=2 L \int_{\mathcal{S}} A B_{z} \mathrm{~d} \mathcal{S}$.
This integral is much easier to compute than the one in Eq. (23), since it involves only scalar quantities that are direct outputs of the model.

With Eq. (25), the helicity of a flux rope with a rectangular cross-section is easily computed as

$$
\begin{equation*}
H_{R}=\frac{4}{\pi} \frac{b^{2}}{\sqrt{1+b^{2}}} B_{\max }^{2} R^{3} L \approx 1.27 \frac{b^{2}}{\sqrt{1+b^{2}}} B_{\max }^{2} R^{3} L \tag{26}
\end{equation*}
$$

For $b=1$, a flux rope with a square cross-section contains only $28 \%$ more helicity than a flux rope with a circular cross-section. This is only slightly above the ratio obtained above for the axial flux ( $20 \%$, Sect. 3.4).

As for $F_{z}$, magnetic helicity is greater for the rectangular cross-section, and this difference is larger for $b$ values far from 1 (both smaller and larger values, Fig. 8a). Also, $H(b)$ is a steeper function than $F_{z}(b)$ for low $b$ values, while $H(b)$ and $F_{z}(b)$ have a comparable slope for large $b$ values.

Magnetic helicity quantifies how much the axial and azimuthal fluxes are interlinked. A useful quantity is the normalized helicity $\left(H /\left(F_{a} F_{z}\right)\right)$; it is an average Gauss linking number (Berger \& Field 1984). It is independent of $b$ for a rectangular cross-section $\left(=\pi^{2} / 8 \approx 1.23\right)$, a value just below the result of the Lundquist solution $\left(H /\left(F_{a} F_{z}\right) \approx 1.25\right)$. With the boundary defined by Eq. (4), $H /\left(F_{a} F_{z}\right)$ depends only weakly on both $a$ and $b(1.2 \pm 0.05)$ over the large range explored for $b$ (Fig. 8c). Therefore, the magnetic helicity contained in these flux ropes is mainly defined by their magnetic flux (the mean flux linkage being almost constant). We anticipate that this result could be extended to a much broader ensemble of boundary shapes than those defined by Eq. (4).

## 4. Estimation of the boundary shape from $B$ along a 1D cut of the flux rope

In this section, we analyze the magnetic field profile computed along a cut of the flux rope along the $x$ direction (at a fixed $y$ value). The aim is to provide a first step toward the analysis of in-situ data by identifying the characteristics of the field profile that permit us to determine approximately the parameters of the model that is most compatible with the observations. The final determination of the parameters will be realized by a least square fit to the data in a subsequent work. However, this procedure is not a trivial task due to the number of free parameters involved. The fitting method will largely benefit from the following approximate determination of the parameters since the iteration involved in the fitting can be initiated closer to the best solution (i.e., starting the iteration from a 'good' seed). This will speed up the convergence towards the global minimum of the function defined as the distance of the model to the observations, and even more importantly, it will limit the possibility of converging to a local minimum, rather than the global minimum (i.e., the risk to end up at a false solution).

### 4.1. Aspect ratio

The aspect ratio, $b$, of the boundary has a strong effect on the field-line curvature, so on the contribution of the magnetic tension. Together with the force-free balance, it implies that $b$ has a strong influence on the distribution of the field strength $B$ inside the flux rope (Figs. 3-5). More precisely, cuts across the flux rope parallel to the $x$-axis, at a fixed $y=y_{p}$, have a clearly peaked $B(x)$ profile for low $b$ values, and this profile becomes flatter as $b$ increases (Fig. 6).

We take advantage of the above property to present a method to estimate $b$ from $B(x)$. Several attempts have been investigated to characterize the $B(x)$ profile as a function of $b$, for example by computing the mean curvature of the $B(x)$ profile. However, this curvature depends on $y_{p}$ and on the size of the x -interval crossed. From these explorations, we find that this approach is suited only to relatively low impact parameters. In our exploration of the different possibilities, we select the option which has the least de-


Fig. 9. Evolution of magnetic field ratio, $r_{B}$, defined by Eq. (27), as a function of $\log _{10} b$, where $b$ is the aspect ratio of the flux-rope crosssection. The averages are computed over $20 \%$ of the length along the cut across the flux rope. $r_{B}$ is relatively independent of $a$ as well as the $y$ position of the cut in $y_{p}$, especially for low values of these parameters. The continuous lines are the numerical results, the dashed line represents the result for a rectangular boundary, Eq. (28) with $y_{p}=0$, and the dotted line is for
the analytical approximation given by Eq. (29).
pendence on other parameters (such as the $y$ and $a$ values). We also define global quantities, rather than local ones, to have less influence of local perturbations in future applications to observations.

The best estimator of the parameter $b$ we found is the ratio
$r_{B}=\frac{<B_{\text {front }}>_{f}+<B_{\mathrm{back}}>_{f}}{2<B_{\text {center }}>_{f}}$,
where the averaging is done over a fraction $f$ of the $x$-extension of the analyzed $B$ profile. $<B_{\text {center }}>$ extends symmetrically around the maximal value of $B$, and $<B_{\text {front }}>,<B_{\text {back }}>$ are computed in the vicinity of the flux-rope boundaries. Increasing $f$ provides a more global determination of the averages, but it decreases the range of variation of $r_{B}$ with $b$, so its sensitivity. On the other hand, for a too small $f$ value, $r_{B}$ is too sensitive to local $B$ perturbations (in the application to MC data). As a compromise, we select $f=0.2$.

Figure 9 demonstrates that $r_{B}$ has a well defined variation with $b$. The saturation of $r_{B}$, close to 0 and 1 for small and large $b$ values, respectively, is intrinsic to the force-free balance (Sect. 3.2). As a consequence, the estimation of $b$ is less accurate for small and large $b$ values. Next, $r_{B}$ is weakly dependent on $a$, so on the bending of the flux rope. This is so because $r_{B}$ is defined by an average of the front and back field. $r_{B}$ is also weakly dependent on $y_{p}$, a result coming from the global force balance (Sect. 3.2). Finally, since $r_{B}$ is defined as a function of $B$, this implies that $r_{B}$ is explicitly independent of the estimation of the axis orientation. However, there is still an implicit dependence since the determination of the MC boundaries is more accurate in the MC frame (Dasso et al. 2006).

The above numerical results could be directly used to estimate the aspect ratio $b$ using the measured value of $r_{B}$ (by interpolating a table of values). However, it is more practical to derive an analytical approximation. This task is largely facilitated by the dominant dependence of $r_{B}$ on $b$. As a guide we compare
with the result obtained with a rectangular cross-section. From Eq. (14), we find:
$r_{B, R}=\frac{B_{\text {front }}}{B_{\text {center }}}=\frac{B_{\text {back }}}{B_{\text {center }}}=\frac{b \cos \left(k_{y} y_{p}\right)}{\sqrt{1+b^{2} \cos ^{2}\left(k_{y} y_{p}\right)}}$,
where $k_{y}=\pi /(2 b)$. In contrast to Eq. (27), we do not include an averaging in the definition of $r_{B, R}$, since we want only a qualitative comparison of the main trend, keeping the analytical formula simple. $r_{B, R}$ is weakly dependent on $y_{p}$ if it is small compared to $b$. In Fig. 9, we only show the case $y_{p}=0$ (to provide a common guide for all panels). The rectangular boundary has $r_{B, R}\left(y_{p}=0\right)$ slightly above $r_{B}$ for small values of $a$ and $y_{p}$, but still the global behavior is reproduced. After an exploration of possible functions, a better approximation is obtained by a simple modification of Eq. (28), using $y_{p}=0$ :
$r_{B, \text { approx. }}=(b-0.07) / \sqrt{1+b^{2}}$.
This provides a relatively good approximation for the numerical results for $\left|y_{p}\right| \leq 0.5 b$, and it results in an underestimation of $r_{B}$ only for small $b$ and for large $|a|(|a| \geq \sqrt{b}$, Fig. 9a-c). For large impact parameters, $\left(\left|y_{p}\right|>0.5 b\right)$, and significant $a$ values, $r_{B, \text { approx. }}$ significantly overestimates $r_{B}$ for large $b$, while the reverse is true at low $b$. If such an extreme case is needed, the interpolation within a table of the numerical results can be used for a more accurate $r_{B}$ estimation.

### 4.2. Orientation of the flux-rope axis

A classical method to determine the local axis orientation of an MC is the minimum variance method (MV, see e.g., Sonnerup \& Cahill 1967; Burlaga et al. 1982). It is based on the different behavior of the axial and the two orthogonal components of the magnetic field which is expected, since an MC has a flux rope structure. The method finds the directions where the magnetic field has the lowest and the highest variance (the third direction, with an intermediate variance, being orthogonal). The MV requires that the three variance values are well separated, a condition generally met in MCs. Thus, the MV provides approximately the directions $x, y, z$ used above (we recall that the flux rope is supposed to move away from the Sun along $-\boldsymbol{x}$ ).

The MV was extensively used to find the local axis of MCs (e.g., Bothmer \& Schwenn 1998; Gulisano et al. 2007, and references therein). It provides more accurate results when it is applied to a normalized time series $\boldsymbol{B}(t) / B(t)$. It was compared to other methods, in most cases successfully, with typical differences between the methods of the order of $10^{\circ}$. The most important deviation in the orientation is produced by changing the MC boundaries (Dasso et al. 2006). Also the systematic error in the orientation increases with the impact parameter, $y_{p}$. However, the tests of Gulisano et al. (2007) with Lundquist's test fields have shown a deviation of only $\approx 3^{\circ}$ for $y_{p} \approx 30 \%$ of the MC radius and of $\approx 20^{\circ}$ for $y_{p}$ as high as $\approx 90 \%$ of the MC radius.

The results of Sect. 3.2 show that the orientation of the magnetic field is weakly affected by the shape of the cross-section. This is true for low impact parameters (see the case $y_{p}=0$ in Fig. 6b,d), as well as in about the half of the flux rope (as can be deduced qualitatively from Figs. 3-5, see Sect. 3.2). Therefore, we expect that the results previously obtained in tests of cylindrical models are approximately valid also for flux ropes with distorted cross-section.

The main advantage of the MV method is that it does not introduce an a priori on the detailed magnetic configuration of


Fig. 10. Estimation of $\left\langle B_{x}\right\rangle /\langle B\rangle$ with averages computed along the entire cut of the flux rope (located at $y=y_{p}$ ). The continuous lines are the numerical results and the dashed lines represent the analytical approximation given by Eq. (31). Two values of the distortion parameter are shown: (a) $a=0$ and (b) $a=-\sqrt{b}$.
the flux rope (e.g., the distribution of the twist). The small dependence of the time series $\boldsymbol{B}(t) / B(t)$ on the cross-section shape further justifies the use of the MV. This provides an estimation of the MC frame, defined by the $x, y, z$ directions, in which the data are transformed for the next steps.

### 4.3. Impact parameter

Global quantities, such as magnetic flux and helicity, are extensive quantities, i.e. they depend on the MC size. In order to estimate the true size of the flux rope, it is therefore important to relate the $x$ extension measured along the flux-rope crossing to its value for a central crossing (where $B$ is maximum). This is realized by estimating $y_{p}$.

The $y_{p}$ position of the cut affects the three components of $\boldsymbol{B}$, as can be deduced from Figs. 3-5. As for the determination of $b$ above we search for the best way to estimate $y_{p}$. Gulisano et al. (2007) have used $\left.<B_{x}\right\rangle$ normalized to the central field strength, $B_{\mathrm{fit}}$, which was deduced by fitting the Lundquist solution to the data. They derived a quadratic relationship between $y_{p}$ and $<$ $B_{x}>/ B_{\mathrm{fit}}$ for a magnetic field defined by the Lundquist solution. Here, we extend this approach, by computing
$r_{B x}=\left\langle B_{x}\right\rangle /\langle B\rangle$,
where the averages are computed over the full crossing of the flux rope (at a given $y_{p}$ ). This new definition removes the need to use a particular model to normalize $\left\langle B_{x}\right\rangle$.

Figure 10 shows that $r_{B x}$ has a well defined variation with $y_{p}$, but that it also depends on $b$, and to a lesser extent on $a$. Moreover, since $B_{x}$ is involved, $r_{B x}$ is also affected by the determination of the local MC frame (Sect. 4.2). With a rough estimation, we find $r_{B x} \approx 1.2 y_{p} / b$. More precisely, the proportionality coefficient depends weakly on $b$, with a value $\approx 0.7$ for $b \ll 1$, and $\approx 1.7$ for $b \gg 1$, so the above affine relation can be systematically biased, up to $40 \%$, for a very small or for a very large aspect ratio. A better approximation is:
$r_{B x, \text { approx. }}\left(y_{p}, b\right)=\left(c_{1}+c_{2} \frac{2-\left|y_{p} / b\right|}{2+b^{2}}\right) \frac{y_{p}}{b}$,
where $c_{1}$ and $c_{2}$ are slightly function of $|a| \sqrt{b}$ : $c_{1}=0.7+$ $0.2|a| \sqrt{b}$ and $c_{2}=0.9-0.2|a| \sqrt{b}$. This formula approximates relatively well $r_{B x}$ (Figure 10). Equation (31) can be used to estimate $y_{p} / b$, and therefore $y_{p}$ when the two previous steps have been realized (Sects. 4.1,4.2). The parameter $a$ can first be set to zero, as $r_{B x}$ and $r_{B x, \text { approx }}$ depend only slightly on $a$ (Fig. 10). Then, an iteration with the next step (estimating $a$ ) can be realized. Alternatively, this estimated $y_{p} / b$ value can be used directly as a seed when fitting the model to the data.


Fig. 11. Evolution of the asymmetry ratio $r_{a}$, defined by Eq. (32), as a function of $\log _{10} b$. The averages are computed over $20 \%$ of the length along the cut across the flux rope at $y=y_{p}$. The drawing convention is the same as in Fig. 9.

Finally, the estimation of $y_{p} / b$ permits us to estimate the $x$ extension of a central crossing from the measure of $x_{\text {back }}-x_{\text {front }}$, as deduced from the observed velocity, from the determination of the boundaries and from the axial orientation of the MC. With a boundary parametrized by Eq. (4), this step does not depend on $a$ (as $x_{\text {back }}-x_{\text {front }}$ is independent of $a$ for a given $y_{p} / b$ value).

### 4.4. Bending

A global bending of the flux rope has a relatively weak effect on the magnetic field (Figs. 3-5). The strongest effect is present on the $B_{y}$ component as the front field is increasing with more negative $a$ values, while the opposite occurs in the back of the flux rope (for not too large $\left|y_{p}\right|$ values). Therefore, information on $a$ is contained in the observed $B_{y}$ profile. However, we prefer to use the $B$ profile since it is independent of the flux-rope orientation, and because $\left|B_{y}\right|$ is indeed close to $B$ near the flux rope boundaries. We define
$r_{a}=<B_{\text {back }}>_{f} /<B_{\text {front }}>_{f}$,
where the averaging is done over a fraction $f$ of the $x$-extension of the analyzed $B$ profile. As for Eq. (27), we select $f=0.2$.
$r_{a}$ strongly depends on $a$, but only for $b$ lower than a few units (Fig. 11). Indeed, we show curves with fixed values of $a / \sqrt{b}$, which implies an increasing value of $a$ with $b$. Therefore, equivalent curves, with a fixed value for $a$, would show an even lower dependence on $a$ for $b>1$. Indeed, when $b \gg 1, a$ comparable to $b$ is required in order that magnetic tension modifies significantly the otherwise flat $B(x)$ profile (Figs. 5-6). The choice of the scaling of $a$ with $\sqrt{b}$ was guided by numerical errors (see the end of Sect. 2.4). However, values of $a$ larger than $\approx \sqrt{b}$ are expected to be unphysical (in particular they were not found in MHD simulations, e.g., Riley et al. 2003; Manchester et al. 2004), so we claim that Fig. 11 represents a sufficiently broad range of the parameter space which covers most of the observed MC configurations.
$r_{a}$ does not only depend on $a$, but also strongly on $b$, as well as on $y_{p} / b$ as shown in Fig. 11. Moreover, these dependences are coupled (the curves evolved significantly with the three parameters), therefore we do not present an analytical approximation (which would be cumbersome). However, with $b$
and $y_{p} / b$ approximatively determined with the previous steps (Sects. 4.1,4.3), $a$ can be estimated from the interpolation of a table of $r_{a}$ values.

These estimations can be refined by fitting the model developed in Sect. 2 to the data, with the initial parameters set to the above estimations. The purpose of the next paper will be to apply this new technique to a set of MCs. The difference between the initial parameters and the fitted ones will provide an estimation of the precision of the above estimations when applied to data.

## 5. Conclusions

The present work is motivated by the need for a magnetic model in order to derive the magnetic configuration of MCs from local measurements provided by spacecraft. The model should be able to compute a large variety of magnetic configurations, as broad as possible, but also the parameters of the model should be well defined from the observations.

To develop the above goal, we generalized the Lundquist solution, obtained in cylindrical symmetry, the MC boundary having a broad range of shapes. We express the solution with a series of functions satisfying the linear force-free equations. Such a development in series usually involve a large number of free parameters (the multiplicative coefficients of the functions in the series). Here we limit the freedom of the model by imposing the shape of the MC boundary (depending on few parameters). Moreover, it defines a well posed problem. For a given boundary shape, the internal magnetic-field solution is unique. This procedure provides a solution accurate enough over a broad range of aspect ratios of the flux rope cross-section (typically 0.1 to $10)$. While the boundary shape can be more general with this method, we limit our report to the boundary deformations which dominantly affect the observed magnetic field. Other deformations have a lower effect inside the flux rope, in particular on its core, and only future studies will be able to tell if some of these deformations could be estimated accurately enough from the data.

The physical origin of the cross-section deformation is the flux rope interaction with its surrounding SW. In particular, during the MC travel through the heliosphere, different parts of the MC boundary could be in contact with different parcels of SW having different pressure, therefore changing the original shape of the MC. These changes of the MC boundary drive a re-configuration of the internal magnetic field, in a similar way to the global expansion of MCs proposed by Démoulin \& Dasso (2009). Thus, the shape of the MC boundary given by Eq. (4) can be interpreted as a consequence of the interaction of the flux rope with its environment. We found that a flat or/and bent fluxrope cross section requires a large gradient of the total pressure along the MC boundary (Fig. 7). Such a large gradient of pressure is unlikely to be present around MCs outside the interacting regions between two types of SW.

The most important deformation is a global elongation of the flux-rope cross-section. It is characterized by the aspect ratio (b), defined by the ratio of the dimension across to the one along the spacecraft trajectory projected orthogonally to the MC axis. Simulating the crossing of the flux rope by a spacecraft, we find that, for low $b$ values, the magnetic field strength peaks inside the flux rope, while it becomes flatter as $b$ increases. We quantify this property so that $b$ can be estimated from the magnetic data collected across a MC. We also confirm the results of Vandas \& Romashets (2003) who derived an analytical solution of a linear force-free field contained inside an elliptical boundary. We find that the configuration of the core inherits the oblate
shape of the boundary but with a significantly lower aspect ratio, in agreement with previous observations (e.g., Dasso et al. 2005a; Liu et al. 2008; Möstl et al. 2009).

The next deformation in importance is the global bending of the flux rope coming from its interaction with surrounding SW streams (see refs. in Sect. 1). The symmetric bending mode (Figs. 3-5) can significantly affect the magnetic tension, therefore also the distribution of the field strength. With a bending in the direction of the MC propagation, a stronger field in the front than in the back is present, as frequently observed in MCs. Such asymmetry can also come from the temporal evolution of the magnetic field as the observations of the front and back are shifted in time (this effect is called the "aging effect"). However, this effect can be corrected, and it is usually not the main cause of the observed asymmetry between the front and back of MCs (Démoulin et al. 2008). Moreover, even removing the aging effect, a front/back asymmetry can still be observed in some MCs (Mandrini et al. 2007; Dasso et al. 2007). Finally, we find that the deformation of the flux-rope core decreases with higher spatial frequency deformations of the boundary.

We next analyzed the results of the model with the perspective of applying it to MC data. In particular we search for the best way to have an efficient first estimation of the model parameters. This step is important as the parameter space to explore is large, and our previous experience of a direct fit of a simpler model to the data has shown us that a direct fit does not always converge to the correct solution. This consideration is even more important as the number of free parameters is larger in the present model. We also verify that the magnetic field taken only on a linear cut through the flux rope was sensitive enough to determine the parameters. We find that this is true for all parameter, when located in the expected physical range. The main limitation is the measurent of the bending (so $a$ ) for large aspect ratio (b).

In previous studies, the determination of the MC axis was realized mainly with the minimum variance or/and with a fit of the Lundquist model. We find that the distortions of the MC boundary shape mainly affect the magnetic field strength, but only weakly its direction. Therefore, the MC axis direction found in previous studies will remain weakly affected by applying the present new model. It implies that the local magnetic frame is relatively well defined. This is an important result to determine accurately the locations of the MC boundaries, as well as the impact parameter. We find a direct relationship between the impact parameter and the mean magnetic-field component present along the projection of the spacecraft trajectory orthogonally to the MC axis. We conclude that all the free parameters of the model can be constrained, and so determined, from a time series of a measured magnetic field within a MC.

Finally, we plan to study how much global quantities, such as magnetic flux and helicity, are modified in comparison with their previous estimations using the Lundquist field on MCs. Our model shows that the estimation of the aspect ratio $(b)$ is the most important parameter of the MC cross-section for these global quantities. Other boundary deformation, such as the global bending (a), have a much smaller effect on the global quantities. We also found that the magnetic helicity, normalized by the product of the axial and azimuthal fluxes, is very weakly dependent on the boundary shape (at least with a linear force-free field).
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