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ABSTRACT | Racetrack memory (RTM) is a novel spintronic

memory-storage technology that has the potential to over-

come fundamental constraints of existing memory and storage

devices. It is unique in that its core differentiating feature

is the movement of data, which is composed of magnetic

domain walls (DWs), by short current pulses. This enables

more data to be stored per unit area compared to any other

current technologies. On the one hand, RTM has the potential

for mass data storage with unlimited endurance using con-

siderably less energy than today’s technologies. On the other

hand, RTM promises an ultrafast nonvolatile memory compet-

itive with static random access memory (SRAM) but with a

much smaller footprint. During the last decade, the discovery

of novel physical mechanisms to operate RTM has led to a

major enhancement in the efficiency with which nanoscopic,

chiral DWs can be manipulated. New materials and artificially

atomically engineered thin-film structures have been found

to increase the speed and lower the threshold current with

which the data bits can be manipulated. With these recent
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developments, RTM has attracted the attention of the com-

puter architecture community that has evaluated the use of

RTM at various levels in the memory stack. Recent studies

advocate RTM as a promising compromise between, on the one

hand, power-hungry, volatile memories and, on the other hand,

slow, nonvolatile storage. By optimizing the memory subsys-

tem, significant performance improvements can be achieved,

enabling a new era of cache, graphical processing units, and

high capacity memory devices. In this article, we provide an

overview of the major developments of RTM technology from

both the physics and computer architecture perspectives over

the past decade. We identify the remaining challenges and

give an outlook on its future.

KEYWORDS | Curved wires; domain wall memory (DWM); DW

motion; nonvolatile memory; racetrack memory (RTM); thresh-

old current.

I. I N T R O D U C T I O N

Conventional data storage and memory technologies are
highly constrained by fundamental technology limits. As a
result, a number of nonvolatile storage and memory tech-
nologies have emerged recently. The uninterrupted scaling
and 3-D integration of NAND flash technology have enabled
it to outperform hard disk drives (HDDs) in terms of vol-
ume and planar storage density [1]. However, its limited
write endurance and higher erase and write latencies limit
its applicability in future computing systems. Similarly,
in memory technologies, phase change and magnetic mem-
ories have been proposed as candidate replacements for
static random access memory (SRAM) and dynamic ran-
dom access memory (DRAM) [2]. However, phase change
memory (PCM) suffers from durability issues and its write
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Table 1 RTM Comparison With Other Memory Technologies [1], [18]–[22]

latency is an order of magnitude higher compared to
SRAM [2]. The spin-orbitronics-based magnetic racetrack
memory (RTM) combines the best of all worlds, simultane-
ously offering endurance of magnetic HDDs, the density of
3-D vertical NAND flash, with the attractive latency rates of
SRAM and DRAM [3]–[5]. A summary of qualitative and
quantitative comparison of RTM with other technologies
is presented in Table 1, which shows tradeoffs among
various parameters that include latency, area, power, and
retention characteristics.

RTM was first proposed in 2002 [6] and its fun-
damental underlying principle was first demonstrated
in 2008 [4], [7]. Research studies over the past decade
have led to unexpected physical mechanisms to operate
RTMs. The information in RTM is stored in a magnetic
track in which magnetic regions serve as bits, similar to
HDDs. In contrast to the latter, RTM is neither limited
to a 2-D design nor relies on the mechanical motion for
operation. Instead, the magnetic bits are moved by elec-
trical currents in which spin-polarized electrons interact
with magnetic moments. As the motion is always along the
electrical current, arbitrary pathways can be structured,
making it possible to move bits in curved or even vertical
wires [8]. Advances in spin-orbit mechanisms have led to
different generations of RTM (see RTM 1.0–4.0 [3]), each
characterized by leaps in the motion efficiency of the bits.

In this article, we review major breakthroughs and
recent advances in the RTM technology starting from
fundamental physics and materials science to the overall
memory architecture. We focus on demonstrated experi-
mental work of racetrack domain wall (DW) motion and
materials used. We explain the data sensing and read/write
mechanisms of the RTM access ports, organization of
racetracks into arrays, data storage, and access ports man-
agement in order to give a comprehensive picture of the
overall functionality of the technology. We review critical
technology parameters such as threshold current densities
and their impact on the velocities of magnetic DWs and

movement of DW in curved wires and its associated chal-
lenges. We discuss the impact of different magnetic mate-
rials such as Heusler structures and ferrimagnetic bi-layers
on DW motion. In these, novel DW driving mechanisms
allow faster and more efficient DW motion reducing the
power consumption of RTM. This article also includes a
survey of prominent applications of RTM and its evaluation
at various levels in the memory subsystem. We then discuss
hardware/software (HW/SW) optimizations required to
mitigate the cost of shifting domains and potential errors
inherent to RTM technologies. This article closes with
insights into future research directions, concerning materi-
als, circuits and design methods, and future reconfigurable
memory hierarchies based on RTM.

II. R T M P R E L I M I N A R I E S

This section provides a background on the RTM cell struc-
ture, read/write mechanism, access ports management,
array architecture, and data organization.

A. RTM Cell Structure and Data Representation

An RTM consists of magnetic nanowires—magnetic
racetracks—which are organized horizontally or vertically
on a silicon wafer as depicted in Fig. 1 [4], [6]. In many
magnetic materials, grown as a thin film, the magnetiza-
tion can take two states, for example, pointing up or down.
These states can serve as bits representing “0”s or “1”s,
respectively, which can be stored with unprecedented den-
sity. By sending an electrical current along the wire, the bits
can be shifted, synchronously to another location on the
racetrack [4]. In that way, the information can be moved to
a readout unit, referred to as an access port, which deter-
mines the state of the magnetization (read operation).
The access port could also switch the magnetization state
by sending a larger current (write operation), as explained
in Section II-B.

The fundamental 2-D arrangement can also be extended
to a 3-D design in which the information is shifted

1304 PROCEEDINGS OF THE IEEE | Vol. 108, No. 8, August 2020



Bläsing et al.: Magnetic RTM: From Physics to the Cusp of Applications Within a Decade

Fig. 1. Horizontal and vertical racetrack with one access port. The

current flows through the device along the bit motion direction.

Overflow bits at the ends of the wire can be reduced by increasing

the number of access ports [4], [6].

vertically, thereby further increasing the storage capacity
per feature size [4]. The motion of the magnetic bits is
derived from the interaction of current at the boundaries
between oppositely magnetized regions. These bound-
aries are the magnetic DWs, within which the magnetic
moment gradually rotates from one direction to the other
direction. Typically, the DWs are just a few nanometers
wide. By sending an electrical current, the local magnetic
moments rotate such that the center of the DW moves
either along or against the current flow direction.

The access latency and energy consumption of RTM
largely depend on the number of shift operations required.
While a track could be equipped with multiple access
ports, the number of ports per track is always lower
than the number of domains. Therefore, ports are shared
among multiple domains. Increasing the degree of sharing
improves the area efficiency, but significantly increases the
number of needed shifts which, in turn, reduces the RTM
average access latency.

Typically, an access port is made up of an access tran-
sistor and a magnetic tunnel junction (MTJ). The access
transistor, controlled by the word-line, enables read/write
operations, and controls the current density. The transistor
size in the access port is typically much larger than the
track size [9]. As a result, it dominates the die-area as
schematically depicted in Fig. 2.

A simple adjacent placement of tracks on a horizontal
surface leads to significant die-area wastage. To avoid
this, recent designs overlap access transistors by grouping
tracks together and placing them adjacently. Groups of
racetracks are referred to as macrounits [9]–[11] or DW
block clusters (DBCs) [12]–[17] in the literature (Fig. 2).

B. Read/Write Mechanism in RTM

As mentioned above, RTM is equipped with access
ports. Bits can be shifted to the access port locations
for data reading or writing. In a conventional HDD,
a read/write sensor moves mechanically to the location of

the magnetic bit on the rotating disk in order to engage
in a read/write operation. In contrast, the RTM access
ports are fixed at particular locations on the track and
instead, the bits are moved electrically to the port location
for read/write operations. The magnetic state readout can
be realized via magneto-resistive effects. Giant magne-
toresistance (GMR) [23]–[26] and tunneling magnetore-
sistance (TMR) [27] are two such phenomena that occur
when two magnetic layers are separated by a nonmagnetic
conductive layer or an insulator, respectively. Originally,
it was proposed by Chen and Parkin in [28] that the
read operation can be performed by affixing a magneto-
resistive sensor in proximity to the track in order to use
the emanating fringing fields for distinguishing between
the magnetic states, or by integrating an MTJ sensor
directly onto the racetrack [4]. Recent developments in
MTJs [29], [30] allow for CMOS integration and scaling to
feature sizes compatible with RTM applications. Further-
more, TMR values can far exceed those of GMR reaching
values upward of 600% at room temperature [31], [32].
Thus, the key element of an access port which can perform
both read and write is an MTJ. In Fig. 3, an access port is
shown where the MTJ interfaces the racetrack at the top
but could also be at the bottom. In the MTJ, one of the
magnetic layers is engineered to have a fixed orientation
[33], [34], and the other magnetic layer is formed by the
section of the magnetic track which is in contact with the
insulating layer (most commonly used MgO or Al2O3). The
resistive state of the junction can be read by flowing a
small reading current perpendicular to the junction. The
parallel or antiparallel orientation of the magnetic bit
relative to the fixed magnetic layer corresponds to two
distinct resistance states, “0” or “1.” Thus, the magnetic
bit within the access port can be read depending on its

Fig. 2. Macro-unit/DBC. (a) Single-cell DBC (top view). (b) Four-cell

DBC with an overlapped transistor area [9], [12].

Vol. 108, No. 8, August 2020 | PROCEEDINGS OF THE IEEE 1305



Bläsing et al.: Magnetic RTM: From Physics to the Cusp of Applications Within a Decade

Fig. 3. Part of the RTM showing the access port. The access port

consists of an MTJ with a fixed upper magnetic layer, an

intermediary insulating layer (green), and a section of the racetrack.

Shifting of the magnetic track is accomplished upon application of

an electric pulse and readout is carried through the MTJ at the

access port. In actual devices, long-range dipole fields emanating

from the magnetic layers need to be eliminated using, for example,

an SAF structure that was originally devised by one of the authors

in 1989 [38], [39].

individual orientation. The MTJ can also be used as a
writing device when larger currents are used [35]–[37].
As the tunneling currents derived from the magnetic layers
are spin-polarized, they result in a strong interaction that
can reorient the magnetic bit in the access port via spin
transfer torques (STTs). The orientation of the bit to be
written can be determined by the polarity of the applied
current through the MTJ.

An MTJ device for reading and writing is perhaps the
simplest solution but there are other possible solutions
for both reading and writing. There can be significant
advantages in having two distinct devices, one for reading
and one for writing since these devices can be individually
optimized for their respective functions. For example, an
optimized MTJ for reading can have a thicker tunnel bar-
rier which provides for higher TMR and better endurance
against junction breakdown. Other ways of writing have
been demonstrated which involve, for example, the use of
spin-orbit torques (SOTs) that are derived from the non-
magnetic underlayers showing spin Hall effect [40], [41].
In this case, the current is applied through the magnetic
track instead of applying it across the tunnel junction. This
prevents the deterioration of the insulating layer that may
occur with the use of high writing currents through the
MTJ but may require fringing fields generated through the
addition of electrical contact lines [42]. In contrast, an in-
line injector has been demonstrated that involves the flow
of current through the track but without the requirement
of adding any further electrical lines. The fringing fields,
in this case, are generated by the creation of a 90◦ DW
through local irradiation of the magnetic film that has
perpendicular magnetic anisotropy (PMA). The passage
of currents in the track results in the nucleation of DWs
through the generation of STT in the presence of these
fringing fields [43].

In the RTM access port, the operation to read or write
is fully electrical with no need for moving parts, leading to
high-performance and high-density memory storage.

C. Access Ports Management

The shift-controller maintains and manages the status
of the access ports in an RTM. At each memory access,
the shift-controller decides which access port will access
the data, computes the number of shifts required for
aligning the port position to the requested data, and
updates the status of the access ports. The selection of
access ports and the number of shifts required before
accessing the requested domains depends upon the port
access policy which can either be static or dynamic [12],
[15]. Similarly, updating the port positions after com-
pletion of a memory request also depends upon the
port access policy.

In static port access policies, ports are statically assigned
to domains. For instance, if a racetrack stores 64 domains
and has two access ports, one possible static assign-
ment is to dedicate the first 32 domains (i.e., 0–31) to
port 0 and the remaining domains (i.e., 32–63) to port 1.
In dynamic port access policies, the access port that is
closest to the requested domain accesses it. This implies
that any access port can access any domain in the racetrack
depending on the data access pattern and the positions of
the current ports.

While a static port access policy makes the implemen-
tation of the shift controller a lot simpler, it can lead to
significant increases in the number of shifting operations.
For instance, if the initial positions of the access ports are
set to 0 and 63, consecutive accesses to domains 31 and
32 require 31 shifts each and will be accessed by different
ports (ports 0 and 1, respectively). In a dynamic port access
policy, both accesses will be performed by port 0 and will
incur a total of 32 (31 + 1) shifting operations. In rare
situations, a dynamic port access policy can still increase
the number of shifts compared to a static port access policy.
To illustrate such a scenario, consider the above assump-
tions of initial port positions and the following domain
access pattern, 31, 45, 52, 57, and 25. In a dynamic port
access policy, all accesses are performed by port 0 because
it is always closer to the next requested domain and the
total number of shifts incurred sums up to 89. On the
contrary, in the sample static policy mentioned above,
port 0 serves the first and the last requests and port 1
serves the remaining three requests, incurring altogether
67 shifts.

Another important design aspect of the shift controller is
the port update policy. After accessing a domain, the posi-
tion of the access port can be either restored to its default
location (incurring twice as many shifts as required for
aligning) or updated to the location of the current access.
The former is known as “eager” while the latter is referred
to as the “lazy” port update policy [12], [15]. Finally, the
port access policy also affects the number of overflow bits
per track. A static port access policy requires less overflow
bits compared to a dynamic policy. Most RTM designs
adopt dynamic policies for the port access and the lazy
policy for the port update.
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Fig. 4. Overview of the overall architecture of an integrated RTM.

A DBC serves as a basic building block of an RTM array. Like other

memory technologies, one or more arrays are then combined to form

independent banks.

D. RTM Architecture and Data Organization

A DBC is the basic building block of an RTM array.
It consists of M tracks where each track is equipped with P
access ports and has N domains. Although the RTM cell
structure is fundamentally different than existing mem-
ory technologies, recent RTM designs maintain the same
I/O interface and memory hierarchy to ease technology
adoption [9], [17], [44]. For example, the entire memory
unit is hierarchically decomposed into ranks, banks, and
subarrays. One such widespread architecture is shown
in Fig. 4.

A subarray being the smallest component in the
architecture needs to be carefully designed. The subar-
ray design substantially affects the RTM’s performance,
energy, and area efficiency [44], where area efficiency
refers to the area ratio of the data array and the
peripheral circuitry. Although most of the peripheral cir-
cuitry in an RTM subarray is similar to existing mem-
ory technologies, the shift-controller is specific to RTM
subarrays.

RTMs are inherently sequential in nature. A track
in an RTM contains multiple DWs which can accom-
modate an entire data word. However, storing a sin-
gle word in the track serially leads to significant
performance degradation. To completely eliminate the
shift operation, a track can store a single DW. How-
ever, single DW RTMs have a negative impact on
density.

To keep both the performance and the density benefits
intact, recent designs store data in DBCs in an inter-
leaved fashion and move the DWs in a lockstep fashion
[9]–[17], [44]–[46]. An M-bit memory object is distrib-
uted across the M tracks of a DBC as schematically shown
in Fig. 5. Large size variables can be further distributed
across multiple DBCs. Accessing a variable requires shift-
ing and aligning the access port position to all required
domains at the same time and all bits of the requested data
can be accessed in parallel.

III. P H Y S I C A L A N D M AT E R I A L

D E V E L O P M E N T S I N R T M

This section overviews the development of RTM from
version 1.0 to 4.0 in which especially the mechanisms of
DW motion evolved to highly efficient driving torques.
These also apply to ferrimagnetic systems in which very
low threshold current densities to move DWs have been
discovered. Finally, an overview of recent advances in
epitaxially grown materials is provided in which fast DW
motion and extremely low threshold current densities have
been reported.

A. Development of RTM

RTM relies on the motion of magnetic DWs by an
electrical current. This was first demonstrated in permalloy
nanowires in which the DWs moved at about 100 m s−1

by the use of volume STT [47]. This was the driving
mechanism in the first prototype of RTM. In a second
version, the magnetic materials were improved so that the
magnetization did not lie in the wire plane but instead
pointed out of the wire plane. Such magnetic materials
exhibit a strong PMA which makes the DWs narrower and
more robust against annihilation. As a result, a higher
packing density can be achieved. DW motion in materials
with PMA was first demonstrated in Co/Ni multilayers
[48], [49]. The motion of DWs by volume STT for RTM
versions 1.0 and 2.0 is depicted in Fig. 6.

In 2011, a much faster DW motion was reported in
a system consisting of an ultrathin magnetic layer which
exhibits PMA by virtue of its interface with a heavy metal
underlayer such as Pt [50]. Interestingly, the direction
of DW motion was now observed to be opposite to the
electron flow direction. To account for that, a new, much
more efficient mechanism was introduced—the chiral spin
torque (CST) [51]. In these systems, there is the gen-
eration of the Dzyaloshinskii–Moriya interaction (DMI)
inside the magnetic film due to symmetry breaking in the

Fig. 5. Data organization in a DBC (v: variable, b: bit). N variables

each of size M are stored in an M-cell DBC in a bit-interleaved

fashion. If access ports of all M-cells point to the same location

(as shown), all bits of the variable can be read in parallel.
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Fig. 6. Magnetic DWs are shifted by current pulses which rotate

the local magnetization (indicated by colored arrows). In the 1.0 and

2.0 RTM versions, motion is governed by a volume STT in which the

electrons (black arrows) transfer their angular momentum to the

localized magnetic moments. The DW motion is generally in the

electron flow direction.

presence of spin–orbit coupling at the heavy metal/
magnetic layer interface. This exchange favors a canting
of the magnetic moments with a fixed chirality which is
observed through the formation of Néel DWs as shown
in Fig. 7. The rotation of magnetization at the DW bound-
ary in the Pt/Co system features a counterclockwise (CCW)
direction. In addition to the DMI, the heavy metal exhibits
a spin Hall effect which creates a spin current perpendic-
ular to the current flow direction illustrated in Fig. 7(b).
This spin current flows into the magnetic layer and exerts
an STT on the magnetic moments. This CST is much more
efficient than the volume STT, resulting in much larger DW
velocities of almost 400 m s−1 [51], [52]. This effect has
also been demonstrated in other heavy metal underlayers
besides Pt [52].

Fig. 7. Magnetic DWs in a ferromagnetic material (e.g., Co).

(a) DW chirality in subsequent DWs is conserved due to the DMI at

the interface to a heavy metal layer (such as Pt). (b) The electrical

current in the heavy metal layer creates a spin current due to the

spin Hall effect which diffuses into the ferromagnetic layer. The

spins are polarized such that they exert a torque on the

magnetization, rotating them out of the DMI-favored orientation.

Hence, an effective DMI field is created which exerts a CST on the

magnetic moments which finally moves the DW along the current

flow direction [51], [53].

Fig. 8. Two AF coupled layers in which the DW motion is governed

by an ECT. Spin current from the underlayer turns magnetic

moments toward the spin polarization. Due to the rotation out of the

antiparallel alignment an exchange coupling field is created which

applies an ECT on the magnetic moments, moving the DW into the

current flow direction [54].

Lastly, a great step toward application was achieved by
using antiferromagnetically (AF) coupled structures [54]
where the orientation of magnetization in two magnetic
layers is antiparallel to each other as shown in Fig. 8.
In a synthetic antiferromagnet (SAF) two magnetic layers
are in indirect contact through a spacer layer such as
Ru which mediates the AF exchange coupling [26]. The
magnetic sublattices can also couple AF without the need
of a spacer layer as discussed further in Section III-B. As in
the previous version of RTM, the structure is grown on
top of a heavy metal underlayer. Due to the AF cou-
pling, an exchange coupling torque (ECT) derived from
the exchange field of a much higher magnitude than the
DMI field [53], [54]. When the magnetization of the two
magnetic layers is equal, the ECT is maximized. Due to
the ECT, the DW mobility, which is the increase of DW
velocity with respect to increasing current density, is also
high at high current densities. For an SAF structure, a DW
velocity of >750 m s−1 has been reported [54]. In this
fourth version of RTM, the antiferromagnetic coupling not
only allows a higher DW mobility due to the ECT but also
makes the DWs highly stable against external magnetic
fields. Most importantly, the SAF structure eliminates mag-
netostatic stray fields that would otherwise emanate from
the magnetic layers in the racetrack and lead to unwanted
interactions between DWs within and between racetracks.

B. DW Motion in Ferrimagnetic Systems

After the discovery of the ECT in SAF structures,
renewed interest in research on DW motion in AF cou-
pled systems emerged [55]–[62]. Besides SAF structures,
ferrimagnetic alloys or multilayers that are composed
of rare earth (RE) metals and transition metals (TMs)
exhibit an antiferromagnetic coupling between the mag-
netic moments of the RE and TM materials. The exchange
coupling between these elements can be stronger than the
coupling in SAF structures as these elements couple AF
without the need for a spacer layer.
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When two magnetic sublattices of an RE and a TM
couple together, the respective magnetizations per unit
volume, mRE and mTM, can become compensated when
mRE = mTM such that the net magnetization is zero. This
can be achieved either by varying the composition or by
varying the temperature. As the magnetism in REs is
carried by the inner shell 4f electrons instead of the 3d

conduction electrons as in TMs, the dynamics of the respec-
tive magnetic moments are distinct. This is embedded
in the gyromagnetic ratio γ = g(µB/ℏ) with the Bohr
magnetron µB, the reduced Planck constant ℏ and the
material-dependent Landé g-factors gRE and gTM. As a
result, in dynamic processes like DW motion, the response
of each magnetic sublattice to spin currents is differ-
ent. However, there exists a compensation point where
mRE/γRE = mTM/γTM where m/γ is the respective angular
momentum. Recent studies have shown that the DW mobil-
ity in ferrimagnetic systems is maximized at this angular
momentum compensation point [55], [56], [61]. This has
allowed for the motion of DWs with speeds at least as fast
as those of SAF structures [56]. This effect is likely to orig-
inate from the comparably low magnetization in the REs
which are highly temperature sensitive [55]. Because of
this temperature dependence, Joule heating can influence
the DW motion greatly. It has been shown that a single
current pulse of 10-ns length at a density of 1×108 A cm−2

can easily heat up the device by ∼75 K [55]. Hence,
lowering the threshold current to at least 1 × 106 A cm−2

but keeping a large DW mobility at the same time is of
major interest for applications. Ferrimagnetic systems are a
step toward fulfilling both requirements but their extreme
temperature dependence makes them less appealing
than SAFs.

C. Threshold Current Density

The minimum energy for shifting DWs is determined
by the threshold current density that needs to be applied
to overcome DW pinning. In ferromagnetic systems, e.g.,
consisting of a Co/Ni multilayer, the DW is driven by CST
(see Section III-A) and the threshold current is of the
order of 0.5 × 108 A cm−2 [51]. In SAF structures, the
DW mobility is increased but the threshold current density
is not significantly reduced [54]. Table 2 summarizes the
measured threshold current density for nanosecond long
pulses for various magnetic material systems on a Pt
underlayer, as of today. It shows that films containing RE
metals show a lower threshold current density. Considering
a 20-nm-wide racetrack, the energy required for one shift
at the given current densities in these materials is of the
order of a few fJ.

Several proposals for the origin of the threshold current
density have been made. Depending on the DW driving
mechanism, the pinning is either intrinsic [64] or extrinsic
arising from defects and roughness of the sample [65]. For
the mechanisms in RTM versions 3.0 and 4.0, no intrin-
sic mechanism has been identified which could explain

Table 2 Comparison of Threshold Current Densities for Different

Magnetic Materials

the large threshold currents which appear in the exper-
iments. Hence, extrinsic pinning is a likely explanation
for the appearance of a threshold current density. While
edge roughness of patterned nanowires is difficult to
avoid, especially in nanometer wide wires [66], atomic
defects and inhomogeneities also have to be taken into
account [67]. The density and strength of these defects
determine the threshold current density.

To obtain a lower threshold current density, the most
straightforward approach is the reduction of defects and
roughness in the sample. Although most samples are of
good crystallinity, a further improvement, for example,
of the interface roughness could be achieved by using
different underlayers or utilizing various growth methods.
To describe homogenously distributed defects in a sample,
for example, the dry friction model [65] is in good agree-
ment with the experiments [55]. In such a model, besides
the defect distribution, there are two other parameters
that can be tuned in order to reduce the threshold current
[55]. One is the spin Hall angle of the underlayer which,
if larger, can produce the same spin current into the
magnetic layer at a lower electrical current density. The
other parameter is the magnetization of the magnetic layer.
By decreasing it, the DW is effectively lighter and hence,
easier to move. Continued efforts in material engineering
at the atomic scale are needed to achieve a combination
of a low threshold current while maintaining a high DW
velocity at a particular current density.

D. Influence of Curvature on the Operation
of RTM

The dynamics of DW motion have been well studied
for magnetic nanowires that are straight. It has been
found that irrespective of the underlying mechanism of
DW motion—whether the torque is derived from STT,
CST, or ECT–DWs move in a synchronistic fashion, a key
requirement of RTM. This is not the case for the motion
of chiral DWs in curved nanowires as shown in Fig. 9.
Instead, the curvature of the wire can significantly alter
the motion of DWs [68]. Two adjacent DWs in a curved
nanowire travel with very different speeds, leading to a
difference in speed that was observed to be up to an order
of magnitude. This difference results from a speeding up
and a slowing down of the DW pair, relative to their motion
in a straight wire. It was also found that whether a DW
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Fig. 9. Chiral DW in a ferromagnetic track traveling through a

curvature speeds up or slows down depending on the sign of the

curvature (κ).

speeds up/slows down depends on its direction (clockwise
(CW) or CCW) of motion along a curvature. When the dif-
ference in speeds causes the separation between the DWs
to shrink sufficiently, the DW pair can annihilate leading
to a loss of data. Although horizontal racetracks that are
made exclusively from straight nanowires do not suffer
from this shortcoming, vertical racetracks conceived as
U-shaped wires or other designs such as the ring memory
which incorporate bends are likely to be affected.

An analytical model based on the motion of a DW along
a curved wire revealed that the difference in speeds arises
from the disparate tilting behavior of the adjacent DWs
during motion in a curved wire. A DW that travels orthog-
onally to the wire experienced greater driving torques and
moved faster in contrast to a DW that accumulates a tilt
during its motion. Remarkably, this problem was found to
be eliminated in curved nanowires that were composed
of SAF structures [68], [69]. The driving torques in such
magnetic structures are largely derived from an ECT that is
insensitive to the tilting behavior of the DWs. DWs in such
structures move at the same speeds in both the curved and
straight sections of the wire. Thus, the SAF removes an
unanticipated but critical hurdle to the implementation of
RTM in two and three dimensions.

From the architecture perspective, some curved wires,
such as the ring-shaped, may be more favorable com-
pared to the traditional stripe-shaped RTM which is open-
ended and suffers from data overflow issues. Overflow
happens when a bit is shifted beyond the end of the track
which causes data loss. This problem can be addressed
by using additional peripheral registers that latch the
overflow information [70], or by increasing the number of
ports [71], or by employing extra domains in the track to
avoid data loss. However, these techniques degrade device
density, performance, and energy consumption [70], [72].
The ring-shaped RTM has already been demonstrated as
a possible option to overcome this issue [70], [72], [73]
and ensure end-to-end information storage by avoiding the
data overflow caused by shifting. In addition, a ring-shaped
RTM also reduces the worst case shifts from (N − 1) to
N/2 for an N-bit racetrack [73]. The latter shift reduction
property of ring-shaped further reduces the latency and
energy consumption compared to stripe-shaped RTM.

Similarly, some recent works have also demonstrated
the implementation of a two-bit de-multiplexer using

a Y-shaped RTM where DWs created in its input
branch are sorted into one of the two output branches
of a Y-shaped magnetic nanostructure based on their
chiralities [74], [75].

E. Epitaxial Racetracks

Recent material developments and techniques have
allowed for the exploration of RTM on high-quality epitax-
ial ferrimagnetic oxides [76], [77] and Heusler compounds
with a wide range of fascinating properties. The latter
were shown to grow in ultrathin form on technologically
relevant silicon substrates using novel chemical templating
layers (CTL) [78].

Efficient chiral DW motion was demonstrated in thin
(5–8 nm) ferrimagnetic iron garnets. Layers of Tm3Fe5O12

(TmIG) and Tb3Fe5O12 (TbIG), having PMA, were epitax-
ially grown on (111) Gd3Ga5O12 [76] or Gd3Sc2Ga3O12

[77] substrates, paired with a 4–5-nm-thick Pt overlayer. In
these systems, besides the interface with the heavy metal
Pt, a strong interfacial DMI is found at the oxide interface
between the substrate and the ferrimagnetic TmIG or TbIG.
Thus, the combined DMI contributions of the top and
the bottom interface set the DW chirality. The fastest DW
velocities are up to ∼800 m s−1 with low threshold current
densities of 0.04–0.05 × 108 A cm−2. Yet, reducing the
high temperatures needed for the growth of these layers
(650 ◦C) and developing methods for epitaxial growth on
silicon substrates is a prerequisite for their integration with
CMOS electronics.

Another epitaxial system—Heusler materials and
compounds—has shown efficient chiral DW motion in their
ultrathin form, with growth at room temperature [78].
A CTL method allows even single unit cell thick layers
of the low moment ferrimagnetic binary Heusler alloys,
Mn3Z, where Z = Ge, Sn, Sb, to be grown on amorphous
underlayers. The two magnetic sublattices, formed from
alternating Mn–Mn and Mn–Z atomic layers, are coupled
AF. Since these layers are formed from TMs the net
(low) moment is weakly dependent on temperature when
compared to RE-TM materials.

DW motion in Mn3Z Heusler racetracks shows a rather
complex mechanism where both a volume STT and a
chiral SOT drive the DW motion. A bulk derived DMI
field HDM sets the chirality of the DWs whose handedness
(CW or CCW) is dependent upon the choice of the Heusler
compound. The main driving mechanism of the DWs in
these Heusler materials is the volume STT which also
defines the direction of the DW motion that is determined
by the sign of the spin polarization in these materials.
A spin current originating from the neighboring nonmag-
netic (at room temperature) CTL layer exerts an STT
on the magnetic moments of the chiral DWs. The SOT
contribution can be tuned and, furthermore, can either be
additive or subtractive to the main DW driving mechanism.

The result of the STT on the chiral Néel DWs creates a
damping torque that acts on the magnetic moments of the
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Table 3 Summary of Spin Polarization Direction, DMI Direction, Spin Hall

Angle, and Sot Contribution to the DW Motion Driven Mainly by STT for

Mn3Ge, Mn3Sn, and Mn3Sb. Note that HDM is Along the Nanowire Axis

DW, causing thereby a precessional motion and the DW
motion along the electron spin polarization direction. The
spin current from the CTL layer (or adjacent nonmagnetic
overlayers [78]), owing to the DMI, and the damping
torque results in a torque that is always out of the plane of
the racetrack layers. The direction of this torque depends
on the handedness of the chirality and the spin accu-
mulation of the material-dependent CTL. Thus, the DW
experiences a chiral SOT whose direction is influenced by
the direction of HDM since the spin Hall angle (θSH) is set
by the CTL. This leads to either an additive or subtractive
contribution of the SOT to the DW motion driven mainly by
STT. The direction of DW motion in different Mn3Z Heusler
racetracks is summarized in Table 3.

The lowest critical current density that is required to
initiate the DW motion of 0.028 × 108 A cm−2 was found
for Mn3Sb, which also showed the highest DW velocities
among the Mn3Z Heuslers. Tuning the composition of
MnxSb, the bulk DMI effective field, can be tuned from
∼50 Oe for Mn2.0Sb to ∼750 Oe for Mn3.3Sb demonstrat-
ing the high tunability of the Heusler materials. Addition-
ally, appropriate CTLs can help meet application needs by
tuning the SOT contribution.

IV. R T M A P P L I C AT I O N I N T H E

M E M O R Y S U B S Y S T E M

As depicted in Table 1, RTM has a significantly higher
capacity and reduced leakage power benefits compared
to volatile DRAMs and SRAMs. Compared to emerging
nonvolatile memories, i.e., STT-RAM, resistive random
access memory (RRAM), PCM and magnetic RAM, RTM
has a higher capacity with similar or better energy and
access latency behavior. Similarly, RTM is significantly
faster than dense vertical NAND (V-NAND) and HDD. Since
RTMs have the potential to outperform existing memory
technologies in terms of endurance, energy consumption,
and storage density, they have received much attention and
many research studies have advocated employing them at
different levels in the memory hierarchy and for different
application domains. This section provides an overview of
such proposals.

A. RTM Caches

Previous works investigated caches implemented with
RTMs for performance, density, and energy improvements
[79]–[83]. Venkatesan et al. [79] proposed a prominent

RTM-based cache design that provides circuit and architec-
tural level optimizations. The circuit-level design presents
two types of DW memory (DWM) bit cells namely 1-b
DWM and multibit DWM. The 1-b DWM cell design is
optimized for latency as it does not require shift opera-
tions. The architectural optimization employs a 1-b DWM
cell design for the latency-critical tag array design. The
data array is further partitioned into a latency-optimized
fast region with a 1-b DWM cell design and a capacity-
optimized slow region with multibit DWM cell design.
A data migration policy is proposed to dynamically migrate
data between fast and slow regions.

Cross-layer optimizations are provided at the last level
cache using RTM-based caches that include a cell design,
array organization, and application-aware data allocation
policy. The cell and array designs mitigate the area gap
between RTM storage elements and the large access tran-
sistor. The application-aware data allocation policy places
frequently accessed data near the access port [80]. A com-
bination of circuit and architectural techniques is proposed
in [81] to achieve simultaneous performance, density, and
energy enhancements. The proposed circuit-level methods
include merged read/write head design to provide high
density, flipped-bit cell, and shift gating design for energy
improvement, and wordline strapping to optimize latency.
To ensure low energy and high reliability, architectural
optimization dynamically adapts the shift and write cur-
rents while considering the application memory access
pattern.

Another cross-layer optimization study performs design
space exploration of RTM-based caches at the physical
and architectural levels [84]. The physical design includes
hybrid-port and uniform-port array designs. The hybrid-
port array design contains many narrower read ports and
few wider read/write ports. The uniform-port array design
only contains read/write ports with different physical
layouts. The impact of these aforementioned layouts on
different components of energy (e.g., read, write, shift,
and leakage) and latency is evaluated. At the architectural
level, a combination of mixed array organization is pre-
sented which comprises hybrid-port and mixed-port array
regions. The regular and read-intensive data are steered
to the hybrid-port array region, whereas the mixed port
array region is suitable for write-intensive data. To achieve
energy efficiency with minimal performance degradation,
way-based cache reconfiguration is applied which adapts
the cache size based on the application runtime cache
requirements. Similarly, set-based cache reconfiguration is
applied in [85] to achieve improved energy efficiency.

Highly dense RTM magnetic nanowire storage elements
are employed to integrate multiple cache levels in a single
cache array and the RTM shift operation is leveraged to
switch between different levels [82], [83]. The Fused-
Cache provides a unified L1/L2 cache architecture that
stores L1 cache lines exactly at the access port position,
whereas the L2 cache lines are not aligned to the access
port [82]. As a result, FusedCache architecture provides
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constant access latency for L1 cache because access to
L1 cache lines does not require any shift operations.
In contrast, it provides variable access latency for L2 cache
because its access latency depends on the distance of
the desired L2 cache line from the port position. The
multilane racetrack cache (MRC) architecture synergisti-
cally combines the benefits of lightweight compression and
fine-grained shifting to mitigate the negative impact of
shift operations [83]. The MRC architecture compresses
multiple cache lines and stores them in the same DBC,
requiring less data storage as well as fewer accesses to
domains within a racetrack compared to a conventional
uncompressed design. In addition, this article adjusts the
starting location of the compressed cache lines within
the racetrack which not only reduces the number of shift
operations but also allows concurrent accesses to multiple
cache lines that belongs to different racetracks.

B. RTM GPU Register File

The immense storage requirement of GPU applications
makes RTMs a preferable alternative to be employed as
a GPU register file. To this end, various proposals pro-
pose RTM-based GPU register files to alleviate the high
leakage and scalability problems of conventional SRAM-
based register files [86]–[89]. These proposals are based
on the tenet of reducing the shift overhead via different
techniques that include smart register renaming [86],
[87], [89], proactive preshifting [87]–[90], and intelligent
thread scheduling [86]. The register renaming technique
assigns likely accessed registers closer to the access port
to reduce the shift costs. The preshifting policy reduces
the shift cost by exploiting the data locality at interthread,
intra-SM (SM: streaming multiprocessor), and inter-SM
levels. The thread scheduling policy schedules request to
register file only when the relevant registers are aligned to
their corresponding RTM access ports. Using the RTM GPU
register file, the performance gain compared to an iso-area
SRAM GPU register file lies in the range 4%–30% (via high
density), whereas the energy gain translates to 2–3 times
(via reduced leakage).

C. RTM as OFF-Chip Memory

Sun et al. [91] provide a cross-layer RTM framework
for off-chip memory that explores the design space at
device and circuit levels. The device-level design space
exploration evaluates the impact of racetrack resistivity by
varying the nanowire length for three different materials
(CoFe, NiFe, and CoFeB). Similarly, the influence of metal
line thickness and distance between magnetic nanowires
on the generation of the magnetic field is investigated. The
circuit-level design space exploration analyzes the impact
of varying the number of ports, cell overlapping, and array
partitioning on latency, energy, and the shift distance.
Another similar study explores the main memory design
based on RTM technology at the circuit and architectural
levels [10]. The design space exploration investigates the

impact of a number of racetracks, number of domains in
each racetrack, number of access ports, subarray size, and
cell size on overall area, latency, and energy.

The memory performance critically depends on fast
access to metadata. In particular, it is extremely impor-
tant to provide quick access to the page table, which
records virtual-to-physical address mapping information.
To reduce page table access latency, recent work [92]
rethinks the page table layout in an RTM-based mem-
ory which mitigates the number of shifts compared to
existing layouts. The new layout places highly accessed
fields of a page table entry (PTE) close to the access
port. In addition, the RTM shift-aware optimization takes
into account different states of a PTE to further reduce
the page table latency. This reduction is made possible
by proactively preshifting the port position to the desired
PTE field in advance based on PTE state prediction. The
next state predictor accurately predicts the future PTE
state based on the current PTE state. An intelligent RTM-
based page table outperforms conventional DRAM-based
implementation by 84% and 98% in terms of latency and
energy improvements, respectively.

D. RTM as a Disk Replacement

The traditional magnetic disk technology faces many
limitations that include speed, durability, and rewritability.
For applications with high capacity and speed require-
ments, RTM memories are a key enabling technology due
to their scalability and ultrahigh storage density with the
additional advantages that no mechanical parts are nec-
essary [3]. RTMs can be very dense with the usage of 3-
D vertical racetrack technology which can be constructed
by, for example, atomic layer deposition on the patterned
side-walls of deep trenches. The 3-D vertical racetrack
technology will realize its true potential by enabling the
fabrication of vertical racetracks storing more than 100 bits
each of which could enormously increase storage capacity.
Therefore, RTM technology has the potential to show
improvements in speed, durability, capacity, and cost-per-
bit which can be realized with multilayer materials [26],
[93], [94] and 3-D vertical racetrack technology. This
implies that RTMs can provide much better performance
than HDDs. An RTM-based disk substitute may fit into a
lapel pin with gigabytes of information storage capability
[95]. Recent research replaces traditional magnetic disks
by RTMs for graph processing, not only thereby expedit-
ing graph processing (∼40%–87% improvement) but also
attaining higher energy efficiency (∼13% saving) [96].

E. Processing in Memory (PIM) Using RTM

PIM is a concept in which data computations are per-
formed within memory, directly where the data are stored.
The idea is to preprocess the data within memory or near
memory (using a computation unit close to memory)
instead of transferring a large amount of raw data to an
external processor. PIM thus significantly minimizes the
data movement penalty by involving the processor only
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for summarized data. Additionally, PIM reduces the num-
ber of operands transferred to the processor, significantly
improving the performance and energy efficiency of the
computing system. RTM-based PIM has been demonstrated
for lookup table (LUT) and simple logical functions, includ-
ing XOR, addition, and multiplication [97]. Furthermore,
the machine learning operations can be mapped to a
PIM architecture by employing a computation unit near
memory that provides intermediate results to the proces-
sor. DW- and skyrmion-based adders and multipliers for
complex convolutional neural networks (CNNs) have been
proposed in [98].

Recently, reconfigurable in-memory logic gates are
proposed which are based on RTMs [149]–[154]. Employ-
ing the basic in-memory logic gates, a multibit mag-
netic adder design is introduced in [149]. The inputs
and the output of the adder are stored in RTMs which
act as nonvolatile registers. The use of small nonvolatile
RTM cells enables negligible leakage power and small
die area compared to a CMOS-based adder architec-
ture. A PIM-based reconfigurable architecture is pre-
sented by unifying memory and logical functions using
four-terminal RTM cells which exploit the spin Hall
effect [150], [151]. In this architecture, the reconfig-
urable platform is divided into data and logic blocks.
The data block simply performs the basic bitwise-XOR

operation on the stored data. The logic block performs
both bitwise-XOR as well as complex in-memory logic
functions. Fast reconfigurable logic gates are realized by
storing the computation results in magnetic domains dur-
ing initial configuration [153]. The DWs are then shifted
to implement the desired logical function based on the
input data values. A nonvolatile LUT design is presented
in [154] by combining the RTM storage unit and CMOS
circuit. The LUT enables fast reconfiguration and is com-
posed of a configuration module, multiplexer, and sense
amplifier units.

In the Reconfigurable Dual-Mode In-Memory Processing
Architecture (RIMPA), the spintronic-based RTM cells can
operate in two modes, namely, memory and compute
modes [152]. In the memory mode, the RTM cell acts as
a normal storage cell. The computing mode enables in-
memory logic computations where the RTM cell performs
basic logic (i.e., bitwise-AND and bitwise-OR) functions
within memory. Similarly, domain-specific in-memory log-
ical functions (bitwise-XOR, sum, carry, and LUT) and HW
accelerators are implemented using DW-based nanowires
for image processing systems [155]. These HW acceler-
ators are employed near data storage in a distributed
fashion to perform frequent compute-intensive operations.
In addition, the in-memory HW accelerators enable paral-
lel access to distributed data which significantly improves
data parallelism.

V. H W / S W O P T I M I Z AT I O N S F O R R T M

From the architecture perspective, fast and accurate shift-
ing of DWs is the biggest challenge that not only impacts

RTM’s latency and energy but may also lead to reliability
issues [72]. In this section, we discuss HW/SW optimiza-
tions that minimize the impact of the shifting operations
on RTM performance and energy and improve its
reliability.

A. Hardware Techniques for Minimizing Shifts

The straightforward solution to minimize the number
of shifts in RTM is to increase the number of access
ports. However, this solution quickly becomes impracti-
cal due to the additional HW complexity and die-area
overhead. The number of shifts can also be reduced with
an efficient data-to-port mapping by taking into account
the application reuse behavior. For instance, storing fre-
quently accessed data elements near the access ports can
significantly reduce the number of shifts [80]. The reuse
behavior of different data elements can be predicted using
HW monitors in the RTM controller. At runtime, the RTM
controller swaps the blocks with the highest frequency with
those closer to the access ports.

As mentioned in Section IV-A, RTM caches place some
data close to the access port and others further away.
Closer DWs have thus a relatively lower latency compared
to those farther away. This disparity in RTM latency can be
exploited to reduce the number of shifts in an application-
specific manner. For instance, some applications demand
more cache space compared to other applications. For
applications with lesser cache demands, the DWs that are
far away from the access ports are disabled and only
those closer to the access ports are used which minimizes
the total number of shifts without significantly degrading
the performance. The cache can be resized based on the
application runtime cache demand by turning off/on the
active/inactive DWs [84]. In a similar manner, a dynami-
cally reconfigurable cache is proposed in [85].

Literature suggests that the most established technique
to improve RTM performance without increasing the num-
ber of access ports is preshifting [71], [87], [88]. The
concept of preshifting is analogous to prefetching which
consists in fetching the data of the next likely accessed
element in advance. In the case of shifts, preshifting con-
sists in aligning the access ports to the next likely accessed
element. Preshifting can be applied within and across RTM
subarrays. Although a DBC is busy serving a memory
request, other DBCs can be preshifted proactively.

Other techniques to mitigate shifting overhead include:
1) data compression to reduce the number of bits stored
in a racetrack and thereby the shifts overhead [83]; 2)
efficient data mapping and dynamic prioritization of the
memory requests closer to the access ports [86]; and 3)
data swapping and data migration [44], [82]. Although
all these techniques improve the overall performance,
the total number of shifting operations and energy con-
sumption are rarely affected. For instance, preshifting
improves the RTM access latency but may increase its
energy consumption. Additionally, all these techniques
require additional HW support which not only increases
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the HW complexity but also the area utilization and energy
consumption.

B. Software Techniques for Minimizing Shift

The most prominent SW solution for RTM shift reduc-
tion is a compiler guided intelligent data and instruction
placement [13]–[15], [99]. By static code analysis and
profiling, the compiler constructs an internal model of the
applications’ memory access pattern. Based on this model,
different techniques are employed to find the best possible
mapping of the memory objects to RTM with the objective
to minimize the total number of shifts. Exact solutions have
been proposed using integer linear programming (ILP)
and integer nonlinear programming (INLP) [14], [15],
[100]. More computational tractable solutions include
meta-heuristics like genetic algorithms and custom heuris-
tics, which deliver near-optimal solutions in considerably
less time [15], [45].

SW-controlled scratchpad memory (SPM) is an alter-
native to caches known for predictable memory access
patterns. SPMs feature better performance and energy
efficiency at a reduced small chip area and predictable
performance. In the context of RTM-based SPM, recent
work proposed three heuristics and a genetic algorithm
to reduce the RTM shift overhead [45]. The first naïve
heuristic adopts the first-come-first-store allocation strat-
egy, which does not perform well for loop accesses.
To overcome this problem, the second heuristic allocates
frequently accessed data closer to the access port which is
located in the middle of the racetrack. To further reduce
the shift overhead, the third heuristic applies a greedy
algorithm for data allocation where the least frequently
accessed data are stored on one end of the racetrack
while the most frequently accessed data are placed on the
other end. The improved genetic algorithm starts with the
results of the three heuristics as the initial population of
data mapping (i.e., initial solutions) and applies mutation
and crossover with carefully selected mutation elements
and crossover points. Experimental results show similar
performance to that of an exhaustive search.

While genetic algorithms can take hours and days to
compute, heuristic solutions have been reported to effec-
tively minimize the number of shifts in less than a few
hundred seconds. The group-based heuristics for data
placement in RTM maintain a group of memory objects
where a new object is added to the group based on its
adjacency with previously added elements in the group
[13], [14]. The order of assignment to the group is actually
the memory offset assigned to an object. The total shifts are
minimized because highly consecutively accessed elements
are assigned adjacent positions in the group. The Chen
heuristics for data placement in RTM scratchpad finds an
ordering of the data items in an access sequence that max-
imize the likelihood that two consecutive references have
minimal shift distance between them [14]. The heuristic
models the data placement problem by an undirected

edge-weighted access graph, and it exploits the temporal
locality of data items to reduce the shift overhead through
data grouping. However, the aforementioned heuristics do
not effectively reduce the number of end-to-end shifts that
are required to move the DW from one end of the track to
the other. The heuristic presented in [15] introduces 2-D
grouping which further reduces the end-to-end shifts in
long racetracks.

The work in [138] investigates the layouts of high-
dimensional data structures such as tensors in RTM-based
SPMs. For the tensor contraction operation, an optimized
data layout reduces the number of shifts by 50% compared
to a naïve layout. This improves the performance and
energy consumption of the RTM-based SPM by 24% and
74%, respectively, compared to an iso-capacity SRAM. The
work in [99] explores RTM as an instruction memory and
proposes layouts that best suit the sequential reads/writes
of RTM and that of the instruction stream.

C. Improving RTM Reliability

There exists no mechanism in RTM that ensures that
DWs are correctly shifted and aligned to the access ports
when a shift current is applied. The misalignment of DWs
to the access port positions are referred to as position
errors [101]–[112]. The typical position error rate in RTM
is in the range 10−4–10−5 compared to the minimum
standard 10−19 required for satisfying the required ten-
year mean time to failure (MTTF) [111].

Depending on the shift current density and homogeneity
of the racetrack, the DWs may be over- or under-shifted.
These errors are known as out-of-step/deletion and stop-
in-the-middle/insertions errors [109]–[111]. The stop-in-
the-middle position errors can be completely eliminated
by applying a sub-threshold-shift (STS). An STS consists
in applying a shift current (J) with a density less than the
critical current (J0) to the racetrack. The idea is to apply a
normal shift current followed by a subsequent STS. If the
DWs, for whatever reason, have stopped in the middle,
the STS operation enables them to reach the notch regions,
otherwise the pinned DW remains unaffected [111].

To detect a single bit out-of-step error, techniques anal-
ogous to the parity check can be adopted by employing
redundant domains and access ports. Two extra read ports,
two guard domains, and (L−1)1 extra domains are needed
to correct a single step error and detect two-step errors.
In general, 2m guard domains and 2m + 1 extra read
ports are needed to correct an m-step position error. The
position errors are corrected by applying shift current with
reverse polarity [111]. Although the position error correc-
tion scheme in [111] significantly improves the RTM MTTF,
it does not consider the possibility of position errors inside
the position error correction code (p-ECC) bits. A slightly
improved version of the previous scheme eliminates such

1
L represents the length of a data segment which is a set of domains

that are accessed via a single access port.
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errors without incurring any overhead by changing only
the mapping of p-ECC bit to the racetrack [110].

The aforementioned ECC techniques [110], [111] suf-
fer from significant area and performance overheads.
Every access is performed twice and additional ports
are introduced which causes substantial area increase.
The codes introduced in [109] completely eliminate the
area overhead arises from the additional access ports.
The required encoder and decoder consume little power
and the codes are easy to implement. By decoupling
the error detection from correction, the error correc-
tion mechanism is activated only when an error is
detected. This decoupling of error detection and cor-
rection allows for faster accesses to RTM. The adopted
Varshamov–Tenengolts (VT) codes in combination with
blocks of delimiter bits can detect up-to two and correct
one position errors.

The two types of errors can also be modeled as dele-
tion (out-of-step) and sticky-insertion (stop-in-the-middle)
errors. Assuming that each racetrack uses more than one
access port, each domain is accessed more than once where
the additional reads are used to detect and correct the
position errors [101]–[105]. For correcting d deletions, a
single extra domain and d + 1 extra ports are required.

It is worth mentioning that the shift operation in the
latest RTM version is much more controlled and accurate
compared to earlier versions. In RTM 3.0, the DWs tilt
during motion due to the combination of DMI and SHE
[113]. This tilting gives rise to inertia of the DW within the
first nanoseconds of a shift pulse. Additionally, friction can
cause a residual tilt angle after the pulse. If a subsequent
pulse into the opposite current direction is applied, the DW
would tilt back first before moving. Hence, an asymmetric
pulse pattern would be required to avoid shifting errors.
In contrast, in RTM 4.0 the tilting in the two AF coupled
layers exactly compensates [69]. Consequently, shifting
bits comes with almost no inertia and is symmetric for the
positive and negative shift direction.

VI. O U T L O O K

To exploit the full potential of RTMs, it is important to
consider optimizations in many different directions. This
section provides an outlook on potential future studies.

A. Material Research and CMOS Integration

Ferrimagnetic systems have attracted much attention
[114] due to their low magnetization which in turn leads
to fast magnetization dynamics while they are more robust
against perturbations and exhibit efficient DW motion. In
RE-TM ferrimagnetic systems, due to the antiferromagnetic
coupling of TMs (such as Co, Ni, and Fe) with RE metals
(especially Gd and Tb), the ECT mechanism can be used to
drive DWs. To maximize the efficiency of this mechanism,
the magnetic moments of the two magnetic sublattices
need to be such that the overall magnetic layer is at angular
momentum compensation (mRE/γRE = mTM/γTM) at the
RTM operating temperature. Usually, REs do not exhibit a

ferromagnetically ordered state at room temperature but
the close interaction with TMs can induce ferromagnetism
also at 300 K [115]. Consequently, the use of alloys might
be favorable over multilayer structures because the mag-
netic moments are more intermixed in the former. The
thermal stability in these systems remains to be proven for
technological applications.

In epitaxial RTMs, well-defined crystalline interfaces in
oxides provide a template for a broad range of function-
alities and emergent electronic and magnetic properties
[116]. CMOS compatibility of the ferrimagnetic iron gar-
nets would require strict specifications on their growth and
integration as aforementioned. On the other hand, thermo-
dynamically stable CTLs provide compatibility of Heusler
integration with CMOS technologies. Heusler materials are
a large family of materials with a wide range of properties
that can display low damping and high spin polarization at
room temperature and have tunable properties that can be
simply varied by changing the Heusler alloy composition.
They can exhibit large values of PMA, as shown in their
tetragonally distorted forms [117]. Although, the higher
resistivities in Heuslers like the Mn3Z, Z = Ge, Sn, Sb (com-
pared to conventional ferro/ferrimagnetic RTMs) could be
a limiting factor for RTM design.

There exist many challenges in the fabrication of 3-D
vertical racetracks. Therefore, to ensure the adoption of a
3-D vertical racetrack into commercial products, research
into multilayer materials is required that are compatible
with silicon and 3-D stacking. However, the 2-D design can
already provide many advantages compared to other exist-
ing technologies, as discussed in Section IV. In addition to
those presented here, another interesting field of applica-
tion is neuromorphic computing. By using an MTJ which
provides readout over the entire racetrack, a multilevel
memristor can be realized [118]. In such a design, a DW
can be moved to one of several intermediate positions
inside the track. As the TMR depends on the relative
orientation between the two magnetic layers, the output
resistance depends on the position of the DW, which
can potentially serve as a magnetic synapse in a neural
network, allowing a gradual adjustment of the synaptic
weight [119]–[121]. A proof of concept has already been
provided [122], [123].

Emerging proposals also suggest the use of skyrmions
instead of DWs in an RTM [124], [125]. Skyrmions can
be viewed as point-like perturbations in a region of uni-
form magnetization that exist within a swirl of rotating
spins [126]. The direction of rotation has a chirality that is
defined by the DMI in the magnetic system. In comparison
to DWs, it is expected that skyrmions do not interact with
the edges of the wire and are therefore immune to any
pinning arising from the edge roughness of the track.
The injection and motion of skyrmions have already been
demonstrated at room temperature [127], [128]. How-
ever, the lateral drift in their motion due to the skyrmion
Hall effect and their instability warrants further work in
solving these challenges [127], [129].
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B. Reducing Threshold Current Density

The inception of RTM research into the materials and
physical mechanisms of DW motion has led to a significant
reduction in the threshold current density to move DWs.
On the one hand, this has been made possible through
the discovery of new physical mechanisms that have led
to new generations of efficient torques to drive the DW at
a higher velocity for the same current density. On the other
hand, optimization of the material parameters such as
Gilbert damping, gyromagnetic ratio, anisotropy, spin Hall
angle, magnetization or the exchange coupling constant of
RTM systems remains a promising route in this direction.
Finally, improving the quality of the device by reducing
edge roughness and crystal defects should give rise to
lower threshold current densities. For that, new methods
of growing underlayers have to be developed.

The latest research on Heusler structures and ferrimag-
netic systems has paved the way for materials with low
threshold current densities. One main driving factor in the
systems studied to date is the relatively low magnetization
at room temperature which decreases the pinning barrier.
Depending on the model, a quadratic scaling of the thresh-
old current density with the magnetization is predicted
[55]. However, engineering toward lower magnetization
materials has to be treated with caution because a lower
magnetization also causes a decrease in the thermal sta-
bility and consequently the retention period of the device.
Instead, finding new spin Hall materials that have a signif-
icantly larger spin Hall angle can allow for higher torques
while retaining thermal stability. For example, tungsten in
the β-phase exhibits a spin Hall angle of almost 50% which
is about three times larger than the spin Hall angle of
Pt [130].

Beyond heavy metals and their alloys, recently it has
been reported that topological insulators [131]–[134]
and layered van der Waals TM dichalcogenides [135],
[136] give rise to much more efficient SOTs than those
observed to date using conventional heavy metals, thereby
allowing for the possibility of more efficient magnetiza-
tion control by electrical currents. Such exotic materials
have been reported to exhibit charge to spin current
conversions that are an order of magnitude larger than
conventional metals. Whether such materials can be read-
ily integrated needs to be further studied along with
the experimental demonstration of DW motion from
incorporated magnetic layers.

C. Device- and Circuit-Level Investigations

For an earlier version of RTMs, some design space
exploration has been carried out at the device level to
analyze the impact of various parameters (e.g., nanowire
length and resistivity, number and spacing of bits, dis-
tance between nanowires, and influence of stray magnetic
fields) on different performance metrics (e.g., shift current,
energy, area, and speed). However, there is a need to carry
out a comprehensive device level investigation for RTM

4.0 that will facilitate the designer to meet the system-level
optimization goals and design requirements. Similarly,
circuit-level optimizations need to rethought by consider-
ing the physics of RTM 4.0. This is required to analyze the
influence of various circuit level parameters (e.g., cell, sub-
array, port, bitline, and wordline layouts) and peripheral
circuitry (row/column decoder, sense amplifiers, and write
drivers) on overall latency, area, and energy consumption.
Finally, existing position-error correction schemes appear
(see Section V-C) to be effective but energy consuming.
Therefore, exploring new materials such as multiferroic
heterostructures [137] could help in improving the relia-
bility of RTMs with lesser energy consumption.

D. HW/SW Codesign

To efficiently exploit the inherent potential of RTM via
HW-SW codesign it is necessary to build bridges between:
1) RTM storage; 2) shift-aware memory controller; 3)
runtime system (to facilitate data allocation and mapping);
and 4) SW layers (i.e., how to abstract RTM characteristics
to the application programmer). To realize an effective
RTM architecture, it is necessary to explore techniques that
exploit the interesting tradeoff between speed and density
that can be guided by application, compiler, AND/OR opera-
tion system layers. Therefore, the HW–SW codesign is very
important for RTM design in order to achieve simultaneous
performance and energy efficiency.

In the past, many techniques have been proposed to
reduce the shift cost of DW stripe-shaped RTM [45],
[79]–[83]. However, there is a lack of the architec-
tural investigation of the skyrmion, ring-shaped, and
Y-shaped RTM. Therefore, it is necessary to devise
efficient topology-aware (DW- or skyrmion-based) and
structure-aware (stripe-shaped, ring-shaped, or Y-shaped)
techniques to leverage its true potential. For instance,
different RTM topologies and structures differ in their error
patterns which need to be analyzed at the architectural
level. Similarly, at the compiler level, the memory access
patterns of applications can be reordered from higher
compiler abstractions, e.g., from a polyhedral model or by
additional semantic information from domain-specific lan-
guages [138]. There is a need to investigate a run-
time system that is flexible to adapt to various flavors
of the racetrack (single DW versus multiple DWs; hori-
zontal versus vertical racetrack) memories and different
application characteristics (latency versus bandwidth-
sensitive applications).

E. Tools for Design Space Exploration

A detailed RTM design space exploration to carry out
aforementioned optimizations (see Sections VI-C and VI-D)
requires the availability of accurate open-source device-
circuit-architecture codesign simulation tools [17] which
allow system architects to analyze the limiting parameters
and issues of RTM-based memory. Accurate open-source
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simulation tools will allow one to analyze the impact of
RTM in terms of its functionality, performance, energy,
and reliability characteristics before its integration into
product systems.

F. RTM as Solid State Drives (SSDs) Replacement

RTM is a promising alternative to existing traditional
and emerging memory technologies. Recent research
demonstrates that RTM outperforms other technologies at
lower levels in the memory hierarchy. However, its poten-
tial at the disk level is relatively less explored. Considering
its high density, it is extremely important to also study RTM
as a possible replacement for SSDs.

At present, SDD-based NAND flash technology is the
most prominent alternative to conventional HDDs. After
NAND flash was conceived in the latter half of the 1980s
[139], it has undergone fundamental breakthroughs in
the last two decades. From single bit per cell (b/cell)
(SLC) to 2 b/cell (MLC), 3 b/cell (TLC), and now 4 b/cell
(QLC), the technology has maintained its scaling pace.
The feature size has been reduced from ∼100 nm down
to ∼1 nm and the gross bit storage density (GBSD) has
increased by a factor of 2×every two years [1]. However,
further reduction in its feature size will lead to processing
and reliability challenges. Therefore, research efforts since
2015 have mainly turned to vertical stacking of the planar
NAND flash arrays. This 3-D architecture, it is forecast, will
drive the growth rate of the technology with the same pace
through the next decade [1], [140].

Despite the technological advances, NAND flash mem-
ory cannot fulfill the multifaceted requirements of the
next-generation data-intensive applications demanding
expanded capacity, improved reliability, and lower laten-
cies [141]. As per data published by technology manu-
facturers at the IEEE ISSCC, the read latency of NAND

flash is of the order of tens of microseconds [149]–[155].
A nontrivial increase in the NAND flash latency is observed
when going from SLC all the way to QLC technolo-
gies. As a result, random accesses to individual cells are
extremely costly, thus necessitating sequential accesses to
large chunks of data (pages) which typically are in the
range of kilobyte sizes (8 and 16 kB in the latest technolo-
gies). By contrast, RTM is byte addressable and the read
latency of RTM lies in the range of a few nanoseconds to a
few hundreds of nanoseconds.

Similarly, the program time of the NAND flash ranges
from a few hundred microseconds (in SLC technology) to
a few milliseconds (in QLC technologies). The erase opera-
tion is performed at the block granularity with typical block
sizes of 4 MB. The erase time lies in the millisecond range.
In contrast to extreme nonsymmetrical flash technology,
RTM does not exhibit significant variation in read/write
latencies. In addition, reliability is still the biggest concern
in the NAND flash technology. The array endurance in
state-of-the-art flash technologies is still in the range of a
few program/erase cycles [1]. In contrast, the endurance

of RTM technology is equivalent to that of SRAMs and
DRAMs.

As mentioned in Section IV-D, the 3-D vertical racetrack
technology is a promising candidate to replace SSDs. How-
ever, the efficiency of such RTM disk replacement critically
depends on its architecture. Such an architecture may
hierarchically decompose the data into sector, pages, word,
and bytes which can be synchronously read or written.
An RTM controller needs to manage different operations
that include read, write, and in particular shift opera-
tions. Other responsibilities of the RTM controller may
include mapping of logical (sector, page, word, byte, etc.)
data to the physical (Bank, DBC, racetrack, port, domain,
etc.) RTM organization. RTMs allow for an interesting
tradeoff between latency and density since the number
of DWs in a racetrack can be dynamically varied from
1 (for minimum latency at the cost of density) to maxi-
mum (for maximum capacity at the cost of latency). The
performance-critical frequently accessed address transla-
tion table may be stored in a latency-optimized racetrack
with less DWs per racetrack, whereas the data may be
stored in capacity-optimized racetrack with more DWs per
racetrack. The RTM disk controller may also get useful
information via compiler or operating system hints for
hot/cold data migration between latency and capacity
optimized racetracks.

VII. C O N C L U S I O N

The discoveries of novel current-induced DW motion
mechanisms using chiral spintronic phenomena within the
last decade have paved the way for bringing RTM to
the cusp of application. These developments in spintron-
ics have enabled an order of magnitude improvement
in the efficiency with which RTM magnetic bits can be
moved. In particular, a recent work on SAFs has real-
ized significantly lower threshold current densities with
much higher DW mobilities. Reducing the threshold cur-
rent further remains an important goal that could be
solved, for example, with new materials that give rise to
large spin Hall effects, atomic engineering to optimize the
fundamental properties of the magnetic layer or entirely
new mechanisms.

From the architectural perspective, the development of
circuit and architecture level simulators have enabled and
expedited RTM research and its exploration at different
levels in the memory stack. The intrinsic shift operations in
RTM appear to be the biggest challenge and performance
bottleneck. However, HW/SW techniques can be employed
to minimize the number of shifts or at least mitigate
their impact on the overall system’s performance. Recent
research has demonstrated that RTM, with a carefully
designed memory controller for efficient handling of the
RTM shifts, can be as fast as SRAM and DRAM while being
highly energy efficient. It has been shown that the memory
access patterns in various applications can be reordered
from higher programming abstractions to minimize the
number of RTM shifts.
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The many advances in experimental physics and com-
puter architectures highlight the very positive prospects
of RTM for imminent technological applications. Key chal-
lenges include the reduction of power consumption and
device testing on the nanometer scale with the devel-
opment of racetracks that might include artificial pin-
ning sites to allow for thermally stable and robust DW
bits as well as for reliable shifting of trains of closely
spaced DW bits. Realizing a 3-D design of RTM is a

major technological challenge. However, 2-D RTMs
augur a major step forward in memory-storage tech-
nology, either as a single layer 2-D RTM or as mul-
tiple horizontal racetracks stacked one on top of each
other. RTM has applications that range from an ultra-
fast single DW racetrack that could replace SRAM
to ultradense multi-DW, single or multilayer horizon-
tal racetracks that have the potential to replace DRAM
and V-NAND.
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