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■ Abstract In the short time since its introduction, magnetic resonance imaging
(MRI) has rapidly evolved to become an indispensable tool for clinical diagnosis and
biomedical research. Recently, this methodology has been successfully used for the ac-
quisition of functional, physiological, and biochemical information in intact systems,
particularly in the human body. The ability to map areas of altered neuronal activity in
the brain, often referred to as functional magnetic resonance imaging (fMRI), is proba-
bly one of the most significant recent achievements that rely on this methodology. This
development has permitted the examination of functional specialization in human and
animal brains with unprecedented spatial resolution, as demonstrated by mapping at
the level of orientation and ocular dominance columns in the visual cortex. These func-
tional imaging studies are complemented by the ability to study neurochemistry using
magnetic resonance spectroscopy, allowing the determination of metabolic processes
that support neurotransmission and neurotransmission rates themselves.
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INTRODUCTION

Methods for imaging regions of the brain that have altered neuronal activity, by

using nuclear spins of tissue water, were first introduced in 1992 (1–3). This rather

unusual development is one of the most recent in a long list of major accomplish-

ments in the relatively short history of nuclear magnetic resonance (NMR). Since

its introduction >50 years ago (4–6), NMR has rapidly evolved to become an

indispensable tool in chemical and biochemical research because it can be used to

obtain discrete resonances that are sensitive to the chemical environment. In 1973,

the methods to obtain images with magnetic resonance (MR) were introduced (7),

leading to the development of magnetic resonance imaging (MRI), which is now

solidly established as a research tool and as a noninvasive diagnostic technique in

the practice of medicine. A significant portion of research efforts in MRI is focused

on the noninvasive acquisition of physiological and biochemical information. The

procedure to map brain function, often referred to as functional magnetic resonance

imaging (fMRI), is part of this general effort. This development has permitted the

examination of functional specialization in the human brain with unprecedented

spatial resolution, and it has revolutionized cognitive neurosciences.

The first supporting evidence for the existence of specialization of human brain

function was presented by Pierre Paul Broca in the mid-nineteenth century (8).

Broca examined a patient who was unable to speak as a result of a stroke but

who was otherwise normal. After the patient’s death, Broca performed an autopsy

and concluded that the seat of the damage was an egg-sized lesion located in

the inferior frontal gyrus of the frontal lobe in the left hemisphere and that this

region had a unique function in language. This type of functional information

can now be acquired much more rapidly and with much greater spatial accuracy

by using nuclear spins and MR, which have fueled explosive developments in

our investigation of human brain functions. Such neuroscience applications are

already too numerous and diverse to include all of them in this review. Instead,

we focus on summarizing recent accomplishments and developments that repre-

sent the frontier of MR methodology in studies of cerebral function. For example,

functional specialization is known to be prevalent at the millimeter to submillime-

ter scale, a scale of paramount importance in neurosciences because it is closely

linked to mechanistic questions regarding information processing. However, un-

til very recently, this scale was not accessible by fMRI. In a recent study, we

have demonstrated that such submillimeter neuronal organization in the cat visual

cortex can be mapped using ultra-high magnetic fields and fMRI (9). Figure 1

(see color insert) illustrates the “pinwheel-like” distribution map of neurons that



?Figure 1 Orientation columns in the cat cortex imaged by early negative blood oxygen level-

dependent (BOLD) functional magnetic resonance imaging (fMRI). Shown are composite-angle

map and orientation “pinwheels” generated with “negative” BOLD-fMR1 signals during stimu-

lation with moving gratings in different orientations. (A) Composite-angle map obtained through

pixel-by-pixel vector addition of the four single iso-orientation maps. The resulting orientation

preference at each cortical location is color-coded based on the color key displayed to the left of

panel A. Tangentially to the cortical surface, the preferred orientations change smoothly, thereby

forming a “map” of orientation selectivity. This continuity is interrupted at the “orientation pin-

wheels,” where the cortical columns for different orientations are arranged in a circular manner,

thereby forming two types of topological singularities based on their rotational chiralities. White

and black circles, clockwise and counterclockwise pinwheels, respectively. Scale bar, 1 mm. (B

and C ) Enlargement of two such pinwheels. Circular arrows, The respective directions of change

in orientation: A, anterior; P, posterior; M, medial; L, lateral. Scale bars, 200 µm. Reproduced

from Reference 9, with permission of the publisher.
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respond to moving stripes of different orientations, that is, orientation columns or

domains. These fMRI maps are identical to those obtained with optical-imaging

methods and are discussed in greater detail below. Of course, optical imaging

with this spatial resolution is invasive and requires that a section of the skull be

removed and the brain exposed. As such, it cannot be used for intact animals and

humans.

Understanding how high-resolution maps, such as the one illustrated in Figure

1 (see color insert), can be obtained by fMRI is a crucial question that is still

under investigation because fMRI methods do not directly detect electrical activity;

rather, they rely on secondary and tertiary metabolic and hemodynamic events that

accompany neuronal activity. Numerous issues about these secondary and tertiary

processes and how they affect MR signals remain less than fully understood. In this

review, we outline some of these issues that are relevant to future accomplishments

in MR studies of the brain.

FUNCTIONAL MAGNETIC RESONANCE IMAGING
TECHNIQUE

The most frequently used fMRI method is based on blood oxygen level–dependent

(BOLD) contrast, which was first described by Ogawa et al (10–12) in rodent brain

studies and was subsequently applied to generate functional images in the human

brain (1–3). BOLD contrast originates from the intravoxel magnetic field inhomo-

geneity induced by paramagnetic deoxyhemoglobin (deoxyHb) that is sequestered

in erythrocytes, which are, in turn, compartmentalized within the blood vessels.

Magnetic susceptibility differences between the deoxyHb-containing compart-

ments and the surrounding space, which is devoid of this strongly paramagnetic

molecule, generate magnetic field gradients across and near the boundaries of these

compartments. Therefore, signal intensities in MR images that have been sensi-

tized to BOLD contrast are altered if the regional deoxyHb content is perturbed.

This perturbation occurs in the brain because of spatially specific metabolic and

hemodynamic responses to enhanced neuronal activity; it has been suggested that

cerebral blood flow (CBF) increases while oxygen consumption rate (CMRO2) in

the same area is not elevated commensurably (13–15), resulting in a decreased

extraction fraction and lower deoxyHb content per unit volume of brain tissue.

Consequently, signal intensity in BOLD-contrast–sensitive images increases in

regions of the brain that are engaged by a “task,” compared with regions in a

resting, basal state.

BOLD contrast relies on the interplay between CBF and CMRO2, as well as

cerebral blood volume (CBV). As such, it represents a complex response controlled

by several parameters (16–22). MRI techniques, however, can also generate im-

ages that are based on measurements of CBF changes, coupled to neuronal activity

(2, 23–27). These CBF techniques rely on tagging the blood spins differentially

within and outside a well-defined volume. For example, in the flow-sensitive
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alternating inversion recovery technique (24–26), frequency-selective inversion

pulses are used to invert the longitudinal magnetization within a “slab” along one

direction (typically axial); in the absence of blood flow, the spins relax back to

thermal equilibrium only by spin-lattice relaxation mechanisms that are character-

ized with the time constant T1. If flow is present, however, the relaxation becomes

effectively faster as unperturbed spins outside the inverted slab flow in and replen-

ish the net magnetization within the slab. Consequently, the effective spin-lattice

relaxation in flow-sensitive alternating inversion recovery, as well as other, similar

flow-sensitive techniques (20, 28–31), becomes characterized by a shorter time

constant, T ∗
1 , which is related to blood flow. It also follows naturally that if the

inversion pulse in flow-sensitive alternating inversion recovery does not define a

slab but inverts everything in the whole body (i.e. it is nonselective), blood flow

does not enter into the problem at all. Thus, in the flow-sensitive alternating in-

version recovery technique, two images are acquired consecutively, each after a

fixed delay period following the inversion pulse; in one image, the inversion pulse

is slab selective and in the other it is nonselective. The difference image generated

from this pair is a flow-sensitive image.

In this review, we focus primarily on the BOLD-contrast–based fMRI. Al-

though CBF-based techniques are less complex mechanistically and can provide

quantitative information, they are not commonly used for neuroscience applica-

tions because of their inferior contrast-to-noise ratio and inferior speed in volume

coverage. Thus, fMRI based on BOLD contrast remains the most commonly and

extensively used methodology.

BLOOD OXYGEN LEVEL–DEPENDENT MECHANISM
AND THE ROLE OF BLOOD VESSELS

Extravascular Blood Oxygen Level–Dependent Effects

If one considers an infinite cylinder as an approximation for a blood vessel with

magnetic susceptibility difference 1χ , then the magnetic field, expressed in angu-

lar frequency, at any point in space, will be perturbed from the applied magnetic

field ωo (32), where angular frequency ω = γ B, B is the magnetic field, and γ

is the gyromagnetic ratio 2.6751965 × 104 rad s−1 G−1 for protons in a spherical

water sample. The angular frequency ωO corresponding to the applied magnetic

field would be γ BO. The perturbation is different inside and outside the cylinder

and is given by the following equations:

1ωin
B = 2π1χO(1 − Y )ωO[cos2(θ) − 1/3] (1)

1ωout
B = 2π1χO(1 − Y )ωO(rb/r)2 sin2(θ) cos(2φ) (2)

In these equations, 1χO is the maximum susceptibility difference expected in

the presence of fully deoxygenated blood, Y is the fraction of oxygenated blood
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present, rb designates the cylinder radius, and r is the distance from the point of

interest to the center of the cylinder in the plane that is normal to the cylinder. The

angles and the relevant distances are depicted in Figure 2. Note that, outside the

cylinder, the magnetic field changes rapidly over a distance comparable with two-

or threefold the cylinder radius; at a distance equal to the diameter of the cylinder

from the cylinder center, 1ωout
B is already down to 25% of its value at the cylinder

boundary.

We first ignore the blood in the intravascular space (i.e. inside the cylinder) and

focus on the extravascular space only. In an fMRI experiment, spins are initially

excited and the BOLD phenomenon is allowed to evolve during a delay TE, after

which the imaging data are collected. If the typical diffusion distances during the

TE are comparable with the distances spanned by the magnetic field gradients,

then, during this delay, the magnetic field inhomogeneities will be dynamically

time-averaged. Typical TE values used in fMRI experiments depend on the field

strength (33) and the specifics of the pulse sequence but in general range from

∼30 to ∼100 ms. [For optimum contrast, TE must equal T2 or T ∗
2 in a spin-echo

or gradient-recalled echo experiment, respectively (33). T ∗
2 and, to a much lesser

extent, T2 in brain tissue vary with the magnetic field strength.] Thus, blood vessel

size compared with the diffusion distances in this ∼30- to 100-ms time domain

Figure 2 Diagram of a cylinder representing a blood vessel and the parameters that de-

termine magnetic field at points outside the cylinder, when the susceptibilities inside and

outside the cylinder are not the same.
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becomes a critical parameter in the BOLD effect (Figure 3). In this time scale,

the diffusion distances are such that water molecules dynamically average the

magnetic field gradients generated by small blood vessels, for example capillaries,

that contain deoxyHb (16, 18, 34). This dynamic averaging results in signal decay

that is characterized by a change in T2. Thus, the signal loss from the dynamic

averaging is irrecoverable in a spin-echo experiment with a single refocusing pulse

in the middle of the TE delay period. Of course, applying many refocusing pulses as

in a Carr-Purcell pulse train or applying a large B1 field (relative to the magnitude

of the magnetic field inhomogeneity) for spin locking during this delay reduces or

even eliminates this signal loss caused by dynamic averaging. For BOLD contrast,

the exchange that ultimately takes place between intra- and extravascular water

across capillary walls can be ignored. The typical lifetime of the water in capillaries

exceeds 500 ms (35–37), which is significantly longer than the typical T2 and T ∗
2

values in the brain tissue and of the TE used in fMRI studies.

For larger blood vessels, complete dynamic averaging is not possible (Figure 3).

Instead, there is partial averaging over a subsection of the volume that is spanned

Figure 3 Dynamic- and static-averaging regimens based on diffusion distances compared with

the size of the compartment that differs in magnetic susceptibility from the surrounding tissue.

The magnetic field gradients are most prominent in the vicinity of the compartments with different

susceptibilities, that is, red blood cells, capillaries, and large blood vessels. For the large blood

vessels, diffusion distances are not large compared with vessel radius and hence do not lead to

complete dynamic averaging.



?
BRAIN MRI STUDIES 639

by the magnetic field gradients. A water molecule at a given point in space relative

to the blood vessel will experience a “locally” time-averaged ωout
B , which will vary

with proximity to the large blood vessel. The signal for the entire voxel is the

vector sum of these locally averaged magnetization vectors. This sum diminishes

in intensity with time as the different local vectors precess at different frequencies

and then dephase. This signal loss is called “static averaging” and is reversible

after the application of a refocusing radiofrequency pulse. In this domain, if the

variation ωout
B over the voxel is relatively large, signal decay can be approximated

with a single exponential time constant T ∗
2 . This time constant differs from T2,

which describes irreversible loss of signal intensity under transformation from a

refocusing pulse.

Based on the principles discussed above, calculations have shown that the net

contribution to transverse relaxation parameters in extravascular BOLD contrast

are given by

1/T ∗
2 = α(1χOωO)(1 − Y )bvℓ (large vessels) (3)

and

1/T ∗
2 = 1/T2 = η(1χOωO)2(1 − Y )2bvs p (small vessels) (4)

where α and η are constants, ωO is the external magnetic field in frequency units

(rad/s) [i.e. ωO = γ BO], (1χOωO)(1 − Y ) is the frequency shift caused by the

susceptibility difference between the interior and exterior of the cylinder simulating

the deoxyHb-containing blood vessel, bvℓ is the blood volume for large blood

vessels (veins and venuoles with a radius >5 µm for 4 T), bvs is the small-vessel

blood volume, and p is the fraction of active small vessels [i.e. filled with deoxyHb-

containing erythrocytes (16)]. bvℓ and bvs refer only to components of the CBV that

are relevant to the BOLD effect, in other words, to blood volume in which deoxyHb

is present. This means capillaries and small postcapillary venuoles (<5 µm in

radius, depending on the field strength) for bvs, and larger venuoles and veins

for bvℓ. Volume changes in arterial vessels with little or no deoxyHb content will

not affect BOLD contrast. Therefore, caution must be exercised when interpreting

results of studies, such as those based on contrast agents (38), that do not distinguish

between arterial, capillary, and venous blood volumes. Recent studies, in fact,

suggest that blood volume changes are predominantly arterial (39), hence that

these changes do not play a significant role in BOLD fMRI.

Intravascular Effect (Blood Contribution to Blood Oxygen
Level–Dependent Contrast)

In the blood, hemoglobin is also compartmentalized within erythrocytes. Thus,

when the deoxy form is present, there are field gradients around the red cells. How-

ever, because the dimensions are very small compared with diffusion distances,

the magnetic field inhomogeneities are dynamically averaged. The dynamic aver-

aging in this case also involves exchange across the erythrocyte membrane, which
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is highly permeable to water. Thus, in the presence of deoxyHb-containing ery-

throcytes, the T2 of blood decreases (40, 41). Therefore, even when we neglect the

extravascular effect described above, the T2 of blood itself changes when the de-

oxyHb content is altered by elevated neuronal activity, leading to a signal change in

a T2- or T ∗
2 -weighted image. This effect is present wherever the deoxyHb content

has changed, which potentially includes both large and small blood vessels.

As indicated by Equations 3 and 4, a CBV increase in vessels that contain

deoxyHb results in signal loss in the extravascular BOLD effect. If we focus on

the intravascular contribution, however, the consequence of CBV increase can

be more complex. Essentially, the ratio of total blood volume (irrespective of

deoxyHb content) to tissue volume must be considered. This ratio increases in a

given voxel when CBV is elevated during increased neuronal activity. If the blood

T2 is longer than the tissue T2, then the CBV increase leads to a signal increase

rather than a decrease, which is always expected from the extravascular BOLD

effect. At 1.5 T, human arterial and venous blood T2 values are 254 ± 26 ms and

181 ± 23 ms, respectively (42). In comparison, cerebral tissue T2 values range

from ∼70 to 90 ms at 1.5 T (44). [These investigators measured T2 values at 1.4 T,

which will also be valid for 1.5 T, given the relatively slow variation of T2 with

magnetic field strength for water in the brain. For example, T2 of cortical gray

matter is 63 ± 6.2 ms at 4 T (43), compared with 87 ± 2 ms reported for 1.4 T

(44)]. Thus, at 1.5 T, a relative increase in CBV should lead to a signal increase in

T2- and T ∗
2 -weighted images. This is altered at high magnetic fields, because the

T2 of deoxygenated blood decreases much faster than that of gray or white matter

tissue. At 9.4 T, T2 is ∼7–8 ms for rat venous blood for Y values in the 0.7–0.8

range and ∼30 ms for arterial blood, while brain tissue T2 is ∼40 ms (45). This

has significant implications for high-field fMRI studies.

Blood contribution comes into the BOLD phenomenon in a second special way

when blood occupies a large fraction of the volume of the voxel, in other words

when there exists one or more large blood vessel(s) in the voxel. When deoxyHb is

present in the blood, the blood water dynamically averages the gradients surround-

ing the erythrocytes and behaves as if it encounters a uniform magnetic field given

by Equation 1. This behavior differs from that for the magnetic field experienced

by the rest of the voxel. In the immediate vicinity of the blood vessel, the magnetic

field varies, diminishing with increased distance from the blood vessel and reach-

ing a plateau at a constant-value away from the blood vessel. The lack of sufficient

variation in resonance frequency within the voxel most likely prevents the signal

modulation from being approximated as exponential decay. For simplicity, we can

neglect the gradients near the blood vessel and consider the voxel to be composed

of two large-bulk magnetic moments, one associated with blood and the other with

the extravascular volume. These magnetic moments precess at slightly different

frequencies, dictated by Equation 1; therefore, the signal from the voxel decreases

with time as the two moments lose phase coherence. In this scenario, the signal

can even oscillate as the phase between the two magnetic moments increases and

then decreases. We can refer to this as the type-2 blood effect in fMRI. When a

voxel contains only capillaries, the blood volume is ∼2% (46); hence, the type-2
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blood effect cannot exist for such a voxel. However, when a large blood vessel

or vessels are present in the voxel, blood volume can significantly increase and

become comparable with or even greater than the tissue volume in the voxel. If, of

course, the voxel is smaller than the blood vessel dimensions and the entire voxel

is occupied by blood, then the type-2 effect does not come into play either.

The type-2 blood effect and the extravascular BOLD effect caused by static

averaging share some similarities. Both can be refocused in a symmetric spin

echo and thus nullified. Consequently, they are not present in purely T2-weighted

BOLD-contrast images and functional images derived from them. However, the

type-2 blood effect but not the extravascular BOLD effect is eliminated if the blood

signal is nullified, either by use of gradients or because of very short T2 values

attained at high magnetic fields (discussed below). Thus, all blood effects diminish

and even disappear at high magnetic fields because the T2 of blood gets very short.

The issue of extra- versus intravascular BOLD effects has been experimentally

examined using a Stejskal & Tanner (47) “diffusion weighting” gradient pair.

These gradients null the intravascular signals because of a nonuniform flow of

blood (e.g. see 48). This effect provides the means to distinguish between intra-

and extravascular BOLD effects in functional images. Such experiments have

been performed at 1.5 and 4 T on humans. The studies at 1.5 T have concluded

that most of the BOLD-contrast–based signal increase during elevated neuronal

activity is eliminated by Stejskal-Tanner gradients, leading to the conclusion that

most of the fMRI signal at 1.5 T arises from intravascular effects (49, 50). One

can even suggest that this intravascular BOLD effect is predominantly associated

with macroscopic blood vessels because it is unlikely that the gradient pulses

used can suppress intravascular signals from microscopic blood vessels such as

capillaries and small venuoles (51). As previously discussed, the intravascular

BOLD effect in functional brain imaging can arise from the change in blood T2

or from what we described as the type-2 blood effect. The latter is refocused by

symmetric spin echoes and, therefore, can be present only in gradient-recalled

echo or asymmetric spin-echo measurements. Given the fact that symmetric spin-

echo fMRI experiments at 1.5 T yield very weak effects compared with gradient-

recalled-echo studies, the data acquired by suppressing the blood suggest that most

of the fMRI signal at 1.5 T arises from type-2 blood effects. The same conclusion

was reached in high-resolution two-dimensional and three-dimensional gradient-

recalled-echo studies of motor cortex activation (52).

At 9.4 T, the effects of the Stejskal-Tanner gradients are totally different. In a T2-

weighted fMRI study conducted in the rat brain (forepaw stimulation by symmetric

spin echo with one 180◦ pulse), the fMRI signals and images were not altered from

very small to extremely high b values3 (45). The T2-based BOLD effect can only

3The parameter b is defined as (γ Gδ)2 (1-δ/3) where γ is the gyromagnetic ratio (rad/s per

G), G is the magnetic field gradient magnitude (G/cm), δ is the duration of the gradient pulse,

and 1 is the separation in time of the onset of the two gradient pulses. In simple isotropic

diffusion, the MR signal in the presence of Stejskal-Tanner gradients decays according to

exp(-bD) where D is the diffusion constant.
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642 UĞURBIL ET AL

come either from blood, owing to a change in the blood T2, or from extravascular

effects that are associated with capillaries and comparably sized venuoles. The

gradient pair suppresses the blood, except possibly in capillaries and postcapillary

small venuoles. Therefore, one can conclude that, at this very high magnetic field,

there exists a strong and dominant BOLD effect originating from microscopic

vessels. This microvascular BOLD effect may have an intravascular component,

but this component cannot be the dominant effect, a conclusion that follows from

the fact that capillary blood volume is ∼2%, whereas the signal changes observed

in these T2-based fMRI experiments were 8%–10%. Thus, most of the effect must

arise from extravascular BOLD-contrast associated with the microscopic vessels.

This conclusion is consistent with the fact that intravascular effects are a priori not

expected to be significant at this field strength owing to the very short T2 of venous

and even arterial blood (45).

When T2-based BOLD-contrast activation studies were performed with spin

echoes and at 4-T field strength in the human visual cortex, ∼60% of the “activated”

pixels disappeared at small b values, but the remaining pixels persisted as the

gradient strength was increased to attain very large b values (53, 54). This result

suggests that, at 4 T, there are extravascular and/or intravascular BOLD effects

associated with microvasculature, but this is not the only contribution.

For a more detailed review of the above described mechanistic questions, also

see Ugurbil et al (48).

DEOXYHEMOGLOBIN SIGNALS AND THE ACTUAL SITE
OF NEURONAL ACTIVITY

In fMRI studies, there are two reasons for concern regarding spatial specificity.

First is the potential contribution from different-size blood vessels including the

large veins; this concern has been discussed in great detail above and is related

to the fMRI methodology. The second concern is physiologic in origin and arises

from the ambiguity in the spatial specificity of the physiologic and metabolic events

that ultimately yield the functional images.

Optical measurements in animal experiments have demonstrated that the onset

of task-related activation first results in signal changes, which are interpreted as

an increase in deoxyHb content (55–57). This deoxyHb increase is reversed at

∼3 s after task onset and ultimately results in a relatively large decrease in overall

deoxyHb content and the deoxyHb/oxyHb ratio. Similar biphasic behavior has

recently been reported with direct measurements of blood pO2 (58), indicating

that there occurs an early increase in CMRO2, which precedes the onset of blood

flow enhancement. If CMRO2 is elevated by the energy requirements of increased

neuronal transmission, O2 extraction and, consequently, the deoxyHb level are

also elevated, provided that the blood flow is not enhanced commensurately. In

contrast, a CBF increase alone, without any alterations in CMRO2, causes only a

decrease in deoxyHb content in the blood; if there is a difference in the response
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times of these two processes, with onset of CBF enhancement lagging behind,

the time dependence of deoxyHb content in the “activated” region is biphasic.

There could also be a microvascular volume increase that can contribute to an

early increase in the deoxyHb content of the brain (59).

Malonek & Grinvald (56) have argued that the early response (increase in de-

oxyHb) was spatially more specific and better defined the columnar structure that

was examined in the cat visual cortex in that study. In contrast, they suggest that

the CBF increase is not as specific, flooding not only the active but also inactive

columns and surpassing in spatial extent the actual area of activation by several

millimeters. These claims imply that the BOLD effect associated with the hyperox-

ygenated, high-flow phase during increased neuronal activity will also be spatially

nonspecific at the several-millimeter scale, reflecting the spatial distribution of the

CBF response.

An early negative response was first detected with MR methods in humans by

using a localized-spectroscopy approach, monitoring the signal from a relatively

large voxel (60), and subsequently performing imaging studies that involved av-

eraging of data obtained from several subjects (61). Recently, the early negative

response was successfully detected with imaging in single subjects (62–67) at 4 T

and, most recently, at 7 T (68). The presence of this initial response was also ob-

served in 4.7-T fMRI studies conducted in monkeys (69) and the cat visual cortex

(9), and the response had a very similar magnitude and time course to those of the

human data obtained at 4 and 7 T.

Figure 4 illustrates the time dependence of BOLD-contrast fMRI signal changes

and the early negative responses observed in the human visual cortex at 7 T during

and after a brief visual stimulation (68). In this study, T ∗
2 -weighted, gradient-

recalled EPI images were acquired rapidly, covering only a few slices in the visual

Figure 4 Signal intensity time course for activated areas in the primary visual cortex obtained

at 7 T. Initially the signal decreases, culminating in a valley that is the early negative response or

“dip”; subsequently, the signal increases, leading to a peak that corresponds to the positive BOLD.

TR, time of repetition.
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cortex, thus sacrificing the spatial extent of coverage and spatial resolution in

favor of time resolution. Furthermore, the brief stimuli were repeated 4–10 times,

and images were collected in synchrony with the stimulus presentation so that they

could be averaged. A signal intensity decrease below baseline was also seen toward

the end of the time course (Figure 4); this late-phase, post-stimulation decrease

has been observed before, even in the very first fMRI papers, and may reflect a

difference in the posttask temporal responses of blood volume (38) and/or a much

slower return of CMRO2 (70) to basal levels than that of blood flow.

Although the study by Hu et al (64) demonstrated, for the first time, robust

single-subject functional images generated from this early negative response, it

did not answer the question of spatial specificity raised by Malonek & Grinvald

(56), because it is difficult to achieve the necessary submillimeter spatial resolution

in human fMRI experiments while still detecting the small early negative response,

even at a 4-T magnetic field. This resolution may be accomplished at higher mag-

netic fields, which are just beginning to be used for such studies. The fact that the

early negative response was detectable by BOLD-based fMRI, however, is signif-

icant both from a mechanistic point of view and for future developments in fMRI.

SPATIAL SPECIFICITY AND HIGH-RESOLUTION
IMAGING

The issue of spatial specificity and resolution of fMRI can also be addressed by

using experiments targeted to map functionally distinct neuronal organizations

with well-defined topography. Localization is a principle that is widely used in

brain research; cytoarchitectonically distinct areas form the basis for functional

specialization (71). Such parceling of the cortical tissue into functional subunits is

especially prominent at the level of individual cortical columns, where neurons with

similar response properties, such as ocular dominance and orientation preference

in the visual cortex of mammals, are clustered into columns, spanning the entire

cortical plate from the pia to the white matter (72–74). Since the pioneering works

by Hubel & Wiesel (72), the structure, function, and plasticity of cortical columns

have been studied by a variety of techniques. Although the use of single and

multiunit electrodes provided an ideal tool for assessing the temporal properties

of cortical columns, finding a noninvasive technique that can yield comparable

fidelity, convenience, and applicability had remained an unsolved problem.

As mentioned above, it was hypothesized that the high blood flow and low

deoxyHb state after neuronal stimulation cover a cortical area that is substantially

broader than the site of the actual electrical activity (56, 75), thus imposing a

fundamental limitation to the applicability of conventional BOLD contrast for

labeling individual cortical columns. However, the development of early negative

BOLD signals in human experiments and the demonstration that analogous signals

in invasive optical-imaging studies yield columnar resolution (56) suggested that

BOLD fMRI can be used for columnar-level mapping.
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Our group used high-field magnets to obtain MR signals originating from in-

dividual orientation columns in cat visual cortex (9). The results of this study

indicated that the temporal evolution of the MR signals from the cat visual cortex

is biphasic, as in high-field human studies (64, 67; Figure 4). Stimulation of the

animal with moving gratings of different orientations induced a transient decrease

of MR signals (the early negative BOLD effect), which was followed by a larger in-

crease in MR signal intensity (the later positive BOLD effect). The spatial coupling

between neuronal activity and these two types of hemodynamic responses differed

significantly; the initial decrease of BOLD signals accurately yielded individual

iso-orientation columns in the cat primary visual cortex, whereas the later occur-

ring, positive BOLD changes were incapable of differentiating between active and

inactive columns. This result is in agreement with optical data (57), suggesting

that the stimulation of cortical neurons gives rise to a ‘biphasic’ response, of which

only the early increase of local deoxyHb has columnar specificity.

Figure 5 (see color insert) displays patterns of negative BOLD activity in re-

sponse to two orthogonal orientations (in this case, 45◦ and 135◦ were used).

Analogous to two-deoxyglucose (76) and optical imaging (57, 77, 78), regions of

high activity (i.e. large negative signals) are displayed as dark pixels. It is evident

from Figure 5a and b that the iso-orientation columns for orthogonal orientations

occupy cortical territories that are complementary. This can be seen more easily in

Figure 5a, where the positions of iso-orientation columns for 135◦ (as displayed

in Figure 5b) are marked with red arrowheads.

Figure 5c and d represent the signal time courses obtained from 45◦ and 135◦

orientation columns, respectively. Stimulation of the animal with 45◦ gratings

(Figure 5c) resulted in a transient decrease of MR signals in pixels that represent

45◦ columns, whereas no such decrease was observed in 135◦ columns. Switching

the stimulus orientation to 135◦ (Figure 5d ) caused a reversal of the active areas;

this time, the 135◦ columns produced negative signal changes, whereas the signals

from the 45◦ columns remained within the range of background fluctuation. The

positive signal changes, on the other hand, did not discriminate between 45◦ and

135◦ columns, because they yielded largely overlapping time courses for both

stimulus conditions (Figure 5c and d ).

A characteristic and invariant feature of the mammalian orientation system is the

existence of “topological singularities” (77–79) that were observed in a variety of

mammalian species by using both multielectrode (79) and optical-imaging (77, 78,

80–82) techniques. To give rise to such orientation pinwheels, the individual iso-

orientation columns must be spatially arranged in a highly specific manner that

would be extremely difficult to mimic if the underlying columns were not genuine.

Figure 1 (see color insert) displays a “composite-angle” map that was obtained

through the vector summation of the four individual iso-orientation maps (for

0◦, 45◦, 90◦, and 135◦) formed from the initial negative BOLD signal changes.

In this composite map, the colors (i.e. preferred orientations) change smoothly,

forming a map of orientation selectivity, closely resembling those maps obtained

by optical-imaging (77, 78, 80–82) and multielectrode-recording (79) techniques.



?Figure 5 Representation of orthogonal orientations in negative BOLD maps. (a and b) Functional

maps based on negative signal changes obtained during the stimulation of the animal with 45◦

and 135◦ orientation, respectively. High negative signals are represented by dark pixels (see text).

The domains of high activity in the 135◦ map (b) are indicated by red arrows on the 45◦ map (a).

Panels (c) and (d ) display time course associated with regions identified as activated for 45◦ (blue

trace) and 135◦ (red trace) orientations during presentation of 45◦ and 135◦ orientation gratings.

(Reproduced from Reference 9 by permission of the publisher.)
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The continuity of orientation preferences is interrupted only at the singular points

where the domains for all orientations converge. Each orientation is represented

only once around such a pinwheel, forming two types of topological singulari-

ties based on their rotational chiralities. Figure 1b and c display enlarged pictures

of such clockwise and counterclockwise pinwheels, respectively. In our study, a

pinwheel density of 1.46 ± 0.17 pinwheels/mm2 (n = 4) was found, whereas

optical-imaging studies yielded average pinwheel densities between ∼1.2 and

1.95 pinwheels/mm2 (77, 78, 80). The ratio between clockwise and counterclock-

wise pinwheels was ∼1:1 in both fMRI (1:0.89, n = 4) and optical-imaging data

[1:0.9 (80)].

MAPPING OF HUMAN OCULAR DOMINANCE
COLUMNS

Left- or right-eye inputs into primary visual cortex V1 are segregated into a sys-

tem of roughly parallel alternating stripes known as ocular-dominance columns

(ODCs), which are ∼0.8–1 mm on a side and 5–10 mm long (83, 84). In nonhuman

primates and other vertebrates (e.g. cats), the organization of these columns has

been studied by histological stains, autoradiography, and microelectrode record-

ings (e.g. 85–87) and by optical imaging of intrinsic signals (55, 56, 88–90). In

humans, the ODCs have been demonstrated post-mortem in striate cortex by his-

tochemical staining for cytochrome oxidase (83, 84) and recently by fMRI.

The above-described orientation column studies in the cat cortex suggest that

the early negative BOLD signals are highly specific to the active column whereas

the subsequent positive BOLD signals appear in both active and inactive columns.

However, it is currently difficult to perform such high-resolution studies with early

negative BOLD-contrast techniques in humans. (Sensitivity for a unit volume of

voxel size is greater in small-animal studies than in human studies in MRI because

small surface coils can be used in the former case. Thus, it is much easier to achieve

the necessary resolution to map structures of similar dimensions in small animals

than in humans.) In principle, the much larger positive BOLD effect can also be

used for columnar-level imaging by using differential mapping. In particular, the

optical data demonstrate that, although the CBF response may not be specific at

the ODC level (56), a deoxyHb difference across the active and inactive columns

is generated, presumably because of the enhanced CMRO2 in the active but not in

the inactive column (Figure 6).

For human fMRI studies with clinically available hardware, ∼3-mm in-plane

resolution and ∼5-mm slices are typical because of the limited signal-to-noise

ratio (SNR) data that are available without extensive data averaging. However,

with enhanced SNR data provided by higher magnetic fields (91), it has been pos-

sible to demonstrate adjacent image pixels in human V1 that respond primarily

to left- or right-eye photic input (92–94). Figure 7A (see color insert) demon-

strates a magnified picture of a cortical ribbon along a sulcus in the primary visual



?Figure 7 Detection of human ocular-dominance columns (ODCs) during alternating monocular

stimulation at 4 T. Image (A) Study obtained on a plane parallel to the calcarine fissure that

intersects the ODCs perpendicularly to their long axis. In this view, the ODCs should appear

approximately as squares of 1 mm × 1 mm cross section, separated by ∼1 mm. We see a curving

sulcus lined by the ODCs (from 92). (B) Sagittal plane adjacent to the interhemispheric fissure,

from a more recent study at 4 T by Menon and colleagues (94) so that the ODCs are visualized as

they appear on the cortical surface. The blue and red colors illustrate the columns associated with

the two different eyes.
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Figure 6 Deoxy- and oxyhemoglobin responses as a function of time during a brief period of

visual stimulation in active and inactive columns in the cat visual cortex. The figure summarizes

findings by Malonek & Grinvald (56).

cortex. The image plane is along the calcarine fissure so that columns should ap-

pear as ∼1 mm × 1 mm rectangles separated by ∼1 mm in the cortical gray

matter.

The paradigm in this study was to use first a binocular stimulation and then

alternating left-right monocular stimulation. The data were, however, analyzed

by looking for statistically significant differences in pixel intensities for only the

monocular-stimulation period, ignoring the binocular stimulation completely. The

pixels identified as “activated” during either the left- or right-eye monocular stim-

ulation also showed activation for the binocular period (92, 95), as they should if

they indeed represent ODCs as opposed to random statistical correlations. Figure

7B (see color insert) demonstrates ODCs in the human brain from a more recent

study at 4 T by Menon and colleagues (93, 94). These images are obtained in the

sagittal plane adjacent to the interhemispheric fissure so that the ODCs are visual-

ized as they appear on the cortical surface in this region of the visual cortex. The

blue and red colors in Figure 7B illustrate the columns associated with the two

different eyes. The columns are now seen not in cross section but along their long

axis.
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Although the current state of detecting signals from the human ocular-domi-

nance columns represents a major advance, numerous questions remain about these

images. Ideally the approaches for mapping the cat orientation columns must be

used. This may be possible in the near future with the introduction of ultra-high-

field magnets that are capable of human studies.

TIME-RESOLVED FUNCTIONAL MAGNETIC
RESONANCE IMAGING

fMRI is actually a real-time measurement. Single-slice fMRI images can be ac-

quired in tens of milliseconds, which is adequate to monitor neuronal responses.

Unfortunately, the temporal response of fMRI signals is dictated by the response

of the vascular system, which is characterized by a time constant of seconds (e.g.

64, 96–101). Because of this limitation and because of sensitivity demands, most

fMRI experiments rely on a “block” design that averages many repeated execu-

tions of the same task. This approach has significant limitations, especially in

cognitive sciences. However, there exist numerous tasks and processes that nec-

essarily engage the human brain for prolonged periods. In this temporal domain,

signal changes in the fMRI images track the temporal evolution of stimulation or

mental-task performance very well, albeit with a shift in time or a delay that lasts

several seconds. This capability permits the acquisition of fMRI data that are gated

to a particular time point in stimulus onset or instruction-execution sequence. This

type of fMRI data collection is referred to as event-related fMRI.

In event-related fMRI, two distinct types of experiments have been performed.

Images can be acquired that are gated to the onset of a task and averaged after re-

peated executions of the same task (102). However, such averaging loses unique in-

formation that is associated with each execution of the task; subjects do not perform

the same way each time because both brain function and performance are modu-

lated by effects such as learning, alterations in strategy, errors, and habituation.

The second type of experiment is a true single-trial fMRI study, achieved with

the use of high magnetic fields, namely 4 T (98, 99, 103–106). At least at 4 T, there

exists enough sensitivity to monitor fMRI signal evolution in a single execution of

a task without averaging over many trials. With this capability, it is then possible

to perform many such single-trial executions of a task, not to average them but

to store them separately, and subsequently to analyze and correlate the fMRI data

with differences in aspect of the subject’s performance (e.g. response time, errors,

etc). In this way, the hemodynamic response time differences can also be factored

out and distinguished from temporal behavior of neuronal activity. Figure 8 shows

an example of such a true single-trial study in which individual response times of

the subjects were linearly correlated with the duration of activation in the parietal

cortex. Each point in this figure represents a single-subject, single-trial data point.

An alternative approach to this true single-trial data is to average such single trials,

using performance or response criteria and pooling together only those responses

that are similar.
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One potential confounding problem with such single-trial fMRI studies is the

presence of various types of spatiotemporal patterns in the fMRI signals even

under basal resting conditions. T ∗
2 -weighted MRI signals fluctuate with heartbeat

and respiration; such fluctuations can be removed from the fMRI data (e.g. 107–

112). When cardiac and respiratory fluctuations are suppressed, fMRI signal from

the resting human brain still exhibits low-frequency oscillations at ∼0.1 Hz (112–

115). Near-IR (infrared) optical studies also show this slow oscillation. Therefore,

techniques that can separate the fMRI data into its various components (e.g. 112)

and in the process significantly improve effective SNRs for detection of function

will play a crucial role in mapping brain functions, particularly in single-trial fMRI

studies with temporal resolution.

MAGNETIC RESONANCE SPECTROSCOPIC DETECTION
OF NEUROTRANSMISSION

In addition to MRI, which uses protons of tissue water, MR plays an increas-

ingly important role in detecting neurochemicals directly and noninvasively in the

brain, including the human brain. This capability is based on the sensitivity of

the resonance frequency of nuclear spins to their chemical environments (i.e. the

chemical-shift effect). This method of acquiring MR data, referred to as MRS,

can be performed with spatial localization so that signals can be obtained from a

well-defined region in the space.

Spatially localized MRS has been used to measure aspects of brain function

and neurotransmission directly. Recent efforts have focused on understanding the

coupling between cellular bioenergetics and neuronal activity (e.g. 116–122). The
13C nucleus, the only NMR-detectable, stable carbon isotope that is normally

present at 1.1% abundance, has played an important role in these efforts. If 13C-

enriched glucose is given to a living organism, the 13C label is incorporated through

metabolism into several positions in many different compounds. Of interest is the

incorporation of the label into the intermediates of the tricarboxylic-acid cycle,

which generates reducing equivalents that are used in oxygen consumption. The

label is then transferred into the amino acids glutamate, aspartate, and glutamine.

The ability to monitor the labeling of intracellular compounds in intact cells was

first demonstrated with Escherichia coli (123). Today, using advanced shimming

techniques (124) and three-dimensional localization methods, such highly specific

data can be obtained in human and animal brains from relatively small-volume

elements (e.g. 116, 120, 125–127).

The human brain 13C spectrum in Figure 9 (obtained at 4 T in our labora-

tory) illustrate the detection of many labeled compounds from a relatively small,4

4Because the intracellular compounds detected are in the millimolar range, as opposed to

∼100 M H atoms in tissue water, MRS does not have the millimeter resoluton achieved by

MRI, which is based on water signals. Volumes of ≥1 cm3 in the human head, and much

smaller volumes in animal heads, however, can be used in some studies.
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Figure 9 13C NMR spectrum acquired from a volume localized in the human visual cortex

and obtained at 4 T. Glutaminergic neurotransmission rate and oxygen consumption rate can be

calculated from spectra obtained as a function of time. Signals from multiple carbons of various

amino acids and neurotransmitters are detected. Asp, aspartate; Gln, glutamine; Glu, glutamate;

GABA, γ -aminobutyric acid; Lac, lactate; NAA, N-acetyl aspartate. Republished from Reference

120 by permission of the publisher.

localized region in the visual cortex, and the first-time measurement of neurotrans-

mission rate in the human visual cortex (120). A subsequent effort on humans at

2.1 T (121) reported basically the same results but used at least threefold-larger

volumes (144 ml versus 45 ml) and longer data acquisition times for signal de-

tection owing to the lower field used. In these studies, it is possible to extract

information from the compartmentalized metabolic pathways illustrated in Fig-

ure 10. Most important is the glutamate-glutamine cycling between glia and the

neurons, the two major cell types that are present in the brain. Glutamate is the

major excitatory neurotransmitter. Once it is released into the synaptic cleft and

binds the postsynaptic receptors during neurotransmission, it is scavenged rapidly

by nearby glial processes (128, 129). Glutamate is then converted to glutamine by

glutamine-synthase, which is present only in the glia (130); glutamine is subse-

quently transported to the neurons and converted to glutamate to replenish vesicular

glutamate. Thus, glutamine labeling in 13C experiments can, in principle, occur

predominantly through glutamate release through neurotransmission and hence

reflect the kinetics of neurotransmission.

The proton nucleus has also been extensively used in MRS experiments, either

to monitor the subset of MR-visible metabolites or in combination with 13C labeling

to detect selectively the 13C-labeled compounds during metabolism of 13C-labeled

glucose infused into the bloodstream. In the first category of applications, probably
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Figure 10 Metabolic pathways in neurons and glia that can be modeled by 13C NMR data.

CMRglc, cerebral metabolic rate of glucose consumption; Glc, glucose; Lac, lactate; Glu, gluta-

mate; Gln, glutamine; Asp, aspartate; α-KG, alpha ketoglutarate; VPDH, rate of pyruvate dyhydro-

genase; VPC, rate of pyruvate carboxylase; V
app
NT , apparent rate of glutaminergic neurotransmission;

Pyr, pyruvate; OAA, oxaloatic acid; Vefflux, rate of glutamine efflux or extrusion from the gila.

Vsyn and Vgase define the rate of glutamine synthesis and breakdown from and to glutamate, respec-

tively. Vx defines the rate of exchange between metabolites indicated in the diagram. Republished

from Reference 120 by permission of the publisher.

the most important has been the ability to completely resolve the glucose resonance

in the human brain. This has permitted the investigation of glucose transport in the

human brain in great detail (131, 132). The relevance of these studies arises from

the fact that glucose is the major carbon substrate of the brain and its metabolism

is related to brain activity.

In the second category of studies, the aim is to take advantage of the greater

sensitivity of the proton nucleus while retaining the wealth of chemical infor-

mation present in 13C spectroscopy. However, because the proton nucleus has a

significantly smaller chemical-shift range, obtaining the same chemical informa-

tion that is available in the 13C measurements has not been possible. Based on

the resolution improvements achievable with high magnetic fields and advanced

shimming methods (133), this limitation can be alleviated (127). Even with the

limited chemical-shift range available at moderately high magnetic fields such

as 4 T, however, important studies have been performed that are relevant to the
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issue of coupling of the energy production process to neuronal activity (117, 118,

122).

It is well known that, under resting conditions, the cerebral metabolic rate

of glucose consumption (CMRglc) is well coupled to CMRO2 as well as to CBF

in the human brain (134 and references therein), and the glucose metabolism

occurs almost completely through oxidation. However, this appears not to be the

case during increased neuronal activity. Based on positron emission tomography

(PET) studies, the increases of CMRO2 (0%–5%) were found to be much less than

the elevation in CBF and CMRglc (40%–51%) during visual and somatosensory

stimulations (13, 15). This early PET result is still highly debated, and the intensity

of debate has increased recently in view of its significance in understanding the

BOLD response that has come to play such a prominent role in neuroscience

research. The difficulties and complexities associated with PET measurement of

CMRO2 have also led to skepticism about the validity of the data that generated

this controversial concept.

Resolution of this problem requires new studies, especially using techniques

that avoid PET-specific errors. Measurements in a single subject within a single

experiment are also crucial to avoid large variances that are generated by intersub-

ject averaging. This was recently accomplished in the human brain by using the

isotopic turnover rate of glutamate (Glu) from infused [1-13C]glucose and indirect

detection through coupled protons. Glutamate-labeling kinetics were monitored

for activated and resting states simultaneously in the same individual during hemi-

field visual stimulation, by acquiring data in two distinct small volumes that span

the primary visual cortex (122). Hemifield visual stimulation selectively activates

the primary visual cortex of the contralateral hemisphere, comprising approxi-

mately half of the primary visual cortex volume that normally would be engaged

during full-field stimulation. Spectra were acquired from two volumes positioned

so that only one of the two covered the activated region within one hemisphere,

whereas the other covered the analogous but nonactivated region within the other

hemisphere. Figure 11 (see color insert) is an image that shows the activation in

one hemisphere, the location of the spectroscopic voxels, and the time courses of

glutamate labeling from the activated and control voxels. These data put an upper

limit on the increase in CMRO2 of 30% versus larger increases in CBF, support-

ing the concept that CMRO2 is not stochiometrically coupled to increases in CBF

and CMRglu.
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