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[1] We investigate effects of magnetic self-consistency on ring current development by
calculating equatorial particle transport in a model that feeds back the ring current on the
magnetospheric configuration. The equatorial magnetic intensity is computed by solving a
force-balance equation in the equatorial plane. This force-balance computation is
coupled to a kinetic proton and electron drift-loss model. The electric field model used
includes corotation, quiescent Volland-Stern convection, and storm-associated
enhancements in the convection. We have modeled the 19 October 1998 storm
(min Dst = !112 nT) by using the total cross polar cap potential from AMIE to determine
the amplitudes of storm-associated electric field enhancements. We trace equatorially
mirroring protons and electrons within this model. We have found that self-consistent
feedback between plasma pressure and the magnetic field tends to mitigate the
energization associated with inward particle transport as the ring current forms. At a
given first adiabatic invariant and radial distance, the self-consistent magnetic field
reduces the E " B drift rate as it significantly enhances the azimuthal gradient-B drift rate.
Especially later in the main phase, there can be places where the plasma pressure and
magnetic perturbation are locally enhanced by making the simulation magnetically
self-consistent because of enhanced drift rates in regions of reduced magnetic intensity.
The southward magnetic perturbation at the center of the Earth, which represents the
ring current contribution to the Dst index, is reduced by about 25% by making the
simulation magnetically self-consistent. This suggests that simulations that do not take
account of the feedback of the ring current overestimate the actual ring current intensity.
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1. Introduction

[2] An important consequence of the storm time ring
current is that it perturbs the geomagnetic field. This
magnetic perturbation is thought to contribute significantly
to the widely used Dst index, which is measured by the
longitude-averaged magnetic field perturbation at low-
latitudes on the surface of the Earth. Historically, the Dst
index has been regarded as a direct measure of ring current
strength. More recently it has been recognized that other
current systems such as the dayside magnetopause currents
and nightside tail currents [Turner et al., 2000] also con-
tribute importantly to Dst. Even so, large magnetic field
depressions (# !100 to !200 nT) due to the ring current
itself have been measured in situ at L # 3–4 during storms

[e.g., Cahill, 1969; Wygant et al., 1998]. Several recent
statistical analyses involving large databases of in situ
magnetic field measurements in the inner magnetosphere
[Tsyganenko et al., 2003; Lui, 2003; Ostapenko and Maltsev,
2003; Le et al., 2004; Jorgensen et al., 2004] have revealed
large (# !100 nT to !400 nT) and azimuthally asymmetric
depressions in the magnetic field intensity under disturbed
conditions. These depressions are thought to be associated
with the ring current.
[3] We [Chen et al., 2005] have previously calculated the

disturbed magnetic field from simulations of the storm time
ring current and have found that the magnetic field distur-
bance can be especially large in localized regions. For
example, at L # 3–5 the magnetic field perturbation was
#70% of the dipole-field value. Similarly, Zaharia et al.
[2005] have found that large magnetic depressions can form
in the inner magnetosphere during storms from their three-
dimensional (3-D) modeling. Although these calculations
were not done self-consistently, it demonstrated the need for
calculating inner magnetospheric particle transport within a
magnetospheric magnetic field model that takes consistent
account of ring current magnetic field perturbations. As a
first step toward a magnetically self-consistent model, we
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recently developed such a simulation model that takes
account of the feedback of the ring current within a
magnetic field model that is in force balance with the
plasma pressure in the equatorial plane. Liu et al. [2006],
who reported initial simulation results of this model for a
hypothetical storm, found that the magnetically self-
consistent model reasonably reproduced many of the
general features of the storm time ring current of statistical
observational studies [Terada et al., 1998; Le et al., 2004;
Jorgensen et al., 2004]. For example, the simulated dis-
turbed magnetic field was as large as !150 nT near an
equatorial radial distance r0 of 3 RE and the inner eastward
flowing (dominated by magnetization currents) and the
main westward flowing ring current were at r0 # 3 RE

and r0 # 4–6.6 RE, respectively. We found that taking
account of the feedback of the ring current tended to
mitigate the energization of ring current particles. This
was generally consistent with the findings of Lemon et al.
[2004], who used the Rice Convection Model RCM-E,
which consistently accounts for inner magnetospheric
currents in calculating the magnetospheric B-field configu-
ration, while also coupling these currents with ionospheric
currents.
[4] In this paper we use our magnetically self-consistent

ring current model to simulate the 19 October 1998 storm,
selected to be one of the National Science Foundation
(NSF) Geospace Environment Modeling (GEM) Inner
Magnetosphere/Storms Assessment Challenge (IMS)
events. A nice feature of this storm was that the solar wind
pressure was low throughout the main phase so that the
decrease in Dst was most likely due largely to the ring
current rather than decompression. We focus on how taking
account of the feedback of the ring current affects distribu-
tions of the equatorial perpendicular particle pressure during
the main phase of the storm by comparing simulations
results with and without the feedback of the ring current.
Additionally, we compare the simulated ion differential
energy flux profiles with those inferred from Polar/Charge
and Mass Magnetospheric Ion Composition Experiment
(CAMMICE) measurements. The results of the study elu-
cidate the importance of taking account the feedback of the
ring current in studying particle transport in the inner
magnetosphere during storms.

2. Simulation Model

2.1. Magnetic Field Model in Force Balance

[5] In our model we treat magnetic field lines as contours
of constant L and azimuthal angle f, satisfying the equation

r ¼ La 1þ 0:5 r=bð Þ3
h i

sin2 q; ð1Þ

where r is the distance from the point dipole, a (= 1 RE) is
the radius of Earth, and q is the co-latitude measured from
Earth’s dipole axis. Equation (1) describes field lines within
a magnetic field constructed by superimposing a dipole with
a southward magnetic field [Dungey, 1961, 1963]. In our
past work [e.g., Chen et al., 1994] the parameter b in (1) had
been regarded as a constant (equal to the radius of an
equatorial neutral line). Now we allow b to vary with f and
with L (or equivalently with r0) so as to simulate the

magnetic effects of an azimuthal ring current. The values of
b, which represent how much the field line is stretched
relative to a dipole, are determined by the equatorial
magnetic intensity B0. We assume that each magnetic field
line always lies in the same meridian plane (i.e., no field
line twisting). This assumption is reasonable within the inner
magnetosphere where azimuthal perturbations of the
magnetic field due to field-aligned currents and the
Chapman-Ferraro current are small compared to the ambient
magnetic field. This simplifying approximation is better on
the nightside (where we introduce our hot plasma) than on
the dayside (where it mostly escapes) because there is more
room in latitude to fit field lines inside the magnetosphere
when they emerge from dayside footpoints than from
nightside foodpoints [Mead, 1964; Schulz and McNab,
1996]. The equatorial magnetic intensity B0 is computed by
solving in the equatorial plane the force balance equation,

j " B ¼ rP? þ ðPk ! P?Þ
ðB (rÞB

B2
ð2Þ

where j = (r " B)/m0 is the current density, m0 is the
permeability of free space, P? is the perpendicular pressure,
and Pk is the parallel pressure. The azimuthal component
can be solved analytically (see Liu et al. [2006] for algebraic
details) and yields

B2
0=2m0 þ P?0 ¼ P0* r0ð Þ; ð3Þ

where P0*(r0) is a function of r0 only and the subscript 0
symbolizes equatorial values. From (3), the sum of the
magnetic and perpendicular plasma pressure in the
equatorial plane does not vary along constant r0. In a
Hamiltonian formulation of bounce-averaged drifts, the
Euler-potential a ) mE/La (where mE denotes the geomag-
netic dipole moment) serves as a magnetic-flux coordinate.
The Euler potential b ) f, due to the assumption that field
lines lie in constant meridian planes, serves as an azimuthal
coordinate and

B ¼ ra " rb: ð4Þ

Using the Euler potential formulation (4) and the field line
equation (1), the radial component of (2) can be written as a
second-order ordinary differential equation in L with respect
to r0:

@2L

@r20
¼ fcn r0; P?0; Pk0;

@L

@r0
;
@P?0

@r0

! "

; ð5Þ

where the right hand side represents a function of r0, the
pressure distribution in the equatorial plane, and @L/@r0.
With a given pressure distribution and two boundary
conditions, (3) and (5) can be solved to obtain L and its
first and second derivative and thus B via (4). We refer to
this computation as the ‘‘force-balance solver.’’ For the
boundary conditions, we specified L values at r0 = 2 RE and
Bz values at r0 = 6.6 RE and midnight from Tsyganenko
[1989], which is parameterized by Kp. Although we use
analytic field lines, this magnetic field model is numerical.
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[6] Figure 1 shows a meridional view of representative
magnetic field lines in our model. It corresponds to a
simulation snapshot when there was a significant buildup
of an asymmetric ring current. The figure illustrates that the
field lines on the nightside are noticeably more stretched
than on the dayside, which is due to the enhanced plasma
pressure associated with the strong nightside ring current.
Each field line corresponding to a given r0 and longitude is
stretched differently.

2.2. Electric Field

[7] For this study we apply a simple electrostatic potential
function

FE L;fð Þ ¼ !
VW

L
þ

V0

2

L

L*

! "2

sinf þ
DV tð Þ

2

L

L*

! "

sinf

ð6Þ

that includes corotation, quiescent Volland [1973]-Stern
[1974] convection, and storm-associated enhancements in
the convection electric field, respectively (see Chen et al.
[1994] for details). This electric potential function can be
expressed in terms of MLT, time, and L. Because the
magnetic field is dynamic, L also depends on r0 and time.
Thus in addition to changes in an imposed storm-associated
enhancement in the cross polar cap potential DV(t), the
electric field intensity at a fixed location varies also because
the electrostatic potential is mapped along field lines that
have changed with time.
[8] We use the total cross polar cap potential from the

Assimilative Model of Ionospheric Electrodynamics
(AMIE) [Richmond and Kamide, 1988] for the 19 October
1998 storm (courtesy of G. Lu) to specify DV(t) in (6). The
solid black curve in Figure 2 shows a trace of V0 + DV(t)
from 0200 UT to 1400 UT on 19 October 1998. As
expected, on average the total cross polar cap potential is
enhanced during the main phase of the storm. For reference
the dashed curve shows the corresponding Dst trace. Cur-
rently, we impose the magnetospheric electric field on our
model rather than try to calculate it self-consistently from
particle currents and ionospheric conductivities. This is a
feature that we will include in our model in the future.

2.3. Drift Trajectories

[9] In the equatorial plane we set up a grid of points every
0.2 RE in r0 and every 5! in f. We trace the drift (E " B and
gradient-curvature drift) backwards in time from t = ti + Dt

to 0 for representative singly charged ions and electrons that
start at the grid points. The magnetic field configuration is
kept constant over a given Dt (typically 10 min), and the
time history of the fields is used. The time resolution for
the non-self-consistent electric field is currently on the
order of a 1 min. When the first and second invariant M
and J are conserved, the drift equations are derived from the
Hamiltonian

H ¼ 2MBmm0c
2 þ m2

0c
4

# $1=2
þ qfE; ð7Þ

where m0 is the rest mass, c is the speed of light, q is charge,
and fE is the electric potential. An advantage of deriving the
drift equations from the Hamiltonian is that the effects of the
induced electric field are implicitly included. As mentioned
earlier a choice of the Euler-potential a ) mE/La (where mE

denotes the geomagnetic dipole moment) serves as a
magnetic-flux coordinate and the Euler potential b ) f
serves as an azimuthal coordinate. Since both of these
coordinates are canonical in the Hamiltonian-Jacobi sense,
it follows that the bounce-averaged particle drift rates are
given by a = ! (@H/@b) and b = + (@H/@a) [e.g., Northrop,
1963, pp. 58–59], respectively, where H is the Hamiltonian
function (total energy, kinetic plus potential, expressed in
terms of L, f, t = time, and the quantities regarded as
adiabatically invariant). In this study we trace only
equatorially mirroring particles (J = 0) and specify pitch
angle distributions as described below.

2.4. Phase Space Mapping

[10] We use simulations of the drift trajectories to map
phase space distributions f of the particles by conserving
phase space density taking account of particle loss. For

Figure 1. Meridional view at y = 0 of representative magnetic field lines in our model. The field lines
are more stretched on the night side than on the dayside.

Figure 2. Traces of the cross polar cap potential in kV
(solid curve) and Dst in nT (dashed curve). The black
vertical lines mark respective times of interest on 19 October
1998: 0200 UT, 0500 UT, 0700 UT, and 0800 UT.
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example, f at simulation time t = ti + Dt is obtained by
mapping f from the previous time step t = ti and attenuating
it by losses. The initial conditions (t = 0) for protons are
obtained by solving the steady-state transport equation that
balances quiet time radial diffusion against charge exchange
[Chen et al., 1994]. For electrons, the initial conditions [Liu
et al., 2003] are specified by solving the steady-state
transport equation that balances radial diffusion with loss
due to precipitation in the limit of weak pitch angle
diffusion [Albert, 1994]. The boundary conditions for both
protons and electrons during the storm are based on fluxes
obtained from the Magnetospheric Plasma Analyzer (MPA)
instruments (courtesy of M. Thomsen) on LANL satellites
at geosynchronous altitude. The MPA ion instrument
measures total ion counts, which for this study we have
treated as if it measured only the proton flux. To obtain the
longitudinal variation of the boundary fluxes, we performed
a least-squares fit of the Kp-dependent averaged LANL data
of Korth et al. [1999] to MLT for each Kp value. Then, we

renormalized this MLT-dependence to the LANL real time
data for the associated Kp value to the real time data.
[11] We take account of proton charge exchange with

neutral H [Chen et al., 1994; 1998], the dominant collisional
proton loss process. Wave-particle interactions are the
dominant loss process for electrons in the inner magneto-
sphere. Inside the plasmasphere, we use electron lifetimes
calculated by Albert [1994] based on pitch angle scattering
by plasmaspheric hiss. Outside the plasmasphere, for elec-
trons with a kinetic energy greater than a critical energy (Ec =
2 keV), we use theoretical lifetimes against ECH waves that
are proportional to L!17/3 [Lyons, 1974]. For electrons
outside the plasmaspherewith energy less thanEc, we assume
that their lifetimes correspond to strong pitch angle scattering
[Schulz, 1998]. (See Liu et al. [2003] for details.)
[12] We assume that the equatorial phase space density f0

can be expressed as

f0 p;a0ð Þ ¼ f0 p;a0 ¼ 90*ð Þ sinn a0; ð8Þ

where p is particle momentum and a0 is the equatorial pitch
angle. This is a reasonable functional form that has been
used in many observational studies of particle pitch angle
distributions in the inner magnetosphere [e.g., Garcia and
Spjeldvik, 1985; Lui et al., 1990]. The equatorial perpendi-
cular and parallel pressure components can be calculated
from

P?0 ¼ 23=2m
3=2
0 pB

5=2
0 B n=2þ 2; 1=2ð Þ

Z

1

0

f0m
3=2dm ð9Þ

Pk0 ¼ 25=2m
3=2
0 pB

5=2
0 B n=2þ 1; 3=2ð Þ

Z

1

0

f0m
3=2dm ð10Þ

where B(x, y) is the Beta function. The equatorial anisotropy
is A0 ) P?0/Pk0 ! 1 = n/2. We interpolate the empirical
formulas of Feshchenko and Maltsev [2001] that approx-
imate observed anisotropy profiles at noon and midnight of
Lui and Hamilton [1992] to specify A0 and the n indices in
(8) at locations of our simulation grid points in the
equatorial plane. Feshchenko and Maltsev [2001] report
that this fit is valid for quiet and moderately active times.
[13] Using (9) and (10), we calculate P?0 and Pk0 at time

intervals Dt of 10 min. Then we compute the new magnetic
field configuration that is in force balance with the plasma
in the equatorial plane. This involves updating the
calculation of L from (5) and B from (4). Through this
approach, we take account of the feedback of the ring
current in a force-balanced magnetic field. (See Liu et al.
[2006] for further details.)

3. Results

3.1. Simulation Results

[14] We simulated the ring current particle pressure and
magnetic perturbations during the main phase of the
19 October 1998 storm. Figure 3 shows the simulated
equatorial perpendicular proton (left) and electron (right)
pressure at different times during the storm: 0200 UT,

Figure 3. The logarithm of the simulated equatorial
(proton, electron) perpendicular pressure in nPa is shown
for (a, e) 0200 UT, (b, f) 0500 UT, (c, g) 0700 UT, and
(d, h) 0800 UT on 19 October 1998.
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0500 UT, 0700 UT, and 0800 UT on 19 October 1998. For
reference these times of interest are marked by the vertical
thick black lines in Figure 2. In all the equatorial plots
shown in this paper including Figure 3, noon is toward the
left, dawn toward the top, dusk toward the bottom, and
midnight is toward the right of the page. The outer boundary
of the plots is at geosynchronous altitude. The color bar
corresponds to the logarithm of the perpendicular pressure
in units of nPa. The time of 0200 UT on 19 October 1998
corresponds to quiescent conditions (see Figures 3a and 3e).
After increases in the cross-polar cap potential (see
Figure 2), there were enhancements in both the equatorial
proton and electron perpendicular pressure (see Figures 3b,
3c, 3d, 3f, 3g, and 3h). Enhancements in the perpendicular
pressure tend to occur on the duskside for protons and on
the dawnside for electrons, consistent with the cor-
responding direction of magnetic drift. The enhancements
in the equatorial perpendicular pressure tend to occur closer
to the Earth for protons (at R0 ) r0/RE # 2.5 to 4) than for
electrons (R0 # 3 to 4.5). The total simulated equatorial
perpendicular pressure, obtained by summing the proton
and electron contributions, are shown in the left column of
Figure 4 for different times of interest during the storm main

phase. Early in the main phase of the 19 October 1998
storm (at 0500 UT) the simulated equatorial perpendicular
pressure was as large as # 30 nPa in the evening sector at
R0 # 2.5. Three hours later (at 0800 UT), the equatorial
perpendicular pressure was as large was #60 nPa in the
morning sector at R0 # 3.5.
[15] The simulated equatorial magnetic perturbation in

units of nT for different times of interest during the
19 October 1998 storm are displayed in the right column
of Figure 4. Red on the color scale used in Figure 4
corresponds to a large magnetic depression while blue
corresponds to a positive magnetic perturbation. Super-
imposed on the color plots of the ring current magnetic
perturbations are black contours of constant L. At times
after 0200 UT, during the storm main phase, the simulations
show large longitudinally asymmetric magnetic depres-
sions. Early in the main phase (at 0500 UT) the largest
magnetic depressions was # !100 nT at R0 # 3.8 on the
nightside (see Figure 4f). Three hours later the largest
depressions was # !200 nT at R0 # 3.5 in the morning
(see Figure 4h). Where the ring current was intense, the
contours of the constant L are more spread apart (e.g.,
compare Figures 4e and 4h) indicating that the magnetic
field was more stretched there. Figure 5 shows the simulated
azimuthal ring current density in nA/m2. As expected the
azimuthal current density is strongest where the largest
pressure gradients occur (cf. Figures 4 and 5).
[16] It is instructive to compare the equatorial perpendicu-

lar pressure from simulations that include the feedback of the
ring current (referred to as magnetically ‘‘self-consistent’’)
and those that do not. We performed a simulation with a
static axisymmetric Dungey magnetic field model in which
the parameter b in the field line equation (1) did not vary
with MLT, L. or t. We applied the same simple electric field
given by (6) over this static magnetic field model. We refer
to these simulations as magnetically ‘‘non-self-consistent.’’
The equatorial perpendicular pressure from the magnetically
self-consistent and non-self-consistent simulations at differ-
ent times during the 19 October 1998 storm are shown in the
left and right columns of Figure 6, respectively. Comparing
the plots in these columns for times after 0200 UT, it is
apparent that on average the equatorial perpendicular pres-
sure within the ring current region of 2 + R0 + 5 was
smaller in the self-consistent simulations than in the non-
self-consistent simulations. At 0500 UT (cf. Figures 6b
and 6f) and 0700 UT (cf. Figures 6c and 6g), the simulated
equatorial perpendicular pressure was smaller overall within
the ring current region in the self-consistent simulations than
in the non-self-consistent simulations. However, in the
example shown for 0800 UT, there were localized regions
(i.e., between 0300 MLT to 0900 MLT at r0 # 3 to 4) where
the equatorial perpendicular pressure was more intense from
the self-consistent rather than non-self-consistent simula-
tions. A similar feature was found in magnetically self-
consistent simulations of the ring current for a different
storm by Zaharia et al. [2006]. Clearly, there are significant
differences between the simulated distributions of the equa-
torial perpendicular pressure in the ring current region
during the main phase of the storm for the self-consistent
and non-self-consistent runs.
[17] Such differences can be explained by the general

trends of particle energization and drift rates within mag-

Figure 4. The logarithm of the simulated equatorial total
perpendicular pressure in nPa is shown for (a) 0200 UT,
(b) 0500 UT, (c) 0700 UT, and (d) 0800 UT on 19 October
1998. The equatorial magnetic perturbation in nT is
shown for (e) 0200 UT, (f) 0500 UT, (g), 0700 UT, and
(h) 0800 UT.
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netic field models that do and do not take into account the
feedback of the ring current. First, we consider the particle
kinetic energy

T ¼ g ! 1ð Þm0c
2 ð11aÞ

¼ 2= g þ 1ð Þð ÞMBm ð11bÞ

where (g2 ! 1) = (p/m0c)
2 = 2MBm/m0c

2 and Bm is the
mirror point magnetic field intensity. The kinetic energy T is
proportional to the mirror point magnetic intensity Bm (for
equatorially mirroring particles Bm = B0) for constant first
adiabatic invariant M and where g is the relativistic
correction. The kinetic energy for a given M is smaller
when the equatorial magnetic intensity is reduced by the
ring current magnetic depressions. Figure 7 illustrates an
example of the variation of the kinetic energy T with R0 for
the magnetically self-consistent (solid curve) and non-self-
consistent (dashed curve) for protons (Figure 7a) and
electrons (Figure 7b) having M = 5 MeV/G, 10 MeV/G, and
15 MeV/G. For the self-consistent case, we used the model
magnetic intensity corresponding to 0800 UT during the
main phase of the 19 October 1998 storm. As a particle is
transported inward to smaller R0, the kinetic energy
increases. However, comparison of the solid and dashed
curves in Figures 7a and 7b illustrates that within the ring
current region particles gain energy less efficiently when the
feedback of the ring current is taken account. The amount of
decrease of energization is larger for higher values of the
first invariant M as expected from (11).
[18] Not only do the ring current magnetic depressions

lead to decreased efficiency of particle energization but they

also affect the particle drift rates. First, we consider the E "
B drift

vE=B ¼ E=B ð12aÞ

/ L2R0: ð12bÞ

[19] It is not obvious from (12a) how vE/B will be affected
by the ring current magnetic depressions. Although B would
be decreased, the electric intensity E is also decreased in our
model because the electric potential is mapped along field
lines that are stretched farther apart when the feedback of the
ring current is taken into account. Considering the electric
potential function given by (6), we find from (12b) that vE/B
is proportional to L2R0. Thus we would expect vE/B to be
smaller in the ring current region with the feedback of the
ring current taken into account because L is reduced due to
field line stretching. Figure 8a shows the variation of vE/B
with R0. The upper and lower dashed curves correspond to
the magnetically non-self-consistent model at 0600 MLT
and 1800 MLT, respectively. The dotted and solid curves
correspond to the self-consistent model at 0600 MLT and
1800MLT, respectively. For the self-consistent case, we used
the model magnetic intensity corresponding to 0800 UT
during the main phase of the 19 October 1998 storm. Indeed,
comparisons of the dashed and solid curves and dashed and
dotted curves in Figure 8a illustrate that the E" B drift tends
to be smaller in the ring current region with the feedback of
the ring current than without.
[20] Next we consider the azimuthal component of the

gradient-B drift

vrBð Þ
8
¼ M=qgð Þ @B=@r0ð Þ=B½ -: ð13Þ

Figure 5. The simulated azimuthal component of the equatorial current density in nA/m2 is shown for
(a) 0200 UT, (b) 0500 UT, (c) 0700 UT, and (d) 0800 UT on 19 October 1998.
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The lower, middle, and upper dashed curves in Figure 8b
show the variation of (vrB)8 with R0 for electrons with M =
5 MeV/G, 10 MeV/G, and 15 MeV/G for the non-self-
consistent model, respectively. The dotted and solid curves
correspond to the self-consistent model at 0600 MLT and
1800 MLT, respectively. Figure 8b shows that the azimuthal
component of the gradient-B drift tends to be significantly
larger in the ring current region with the feedback of the ring
current thanwithout. The equatorial radial gradients reinforce
the decreased magnetic intensity within the ring current
region to increase (vrB)8 (see (13)). For a givenM andR0, the
increase of the azimuthal component of the gradient-B drift is
larger than the decrease of the E " B drift in the ring current
region (cf. Figures 8a and 8b) in the magnetically self-
consistent model so that there is an overall increase in the
particle drift speed. More importantly, inward E " B drift is
reduced and azimuthal B drift is increased. Both effects
reduce earthward penetration of particles and the total ring
current energization.
[21] Both the mitigation of particle energization and the

enhancement of the particle drift speed are important
reasons for including magnetic self-consistency in ring

current simulations. Looking back at Figure 6, we can
explain the overall decrease in the equatorial perpendicular
pressure during the storm main phase with the magnetically
self-consistent rather than non-self-consistent model by the
decreased efficiency of particle energization. Comparing
Figures 6d and 6h (0800 UT), the larger equatorial perpen-
dicular pressure at 0300 MLT to 0800 MLT at R0 #3 to 4 for
the self-consistent model can be explained partially by
enhanced drift rates where the ring current is intense and
partially by the fact that an hour before 0800 UT, there is
an increase in the model cross polar cap potential (see
Figure 2) that transports freshly injected particles (mainly
electrons) inward. Thus it is quite conceivable that there
are locations within an intense ring current where the
particle pressure is larger than would have been predicted
from models that did not include the feedback of the ring
current. However, the expectation would be that non-self-
consistent models overestimate the overall ring current
particle pressure.
[22] To gauge the general overall decrease in the ring

current intensity with the feedback of the ring current, we
examined the ratio of the magnetic perturbations at the
center of the Earth from a magnetically self-consistent
(DB(0)sc) and non-self-consistent (DB(0)non sc) simulation
for the main phase of the 19 October 1998 storm. The
magnetic perturbation at the center of the Earth represents

Figure 6. The logarithm of the simulated equatorial total
perpendicular pressure in nPa (left) with and (right) without
magnetic self-consistency.

Figure 7. Kinetic energy versus equatorial radial distance
R0 for (a) protons and (b) electrons with M = 5, 10, and
15 MeV/G. The dashed and solid curves correspond to
simulations without and with magnetic self-consistency,
respectively.
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the ring current contribution to the Dst index. The solid
curve in Figure 9 shows a trace of the ratio DB(0)sc/
(DB(0)non sc. The dotted line shows the ratio of 1. The
dashed curve is a trace of Dst (labels are on the right

ordinate of the plot) to facilitate reference to the phase of the
storm. Throughout the portion of the main phase shown in
Figure 9 (times after . 0400 UT), the magnetic perturbation
at the center of the Earth in the self-consistent model is
about 0.75 times that of the non-self-consistent model. Thus
the average simulated ring current intensity is roughly 25%
smaller with the feedback of the ring current taken into
account than without for the 19 October 1998 storm.

3.2. Comparison of Simulations With Observations

[23] We compare our simulation results with Polar
CAMMICE/MICS measurements. The Polar spacecraft
was launched on 26 February 1996 into a 1.8 " 9 RE orbit
(min " max geocentric distance) with a 90! inclination and
an 18-hour period [Acuna et al., 1995]. The Magnetospheric
Ion Composition Spectrometer (MICS) that was part of the

Figure 8. (a) The E " B drift speed in RE/hr versus
equatorial radial distance without (dashed upper and lower
curves correspond to dawn and dusk, respectively) and with
magnetic self-consistency (thick solid curve for dusk and
dotted curve for dawn). (b) The azimuthal component of the
electron gradient-curvature drift in RE/hr versus equatorial
radial distance without (dashed curves) and with magnetic
self-consistency along the dusk (solid curves) and dawn
(dotted curves) meridian for electrons with M = 5, 10, and
15 MeV/G.

Figure 9. Traces of Dst (dashed curve) and the ratio of the
magnetic perturbation at the center of the Earth with and
without magnetic self-consistency (solid curve) during the
main phase of the 19 October 1998 storm. The dotted line
shows a ratio of 1.

Figure 10. Profiles of the total ion differential energy flux
from Polar/Charge and Mass Magnetospheric Ion Composi-
tion Experiment (CAMMICE) data (dotted curve) and from
simulations with (solid curve) and without (dashed curve)
magnetic self-consistency for energies of (a) 10 keV,
(b) 57 keV, and (c) 125 keV at 0415 UT on 19 October
1998 are shown.
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Charge and Mass Magnetospheric Ion Composition Exper-
iment (CAMMICE) on the Polar satellite measure all
positively charged ion species ranging in mass from
hydrogen to iron in the range 1–200 keV/e. The major
ion species (H, He, and O) in the magnetosphere each had a
low- and a high-energy channel. The data from the low- and
high-energy channels may be combined into a composite
spectrum in the range of 1–200 keV. A total ion channel is
also recorded which counts ions irrespective of mass or
charge state. Data from this channel are assumed to be
protons. Details about the CAMMICE/MICS measurements
can be found in the work of Roeder et al. [2005].
[24] The solid curves in Figure 10 are radial profiles of

the total ion (or proton) differential energy flux mapped to
the equator from the Polar/CAMMICE measurements at
0415 UT on 19 October 1998 at three different central
energies (a) 10 keV, (b) 57 keV, and (c) 125 keV. At this
early time in the main phase of the storm Polar was at pre-
midnight at 2200 MLT. The peaks of the measured differ-
ential energy flux profiles at 57 keV and 125 keV occurred
at R0 of 3.8 and 4.1, respectively. The energy flux profile at
10 keV is monotonic. From the data available, the peak
cannot be resolved. We note that protons with energies of
10 keV are considered to be at the low end of the ring
current population, whereas energies of 57 keVand 125 keV
are more representative of the ring current population.
[25] For comparison with the CAMMICE/MICS energy

flux profiles, we overlay energy flux profiles from magnet-
ically self-consistent and non-self-consistent simulations.
As expected the energy flux from simulations that include
magnetic feedback from the ring current is smaller than
from non-self-consistent simulations. At the lowest energy
shown of 10 keV, the energy flux profile from the self-
consistent simulation underestimates the observed energy
flux. At 57 keV and 125 keV, energies that are representa-
tive of the ring current, agreement with observations tends
to be better for simulations that include the feedback of the
ring current. This is especially true for the energy flux
profiles at 57 keV. This good agreement with the in situ
particle data is encouraging. Possible reasons for the dis-
crepancy between the observed and model results include
the simple convection electric field model used and the lack
of consideration of azimuthal curvature of particles that
mirror off the equator. Another source of discrepancy is that
the CAMMICE data is mapped to the equator using the
IGRF magnetic field that may not be sufficiently accurate
during storm times. In the near future we would like to
simulate particles that mirror off the equator and make
simultaneous direct comparisons of the simulated magnetic
field with the measured magnetic field from Polar. The
simultaneous comparisons of the particle and magnetic
intensity may help explain discrepancies between the model
and observations.

4. Summary and Conclusions

[26] In this paper we report on results of a 2-D magnet-
ically self-consistent simulation of the ring current during
the storm event of 19 October 1998 storm. In our model we
have imposed force balance between the equatorial mag-
netic field and the plasma and have included the feedback of
the ring current. The self-consistent feedback between the

plasma pressure and magnetic field tends to mitigate the
energization associated with inward transport as the ring
current forms. This is consistent with the findings of Lemon
et al. [2004] in Rice Convection Model RCM-E simula-
tions, of Liu et al. [2006] in our earlier simulations of a
model storm, and of Zaharia et al. [2006] in a magnetic
field equilibrium solver that is coupled to the Ring-Current
Atmosphere (RAM) model. We have found in the ring
current region that the self-consistent magnetic field reduces
the E " B drifts but significantly enhances the azimuthal
gradient-B drift. The net effect for the storm event that we
modeled is that the drift velocity at specified M and R0 is
enhanced due to taking account the feedback of the ring
current. Both the mitigation of energization and the drift
effects significantly influence ring current development.
[27] From the simulations of the 19 October 1998 storm,

we find that the storm time plasma pressure and consequent
magnetic perturbations are reduced overall by making the
simulations magnetically self-consistent. However, espe-
cially later in the storm main phase after an intense ring
current has developed, there can be places where the plasma
pressure and magnetic perturbations are enhanced by mak-
ing the simulation magnetically self-consistent. This situa-
tion can occur because of enhanced drift rates in regions of
reduced magnetic intensity shortly after temporal enhance-
ments in the cross polar cap potential. The magnitude of the
southward magnetic perturbation at the center of the Earth,
which represents the ring current contribution to the Dst
index, is reduced by about 25% by making the simulation
magnetically self-consistent. This suggests that ring current
simulations that do not take account of the feedback of the
ring current tend to overestimate the actual ring current
intensity.
[28] We found that magnetically self-consistent simula-

tions of proton energy flux profiles accounted for those
measured by Polar/CAMMICE at energies of 57 keV and
125 keV reasonably well. This good agreement is encour-
aging. In the future we plan to simulate particles that mirror
off the equator. In addition, we will compare simulated
magnetic intensities in situ with spacecraft magnetometer
data such as from Polar. This would be an important check
on how well the magnetically self-consistent model can
reproduce the ring current intensity. It is a more direct
method than trying to account from ring current simulations
the pressure-corrected Dst* index, which is an averaged
quantity that includes contributions from the tail current.
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