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ABSTRACT The identification of maize leaf diseases will meet great challenges because of the difficulties

in extracting lesion features from the constant-changing environment, uneven illumination reflection of the

incident light source and many other factors. In this paper, a novel maize leaf disease recognition method is

proposed. In this method, we first designed a maize leaf feature enhancement framework with the capability

of enhancing the features of maize under the complex environment. Then a novel neural network is designed

based on backbone Alexnet architecture, named DMS-Robust Alexnet. In the DMS-Robust Alexnet, dilated

convolution and multi-scale convolution are combined to improve the capability of feature extraction. Batch

normalization is performed to prevent network over-fitting while enhancing the robustness of the model.

PRelu activation function and Adabound optimizer are employed to improve both convergence and accuracy.

In experiments, it is validated from different perspectives that the maize leaf disease feature enhancement

algorithm is conducive to improving the capability of the DMS-Robust Alexnet identification. Our method

demonstrates strong robustness for maize disease images collected in the natural environment, providing a

reference for the intelligent diagnosis of other plant leaf diseases.

INDEX TERMS Image enhancement, dilated convolution, multi-scale convolution, maize leaf disease,

convolutional neural network.

I. INTRODUCTION

With the development of agricultural technology, image pro-

cessing technology is increasingly applied to detect and clas-

sify the quality of agricultural products [1]–[3]. Extensive

studies have been performed in various fields like weed iden-

tification [4]–[6], crop diseases and insect pests identifica-

tion and diagnosis [8], [9]. They have become the focus of

attention for modern agricultural research recently, and some

remarkable results have been obtained. Maize represents a

significant food crop as well as a feed source. It is also one of

the most widely cultivated food crops with the highest total

yield around the world. However, with the development of

maize production, some problems arise. For example, due

to the abuse of pesticides and the insufficiency of maize

protection, the change to pathogen varieties and the variety
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of maize diseases are on the rise. Therefore, how to identify

maize diseases in a quick and accurate way is of massive

significance to the stable production of maize crops.

Maize leaf diseases could be manifested in many different

symptoms [10]–[12], which requires specially trained experts

tomake identification and diagnosis. However, inexperienced

farmers are prone to diagnostic errors. Besides, not only is

artificial recognition diagnosis time-consuming and labori-

ous, but it also shows subjectivity to some extent. In early

maize disease image recognition, traditional global bottom

features such as color, texture, and shape are used on a

frequent basis to describe the attributes of disease spots in

crop leaf disease images. For maize crops that are still in the

growth, nevertheless, due to the impact made by the envi-

ronment, different types of lesion changes and other factors,

there is a possibility that maize leave diseases lead to the

appearance of powdery matter, which makes it more difficult

to perform feature extraction, thus affecting the accuracy of
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identification. Meanwhile, the accuracy in the identification

of maize disease images in practice is more easily affected

by such external factors as illumination, shadow and so on.

Besides, there are clear disparities in the corresponding pests

and diseases in different growth stages for maize, which adds

to the difficulty of identification significantly. At present,

deep learning has attracted increasing attention from many

researchers. It demonstrates obvious advantages over shallow

models both in feature extraction and identification. The

convolutional neural network (CNN) [13] structure has been

widely applied in a variety of different fields. With direct

input of the original data on maize image into the network,

CNN structure is capable to learn features from the train-

ing data automatically. but its advantages do not necessarily

ensure that it can address the previous problems, such as

maize leaf disease identification referred to in this paper.

Although manual feature extraction is avoided, the existence

of noise and unclear features in the original image of maize

could still result in error accumulation, whichmakes it impos-

sible to improve the identification accuracy of the network.

In order to address the above problems, a maize disease

identification method based on the combination of maize

leaf diseases feature enhancement and DMS-Robust Alexnet

method is proposed in this paper. Firstly, an image enhance-

ment method for maize leaves is suggested, which has the

capability to enhance the features of maize under a complex

environment. Then, The DMS-Robust Alexnet neural net-

work is introduced to classify and recognize the maize image

after the above process. As demonstrated by the experimental

results, in comparison with the traditional feature extraction

classification method and the neural network model without

the feature of image enhancement, this method is capable

to achieve a higher accuracy of identification. The proposed

method is clearly advantageous, and the contributions made

in this paper are summarized as follows.

1) A method that combines image enhancement and deep

learning for maize leaf recognition method is proposed,

which can achieve high-accuracy recognition of maize

leaf image in a complex environment.

2) DMS-Robust Alexnet for maize leaf image recogni-

tion and classification is proposed based on backbone

Alexnet architecture, several improvements have been

made to make sure our dataset can be well trained, thus

our method can perform better than the Alexnet and

other backbone architecture.

3) Compared with traditional classification methods and

deep neural network without image enhancement,

the proposed method achieves a high accuracy of clas-

sification and recognition.

II. RELATED WORK

In the most recent years, as the crop industry develops,

an increasing number of experts and scholars both at home

and abroad have started to explore how to identify crop

diseases in a quick yet effective way. A variety of dif-

ferent methods like digital image processing [14], support

vector machine (SVM) [15], and neural network [16] can

be applied to the detection and classification of leaf dis-

eases. Neto et al. [17] employed Fourier Description Factor

to describe plant leaves. Then, discriminant analysis was

conducted to classify four species of plants in which the

average correct recognition rate reached as high as 89.4%.

Ikorasaki et al. [18] developed an expert diagnosis system

for the diagnosis of maize crop diseases with the assistance

of Bayesian theorem, as a result of which the precision rate

reached 90%. Despite the positive recognition results that

have been obtained, the success rate of modeling recognition

for non-linear data remains very low, and the success rate of

modeling recognition in crop disease detection is far less than

unsatisfactory. Lv et al. [19] applied pulse coupled neural

network (PCNN) image segmentation method based on min-

imum cross-entropy to segment apple images. In their exper-

iments, 50 images were used for validation, 93% of which

were recognized accurately. Zhang et al. [20] segmented the

lesions and extracted the color, shape and texture features

of the lesions. Then, five maize leaves were identified by

applying k-nearest-neighbor (KNN) classification algorithm,

with the recognition accuracy reaching over 90%. Despite the

significant improvement to recognition performance, their

model remains susceptible to environmental impact. Besides,

over-segmentation is easy to occur, which has a negative

impact on the outcomes of recognition. Zhang et al. [21]

employed the SVM method to classify maize disease images

collected on mobile internet, with the best average recogni-

tion accuracy reaching 83.2%. Aravind et al. [22] applied the

gray level co-occurrence matrix to extract texture features of

maize leaf disease, and then used multi-class SVM to classify

maize diseases. The classification method based on SVM is

only suitable for small samples, and is incapable to achieve

high accuracy of recognition for large samples as only an

83.7% average accuracy was reached in their experiments.

From the above literature, it can be found out that the pre-

vious approaches to crop diseases identification are based on

the color and shape characteristics of the disease. They extract

the disease features within the range of visible light, and

then apply the classification methods to recognize diseases.

These methods are heavily dependent on skilled technicians

who have specialist knowledge to refine the types of disease.

In addition, for most recognition tasks, the images used in

experiments are frequently collected in highly demanding

environments where no interference from the external envi-

ronment is allowed. Therefore, picture collection in different

external environments will have a negative impact on the

test results. When new viruses are discovered, regardless of

whether the traditional feature extraction is divided or not,

the effectiveness of classification is difficult to ensure.

Deep learning has made remarkable achievements in the

field of recognition [23]–[31]. It can extract useful feature

representations from a large number of input images. Deep

learning is capable of timely and accurate identification of

crop diseases to achieve crop disease prevention. Not only

does it improve the accuracy of plant disease identification,
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but it also expands the scope of application for computer

vision in precision agriculture. Dechant et al. [32] trained

CNN to automatically recognize the northern leaf blight of

maize. This method addresses the problem of irregular phe-

nomena in field plant images. The precision of the scheme

reached as high as 96.7%. Sibiya et al. [33] applied CNN

to recognize and classify maize disease images captured by

mobile phones. The average recognition precision reached

92.85%. Brahimi et al. [34] collected about 15,000 images

of tomato leaf diseases and classified them into 9 diseases

based on Alexnet, which led to desirable recognition results.

Sladojevic et al. [35] collected over 4,000 disease images

on the network. Following data augmentation, more than

30000 image samples were obtained. They were classified

into 15 categories based on CafeNet, with the classification

precision ranging between 91% and 98%. In addition, some

researchers [36], [37] constructed different CNN models to

change the ratio between the training set and the testing set,

thus improving the accuracy in identifying maize diseases

to some extent. Despite the positive results produced by the

research above, the increasing sample size and the extended

time of training convergence have a negative impact on the

accuracy of recognition. In order to improve the accuracy

in identifying maize leaf disease, it is essential to design

a recognition model with a moderate sample size and high

recognition accuracy.

The original maize images collected from the actual agri-

cultural environment show various undesirable features due

to environmental and dust factors. The CNN model is inca-

pable to distinguish the importance of features. If such unde-

sirable features are learned by CNN, the classification results

will be severely affected. Allowing for this, a method based

on image enhancement and the DMS-Robust Alexnet is

proposed to identify maize leaf diseases. Our enhancement

method is capable to eliminate the noise of maize image in

practical applications while enhancing the maize lesion fea-

tures, and can achieve high-precision identification of maize

disease images.

III. MATERIALS AND METHODS

A. LESION FEATURES ENHANCEMENT AND DMS-ROBUST

ALEXNET

Maize disease image processing represents a crucial and

challenging task. The acquisition of high-quality disease

images often requires experienced professionals to shoot.

Meanwhile, it will incur a substantial amount of equipment

configuration costs and time cost over the course of trans-

mission, the image quality deteriorates due to the influence

of external environmental factors and equipment. In this case,

the disease image is blurred, the contrast decreases, and the

details are lost. Therefore, the original image obtained in a

complex environment needs to be denoised and enhanced.

Traditional image processing method cannot effectively pro-

cess the image information globally, and it is easy to produce

halos and graying under the condition of uneven lighting.

To resolve the problem that traditional image preprocess-

ing methods are difficult to achieve excellent global effect

in a complex environment in complex, an improved Retinex

enhancement method is proposed in this paper. Firstly,

the maize disease image is transformed from RGB space to

HSV space. Secondly, the value component V is transformed

into the wavelet domain. Thirdly, in the wavelet transform

the low-frequency coefficient is enhanced by applying the

improved Retinex image enhancement algorithm and the

high-frequency coefficient is denoised by using the Donoho

threshold method. Finally, S component is processed by seg-

mented logarithmic stretching to extract maize lesion fea-

tures for further improvement to the quality of maize disease

image.

The CNN is regarded as the best algorithm to extract

high-level semantic features. With more abstract features

extracted layer by layer from images, the CNN can achieve

superior performance in image classification. Thus, achieving

a superior performance in image classification. The typical

CNN include Google Net [38], ResNet [39], VGG [40], etc.

However, the network structure of these models is highly

complex and thus requires a large scale of maize images.

Besides, a large number of maize disease images are diffi-

cult to obtain, and the above CNN based networks are too

deep to be trained when only a small amount of training

data is available. To tackle this issue, a novel DMS-Robust

Alexnet based on Alexnet [41] backbone architecture is pro-

posed. AlexNet deepens the structure of the network on the

basis of LeNet, learning richer and higher-dimensional image

features, with 5 convolutional layers, 3 fully connected layers,

using Dropout to suppress overfitting, and using Relu as

the activation function. The improvements in DMS-Robust

Alexnet are as follows.

1) A recognition method that combines dilated con-

volution and multi-scale convolution fusion is pro-

posed. Meanwhile, the structure and parameters of the

DMS-Robust Alexnet are adjusted and optimized well

on our dataset.

2) The generalization ability and convergence speed of

network are improved with the addition of batch nor-

malization layer.

3) PRelu activation function is used instead of Relu or Sig-

moid activation function, and AdaBound is taken as the

optimizer of the network to improve the effectiveness

of learning convergence for the network.

The process of disease identification based on maize leaf

feature enhancement and DMS-Robust Alexnet is shown

in Figure 1.

FIGURE 1. Maize leaf feature enhancement and DMS-Robust Alexnet
framework flow chart.
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Firstly, the data set of maize leaf disease is obtained.

Secondly, all the data are enhanced to derive disease fea-

ture enhancement images. Thirdly, DMS-Robust Alexnet is

trained using the enhanced data set. Finally, the trained model

is applied to maize disease identification.

B. GRAPHIC GATHERING

In every single stage of maize disease identification, ranging

from the initial stage of image processing to the final stage

of evaluating the performance of the recognition algorithm,

the significance of data sets is self-evident.

In this paper, maize disease images are collected from

different sources, partly from those such as Plant Village, crop

disease data set of 2018 global AI challenge and Google web-

sites, in which different periods of the occurrence of maize

leaf diseases are covered. Partly in collaboration with Hunan

Academy of Agricultural Sciences of China, all images are

captured with Sony ILCE-7M2 under natural illumination.

The vertical distance between the camera and the maize

leaves ranges from 3 to 7 centimeters, and the images are

obtained from four different angles. For each image, the

sub-image containing the lesion is first obtained by manual

cropping, and the number of images is expanded by adjust-

ing angles and cutting appropriately. The collected images

are classified into corresponding categories by experts. The

number and proportional distribution ofmaize disease images

for each category are shown in Table 1.

TABLE 1. Number and proportion of maize diseases.

As is shown in Table1, the distribution of disease sam-

ples obtained is very uneven. In deep learning, the uneven

distribution of samples will affect the accuracy of model

recognition [42]. Therefore, 5 general ways are employed

to augment a small number of samples data: horizontal flip,

vertical flip, horizontal-vertical flip, random rotation, per-

spective transformation.

To avoid severe distortion of the transformed images,

the displacement of the corresponding points in the per-

spective transformation is limited to less than 10% of the

image’s side length, and the canvas size of the target image is

consistent with the source image. With this method, the size

of the small number of sample data is increased by five

times. The data augmentation methods are shown in Table 2.

TABLE 2. Date augmentation methods.

The number and proportion distribution of each category after

data augmentation are shown in Table 3.

TABLE 3. Number and proportion of maize diseases after data
augmentation.

C. MAIZE LEAF LESION FEATURE ENHANCEMENT

There are some irrelevant image information in both

healthy and diseased maize images. The image preprocess-

ing function is purposed, which has following advantages:

1). Enhancing the task-related feature information.

2). Removing irrelevant information to the maximum extent.

3). Improving the reliability of image recognition. At present,

there are two major image enhancement methods for maize

lesion feature in complex environment, which are image

fusion and image enhancement. The method of maize dis-

ease feature enhancement based on image enhancement is

characterized by simplicity, effectiveness and widespread

applications. It is almost applicable in color images and on

non-fixed real agricultural occasions. It mainly includes his-

togram method, Retinex [43] principle method and wavelet-

based method. Retinex algorithm is known as an image

enhancement method characterized by sharpening, constant

color, large dynamic range compression, and high color

fidelity. However, as the traditional Retinex algorithm relies

on Gauss filter to estimate the irradiation component of maize

image, it is easy to blur the maize image, cause part of the

information to be lost, and make the lesion features less

obvious. The algorithm based on Retinex is premised on

gray-world assumption. Not only is enhancement processing

in RGB color space easy to cause image color distortion,

VOLUME 8, 2020 57955



M. Lv et al.: Maize Leaf Disease Identification Based on Feature Enhancement and DMS-Robust Alexnet

it also requires a large amount of calculation and results in

low efficiency. In the wavelet domain, the global informa-

tion and contour information of maize disease images are

primarily distributed in the low-frequency region, while the

local information, details information and noise of maize

disease image are mostly distributed in the high-frequency

region, as a result of which maize disease image can be

transformed into the wavelet domain, before being processed

in the high-frequency region and the low-frequency region

with different methods. Depending on the different spectral

characteristics, better processing effect can be achieved by

wavelet transform.

With consideration given to the advantages of wavelet

transform and the drawbacks of Retinex algorithm, a novel

algorithm for maize image enhancement called WT-DIR

(Wavelet transformDonoho threshold and improved Retinex)

is proposed. Firstly, the image ofmaize disease is transformed

from RGB space to HSV space, the value component V

is wavelet transformed, the low-frequency coefficients are

enhanced by applying the improved Retinex image enhance-

ment algorithm, and the high-frequency coefficients are

denoised by using Donoho threshold method. Finally,

the noise of maize image is reduced and the lesion features

are enhanced by WT-DIR. For improvement to the details

of maize leaf disease features, saturation component S is

processed by segmented logarithmic stretching to extract

maize lesion information, which is aimed at further improv-

ing the quality of maize disease image. The flow chart of the

algorithm is illustrated in Figure 2.

FIGURE 2. Image enhancement for maize disease images.

1) WT-DIR ALGORITHM

The WT-DIR algorithm can act as following three steps:

Step 1 (Choosing the Wavelet Basis Function): Due to the

variations of ability that wavelet bases have to perform time-

frequency localization and multi-resolution analysis, differ-

ent wavelet bases that degrade the samemaize leaf image will

lead to different results, thus affecting the later recognition

task. Therefore, the selection of wavelet bases plays a sig-

nificant role in maize image degradation. Sym [44] wavelet

demonstrates better symmetry and less phase shift in recon-

struction, which makes it better suited to image processing.

Therefore, sym4wavelet is chosen in this paper to decompose

image.

Step 2 (The Improved Retinex Algorithm): Following illu-

mination estimation of low-frequency coefficients of maize

image decomposed by wavelet transform, halo phenomenon

is easy to occur. In this paper, a guided filter with edge-

preserving property is employed to operate the maize disease

image, based on which the illumination component image

of maize image is obtained. In line with Retinex principle,

the reflection component image is derived from logarithmic

transformation. Then, the reflection component is corrected

by Gamma transform. The above operations are repeated

if the result of Gamma transform falls short of the signal

noise ratio (SNR) threshold. The flow chart is illustrated

in Figure 3.

FIGURE 3. The improved Retinex algorithm.

In the improved Retinex algorithm, the low-frequency

part of V in the wavelet domain (which is later collectively

referred to as the low-frequency image of maize) is regarded

as the product of illumination component L(x, y) and reflec-

tion component R(x, y) as follows.

I (x, y) = L(x, y) × R(x, y) (1)

where (x, y) represents the two-dimensional coordinate of

the low-frequency component of the maize image following

wavelet transform. Usually, the reflection component R(x, y)

is the clear image that requires solution, and there is a

necessity for the estimation of R(x, y) to be converted to the

logarithmic domain.

log R̃(x, y) = log I (x, y) − log L̃(x, y) (2)

R̃(x, y) and L̃(x, y) represent the estimated values of reflec-

tion and irradiation components of low frequency of maize

image. Equation (2) demonstrates that color constancy can be

achieved when the low-frequency image of maize is indepen-

dent of the influence exerted by ambient light. It is essential

to calculate the illumination component of the estimated

reflection component with high frequency information. The

illumination component of low-frequency of maize image is

estimated using the idea of center-around as follows.

L̃(x, y) = I (x, y)∗F(x, y) (3)

where ∗ indicates convolution operation, and F denotes

center-around function. In general, the center-around func-

tion shows robust capability of dynamic compression, such

as Gauss function, which is purposed to simulate the slow

signal transformation in the original maize image.

As shown in the above calculation process, the Gauss oper-

ator of Retinex algorithm is incapable to estimate illumination

well. The significant illumination changes lead to the occur-

rence of halo phenomenon, and the range of bright region will

be compressed by the logarithmic processing, which results in

partial loss. In order to address the problems, the guided filter

is employed to optimize Retinex.With the idea of least square
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method, Guided filtering takes into account the phenomenon

of sudden change to illumination in the image, for operations

through box filter and integral image technology. The speed

of execution is irrelevant to the size of the filter window, and

the efficiency in estimating illumination component is high,

as a result of which the halo phenomenon of maize image

can be reduced to a certain extent. The solution of reflection

component based on guided filter can be expressed as follows.

R̃V (x, y) = log IV (x, y) − log [f (IV (x, y))] (4)

where (x, y) indicates the two-dimensional coordinate of

the low-frequency component of the maize image, R̃V (x, y)

denotes reflection component, f represents the guided filter

function and IV (x, y) refers to the value component of maize

image in HSV space. The guided filter function can be viewed

as local linear model as follows.

qj = ak IV ,j + bk (5)

where qj represents the result of linear transform, and

k denotes the center pixel of window ωk . In window ωk ,

coefficients ak and bk are constant, which can be calculated

as follows.

ak =

1
Nωk

∑

j∈ωk

I2v,j − µ2
k

σ 2
k + δ

(6)

bk = (1 − ak) µk (7)

where µk and σk denote the mean and standard deviation

in window ωk respectively. Nωk indicates the total pixels

in window ωk . δ represents regularize, which can be used

to indicate the degree of balance smoothness and margin

maintenance. The bigger the δ, the better the smoothness but

theworse themarginmaintenance. In order to obtain stable qj,

the image needs to be averaged, as a result of which the linear

model of equation (5) can be applied to the entire image of

maize disease, and the guided filter function can be derived

as follows.

fj (IV (x, y)) = 1

Nωk

∑

k,j∈ωk

(

ak
∗IV ,j(x, y) + bk

)

(8)

With Equation (8) substituted into Equation (4), the esti-

mated value R̃′
V (x, y) of reflection component of maize image

is obtained from inverse logarithmic transformation.

R̃′
V (x, y) = exp

(

R̃V (x, y)
)

(9)

After the above processing, the maize image will be made

darker, and the quality of maize image needs to be improved.

In this paper, a non-linear global Gamma correction method

is applied to adjust the brightness of maize image as follows.

RV (x, y) =
(

R̃′
V (x, y)

)1/γ
, (10)

where γ represents a correction parameter, the range of which

is [1, +∞). In this paper, in order to make the final maize

disease image the same as the original scene, there is no

distortion, the empirical value is 3.

Step 3 (Donoho Soft Threshold in Wavelet Transform):

In the wavelet domain, the noise of maize disease image is

concentrated in the high frequency component, which cor-

responds to the wavelet coefficients with a lower absolute

value. Generally speaking, there are two kinds of threshold-

ing functions, which are hard thresholding function and soft

thresholding function. Nevertheless, the poor continuity of

the estimated wavelet coefficients resulting from hard thresh-

olding has a potential to cause oscillation of reconstructed

signals. The image will be subject to distortion as a result of

ringing and pseudo-Gibbs effect, which will have a negative

impact on the image recognition task of maize diseases in

the later stage. The key to wavelet threshold denoising lies in

threshold selection. Only by choosing the appropriate thresh-

old, can a desirable denoising effect be achieved. In this paper,

Donoho wavelet soft thresholding is involved to suppress the

noise of maize disease image, which addresses the drawbacks

of general wavelet threshold denoising that there is a single

threshold with poor self-adaptation. Donoho et al. [45] came

up with a threshold denoising method as selected by the

following equation.

δ = σ
√
2 lnN , (11)

where σ indicates standard deviation of noise, N denotes the

length of signal, and δ refers to the desirable threshold.

Following wavelet transform, the V component f (x, y)

of maize image is decomposed into a number of different

scales, and the non-linear threshold at jth scale is defined as

follows.

δ = σj
√

[2 log(j+ 1)]/j j = 1, 2, 3, · · · ,N (12)

where σj indicates the standard variance of noise in high

frequency image of Maize at jth scale, and can represent the

measurement of noise intensity at this scale. Considering the

multi-scale characteristics of signal and noise, the method

chooses appropriate threshold to compress the wavelet coef-

ficients on different scales in the wavelet transform domain,

based on which the denoised maize disease image is obtained

by inverse wavelet transform. Not only is it effective in

removing the noise of maize disease image, it also retains the

necessary details of the image. This process is thus believed

as conducive to carrying out further analysis of the maize

disease image.

2) PIECEWISE LOG TRANSFORMATION

In order to improve the contrast of maize image while making

the maize lesion image clearer, the saturation image is split

into four different regions in this paper, including 0 < S < 0.

25, 0. 25< S< 0. 5, 0. 5< S< 0. 75 and 0. 75< S< 1, which

can either maintain or appropriately reduce the area with high

saturation, while improving the area with low saturation to

enhance image saturation. A piecewise logarithmic transfor-

mation is performed to enhance the saturation component,
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as shown in equation (13).

S(x, y) =



















w1 × log[1 + S(x, y)] 0 < S(x, y) 6 0.25

w2 × log[1 + S(x, y)] 0.25 < S(x, y) 6 0.5

w3 × log[1 + S(x, y)] 0.5 < S(x, y) 6 0.75

log[1 + S(x, y)] 0.75 < S(x, y) 6 1

(13)

where w1, w2 and w3 represent coefficients. S(x, y) denotes

the saturation component. Finally, the S component, V com-

ponent and original H component are transformed to RGB

space, for the purpose of subsequent disease recognition. The

maize leaf lesion feature enhancement results are presented

in Figure 4.

FIGURE 4. Comparison of image enhancement results with original
images; (a) (d) are northern leaf blight; (b) (e) are gray leaf spot;
(c) (f) are common rust; (g) (j) are zinc deficiency; (h) (k) are fall army
worm; (i) (l) are round spot. where the first row are original disease
images, and the second row are enhancement results.

D. DMS-ROBUST ALEXNET

For improvement to the learning effect of the network and

reduction in the complexity of the network, dilated con-

volution and multi-scale convolution neural network based

on Alexnet is introduced. The DMS-Robust Alexnet is con-

structed where PRelu activation function and Adabound opti-

mizer are selected. The DMS-Robust Alexnet can be effective

in improving the robustness and recognition accuracy of the

network model, while reducing over-fitting.

The DMS-Robust Alexnet network structure consists of

five convolution layers, along with a Multi-scale convolution

module and three fully-connected layers. The first convo-

lution layer relies on void convolution to ensure a wider

range of feature extraction. Multi-scale convolution applies

multi-scale convolution kernels to obtain features of different

scales and reduce the costs incurred by network computation.

The last convolution layer integrates the previously-extracted

FIGURE 5. Architecture of the DMS-Robust Alexnet.

features, and the three fully connection layers perform a

classification function.

The DMS-Robust Alexnet network architecture is illus-

trated in Figure 5. It contains 5 convolution layers, one

multi-scale convolution module and three fully connected

layers. Following each convolution layer are the BN (Batch

normalization) layers, which are capable to improve the

generalization ability of the model, avoid over-fitting and

improve the robustness of the network. In the first convolution

layer, the dilated convolution is performed to derive greater

receptive field. The multi-scale convolution module is set

before the last convolution layer based on our summarized

experience. The DMS-Robust Alexnet model is defined as

follows:

1. The first layer is composed of an input layer and a BN

layer. The BN layer processes the input image, which

can improve the generalization ability of themodel, and

accelerate the convergence speed of the network.

2. The second layer is composed of convolutionmodule 1,

in which Conv1 consists of 64 filters and a kernel size

of 11 × 11 pixels. Conv1 is extended by using the

dilated convolution to improve the feature extraction

ability of maize diseases. In addition, PReLu activation

function is adopted to handle the issue of vanishing

gradients. The type of pooling layer 1 is the max pool-

ing layer, whose kernel is 3 × 3, and stride is 2. After

pooling, the BN processing is carried out.

3. The third layer is composed of convolution module 2,

among which Conv2 is composed of 192 filters with

kernel sizes of 5×5 pixels, using PRelu operation. Pool

layer 2 is the max pooling layer, the kernel is 3×3, and

the stride is 2. After pooling, BN is carried out.

4. The fourth layer is composed of convolution module 3,

in which Conv3 consists of 384 filters with a kernel size

of 3× 3 pixels, assisted by using PRelu operation. The

type of pooling layer 3 is the max pooling layer, whose

kernel is 3 × 3, and stride is 2. After pooling, BN is

carried out.

5. The fifth layer is composed of convolution module 4,

in which Conv4 consists of 256 filters with a kernel size
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of 3× 3 pixels. assisted by using The PRelu operation.

After pooling, BN is performed.

6. The sixth layer is composed of multi-scale convolution

modules, in which the number of filters (from top to

bottom) of the first layer of multi-scale convolution is

96 and 16, respectively, whose kernel size is 1×1. The

activation function is PRelu. The second layer sum of

multi-scale convolution (from top to bottom) is 64, 128,

128, and 128, respectively, whose kernel size is 1 × 1,

3 × 3, 5 × 5, 1 × 1, respectively. After collection, it is

processed by the concatenate layer.

7. The seventh layer is composed of convolution mod-

ule 5, in which Conv5 consists of 256 filters with

a kernel size of 3 × 3 pixels. As above, the PRelu

operation is used, and the collection is processed by the

BN layer.

8. The first fully connected layer contains 200 neurons,

which is then processed by both a PReLU operation and

a dropout operation.

9. The second fully connected layer contains 100 neurons

which is then processed by a PReLU operation and a

dropout operation.

10. The last fully connection layer contains seven neurons,

standing for the number of maize leaf disease cate-

gories. The output of the last fully connection layer is

then transmitted to the output layer to determine the

classification of the input image. Finally, a softmax

activation function is used, consequently making the

sum of the output values equal to 1.0 and limiting

the single output to a value between 0-1. The soft-

max function is an appropriate implementation into

DMS-Robust Alexnet because it accounts for the rel-

ative magnitudes of all outputs. The process of DMS

robustAlexnet is shown in Figure 6. Layer parameters

for the DMS-Robust Alexnet are shown in Table 4.

1) DILATED CONVOLUTION

The features of maize diseases are changeable, and there are

significant distinctions in different stages of growth. There-

fore, a wider range of feature extraction is deemed necessary.

In view of the above problems, this paper adopts dilated

convolution in the first layer, for its capability to increase the

receptive field of the model, which is conducive to enhancing

the extraction ability of the model, and avoiding the sig-

nificant changes in the parameters of the latter layer [46].

Dilated convolution is known as amethod of data sampling on

feature maps, which can increase the receptive field without

any compromise on resolution and compensate for the loss

of information. The receptive field is the size of the region

mapped on the original image by the pixels on the feature

map output from each layer of the network. The calculation

of the receptive field is shown as follows.

r2i+1 = [(ri − 1) + (2l + 1)]2 (14)

where ri denotes the Edge length of receptive field in i
th layer,

l denotes the expansion coefficient of dilated convolution.

FIGURE 6. The process of the DMS-Robust Alexnet.

FIGURE 7. Examples of dilated convolution with different coefficients:
(a) Expansion coefficient is 1; (b) Expansion coefficient is 2; (c) Expansion
coefficient is 4.

The examples of dilated convolution with different coeffi-

cients are presented in Figure 7. It can be seen that with the

same kernel size 3 × 3, different expansion coefficient can

lead to different receptive fields. In Figure 7(a), the coeffi-

cient is 1, which shows no difference with traditional convo-

lution. In Figure 7(b), the coefficient is 2, and the receptive

field is expanded to 7× 7. In Figure 7(c), then the coefficient

is 4, and the receptive field is expanded to 15 × 15.

2) MULTI-SCALE CONVOLUTION

An improvement to the accuracy of maize disease identifica-

tion is desirable. Deep learning usually improves the accuracy

of recognition by increasing both network depth and network

parameters. Nevertheless, only increasing the network is pos-

sible to result in over-fitting and increased computational
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FIGURE 8. The architecture of multi-scale convolution module.

complexity. To solve this problem, Multi-scale convolution

module was developed. If only convolution cores with multi-

ple sizes are introduced, a large number of additional param-

eters will be introduced, thus making the model inefficient.

Inspired by Network In Network [47], some 1×1 convolution

kernels are used in Multi-scale convolution module.

The traditional neural network is usually a stack of con-

volution layers, with each layer using only one size for con-

volution core. In fact, the same feature map can use multiple

convolution kernels of different sizes to obtain the features

of different scales, before these features are combined. The

resulting features are often better than if a single convolution

core is used. As the size of convolution kernel of 3 × 3 and

5 × 5 is large and convolution, a lot of parameters will be

involved in the convolution. Therefore, in order to reduce the

parameters of 3 × 3, 5 × 5 convolution, a 1 × 1 convolution

is added to reduce the dimension of the feature, and the max

pooling is applied to capture different features.

The architecture of multi-scale convolution is illustrated

in Figure 8. The main idea of the multi-scale convolution is

based on determining how an optimal local sparse structure

in a convolutional vision network can be approximated and

covered by readily available dense components. In order to

prevent patch alignment issues, current incarnations of the

architecture are restricted to filter sizes 1×1, 3×3 and 5×5.

It means that the suggested architecture is a combination of all

those layers with their output filter banks concatenated into a

single output vector providing the input for the next layer.

3) BATCH NORMALIZATION

The features of maize lesions are complex and variable. The

neural network learning speed is low or even difficult to

learn. Meanwhile, as the neural network structure continues

to deepen, the distribution of hidden layer data has undergone

significant changes and even fluctuations, which will have a

negative impact on the stability of the network. On this paper,

the BN algorithm, which normalizes the data of each layer to

a mean of 0 and a standard deviation of 1, is applied. This

is purposed to ensure data stability and makes it easier and

more stable to train deep network models, while improving

the capability of network generalization. The BN algorithm

calculates the mean and variance of each batch samples as

follows.

µ = 1

n

n
∑

i=1

xi (15)

σ = 1

n

n
∑

i=1

(xi − µ)2 (16)

where µ and σ represent the mean and standard deviation of

each batch samples X . It is followed by batch normalization.

x̂i = xi − µ√
σ 2 + ε

(17)

where ε is constant to prevent the fractal from failing in case

the standard deviation is zero.

4) ACTIVATION FUNCTION

Due to the interference caused by sunlight, fog and dust,

the intensity range of pixel signal in maize disease image

is extremely wide. Sigmoid function, which is used in tradi-

tional networks on a frequent basis, shows a tendency to slow

down the gradient change in the saturated region and cause it

to approach zero gradually, thus leading to the disappearance

of gradient. Relu function exhibits a faster convergence speed

than Sigmoid and tanh function, and the gradient will not be

saturated. It is possible to cause the phenomenon of ‘‘gradient

disappearance’’ in the training of neural network. A problem

is that, the gradient after a neuron is always zero and ceases

to respond to any data. To resolve the problems as men-

tioned above, PRelu activation function rather than Sigmoid

and Relu activation function is utilized in the DMS-Robust

Alexnet. Its mathematical expression is shown as follows

PRelu (x) =
{

x if x > 0

ax if x 6 0
(18)

where x indicates the output value of a neuron, and a denotes

the hyper parameter, which is set to 0.25 in our experiments.

The difference between PRelu function and Relu function is

that, when the input signal is less than 0, the value of PRelu

function is a function with a smaller slope, which changes the

distribution of data and retains some values of the negative

axis. As a consequence of that, the negative information will

not be lost completely. Thus, the information loss of maize

disease image is avoided.

5) OPTIMIZER OF NETWORK

At present, SGD and Adam are commonly applied as opti-

mizers in the field of deep learning. However, in the process

of training network, the convergence speed of SGD is low

in the early stage. Meanwhile, SGD presents difficulty in

the selection of an appropriate learning rate for the task of

maize leaf disease identification. When training data is made

sparse, SGD has a possibility to result in poor performance

and limited training speed. Moreover, SGD is susceptible

to the convergence to local optimum and could be trapped

at saddle point. In addition, Momentum and Nesterov [48]

optimization methods are capable to make gradient updating
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more flexible. Despite this, these artificial set learning rates

are difficult to operate compared with adaptive learning rates.

Among the methods of adaptive learning rate, Adam has been

accepted as the default algorithm for many deep learning

frameworks due to its fast training speed [49]. However, due

to the complex and constant-changing shooting environment

of maize image and the significant difference of disease in

different periods, the learning rate of Adam adaptive method

is lacking in consistency.

In order to address the low convergence speed of SGD

and the poor generalization ability of Adam, Adabound [50]

optimizer is selected according to the characteristics of maize

disease image. AdaBound is an optimizer that behaves like

Adam at the start to training, and gradually transforms to SGD

at the end. Adabound demonstrates apparent advantages in

processing sparse data and dealing with non-linear targets.

More crucially, it requires less memory. For each parameter,

the self-adaptive learning rate is calculated, which also has

a positive effect on non-convex optimization, large data sets

and high-dimensional space.

IV. APPLICATION AND RESULTS ANALYSIS

A. EVALUATION METRICS

In order to better evaluate the performance of our model,

F1, the average precision, average recall rate and average

accuracy are taken as the evaluation metrics, the details of

which are shown as follows.

F1(i) = 2PiRi/(Pi + Ri) (19)

Pi = TPi/(TPi + FPi); Ri = TPi/(TPi + FNi) (20)

P =

ncl
∑

i=1

Pi

ncl
; R =

ncl
∑

i=1

Ri

ncl
; F1 =

ncl
∑

i=1

F1(i)

ncl
;

AA = 1

nc1

nc1
∑

i=1

nii

ni
(21)

where P denotes precision, R means recall, and AA indi-

cates the average accuracy. ncl refers to the total number of

instances, i represents the category index, and ni denotes the

number of the ith class. nii indicates the number of accurate

prediction in ith class, where the first subscript i represents the

class index, and the second subscript i refers to the prediction

result. TPi stands for TP in the ith class. TPi and FNi are

identical to TPi.

B. EXPERIMENTS SETUP

The data set used in this paper consists of 7 classes, involving

a total of 12227 pieces. The memory of the experimental

platform is 16 GB. It is equipped with Core i7-7770KCPU@

4.00 GHz X8 processor, Nvidia Geforce GTX 1080Ti GPU,

Windows 10 64bit operating system and pytorch deep learn-

ing framework. In addition, in order to improve recognition

effect, the input image is set to 256 × 256.

TABLE 4. The configuration of DMS-Robust Alexnet.
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The weights of all layers are initialized by the Gauss distri-

bution in the first place. With the hardware performance and

training time taken into account, the number of batch samples

for validation and training is set to 64, and the initial learning

rate is 0.001. Each 200 epochs serve as a training session. The

configuration of DMS-Robust Alexnet is shown in Table 4.

C. PERFORMANCE AND ANALYSIS

In this section, the experimental results obtained by applying

our method are introduced in detail, and the performance

under different experimental conditions is analyzed. The

main work is as follows. Firstly, the improved DMS-Robust

Alexnet model is compared with the original Alexnet model.

Secondly, experiments on the effects of image enhancement

algorithms on model performance. Thirdly, an experiment is

conducted to validate the effects of the choice of activation

function and optimization method. Finally, a comparison is

performed with other methods used in the same field.

1) COMPARISON DMS-ROBUST ALEXNET WITH ORIGINAL

ALEXNET

To enhance the contrast of experiments, two indexes of loss

process for the two models. Both model inputs are pro-

cessed by using the improved image enhancement method.

Expanded data sets with a scale of 8:2 is trained and validated.

The results of validation after each training iteration using

Alexnet and the DMS-Robust Alexnet models are compared

in Figure 9.

From Figure 9(a) and Figure 9(c), when accuracy shows

a tendency to converge, Alexnet’s recognition accuracy

reaches 91.83%. The recognition accuracy of DMS-Robust

Alexnet reaches 98.62%. Under the identical conditions, the

DMS-Robust Alexnet is clearly superior to Alexnet. It can

be seen from Figure 9 that Alexnet model achieves the accu-

racy of regional convergence in the 60th iteration. However,

the accuracy still experiences significant fluctuations in the

following iterations, which indicates that Alexnet is incon-

sistent in training. In addition, Alexnet model requires more

iterations to achieve ideal recognition accuracy. With the

DMS-Robust Alexnet model concerned, as the number of

iterations is on the rise, the model is continuous and quick

to reach a higher recognition accuracy. In the 60th itera-

tion, the recognition rate of regional convergence is reached,

and the fluctuation is gradually reduced, suggesting that the

network structure is capable to converge in a quicker and

smoother way.

From Figure 9(b) and Figure 9(d), it can be seen that the

minimum loss of Alexnet model is approximately 0.20. In the

training process, however, the loss will suddenly increase in

some cases, such as in the 46th and 92th iterations. The loss

continues to fluctuate considerably as training progresses.

Finally, the training is terminated after the 200th iteration

is complete. The DMS-Robust Alexnet model achieves a

minimum loss of about 0.02. As the process of training pro-

ceeds, the loss is reduced gradually, the fluctuation gradually

FIGURE 9. Comparison between Alexnet and DMS-Robust Alexnet:
(a) Accuracy of Alexnet; (b) Mean loss of Alexnet; (c) Accuracy of
DMS-Robust Alexnet; (d) Mean loss of DMS-Robust Alexnet.
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stabilizes, and the training is also terminated after 200 iter-

ations, which demonstrates that DMS-Robust Alexnet has

faster convergence speed and more robustness than Alexnet

model.

Generally speaking, compared with Alexnet, not only does

the DMS-Robust Alexnet achieve higher recognition accu-

racy and consistent learning process, it also shows faster

convergence and more robustness under the identical training

conditions.

From Table 5, it can be seen that the average precision,

recall and value of the DMS-Robust Alexnet for seven types

of maize images are higher than those of the original Alexnet

model, and the average F1 value is 6 percentage points higher

than that of Alexnet model, with a maximum of 98.80%.

The experimental results are considered as compliant with

the practical application requirements of effective identifi-

cation of maize diseases. As demonstrated by the results,

the DMS-Robust Alexnet can be adequate to extract the

abstract features, and more capable of feature extraction and

generalization.

TABLE 5. Comparison of different network iterations and training time.

2) EFFECT OF IMAGE ENHANCEMENT ALGORITHMS ON

MODEL PERFORMANCE

In order to analyze the effects of the proposed image enhance-

ment algorithm, in this experiment, 80% standard datasets are

used to conduct DMS-Robust Alexnet training with enhanced

and no enhancement experiments respectively, and it is val-

idated with 20% standard datasets. The result is presented

in Figure 10.

In Figure 10, the recognition ability without image

enhancement is only capable to reach 96.36%.When the con-

ditions are identical, after applying the improved enhance-

ment algorithm, the highest accuracy can increase to 99.12%,

and the lowest accuracy can rise to 97.82%. Seven kinds

of maize images are recognized by the enhanced algorithm,

FIGURE 10. The effect of image enhancement.

and the accuracy is 2.0, 2.9, 2.4, 2.4, 3.0, 1.7 and 1.5 per-

centage points higher. The recognition accuracy is improved

significantly by applying the enhancement algorithm, which

demonstrates that the model will accumulate noise in the

process of learning due to the limitation of its anti-jamming

ability. When the accumulation reaches a certain level, it will

have a significant impact on the recognition results. There-

fore, our image enhancement algorithm is validated effec-

tively in improving recognition accuracy in practice.

3) EFFECTS OF OPTIMIZER AND ACTIVATION FUNCTION

Normally, the original Alexnet model uses Relu function or

Sigmoid function and the optimizer uses Adam. Considering

the complexity of the experiment, this paper chooses different

optimizers (Adam, Adabound) and different activation func-

tions (Relu, Sigmoid, PRelu) to validate the performance of

DMS-Robust Alexnet.

Schemas with different optimizer and activation function

can be viewed in Table 6. To validate the effect of opti-

mizer selection and unify activation function, the comparison

schemes include 1 - 5, 3 - 4 and 2 - 6. From the results of

loss and F1, it can be seen that although the F1 of scheme 1 is

0.53 percentage points higher than that of scheme 5, the loss

remains higher than that of scheme 5. Other schemes 4 and 6

using Adabound are superior to those using Adam. In addi-

tion, the influence of activation function is compared to unify

the optimizer. The comparison scheme includes 1-2-3 and

4-5-6. It can be seen from the table that the loss of scheme 3

using PRelu function is reduced as compared to that of

TABLE 6. The configuration of DMS-Robust Alexnet.
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scheme 1 and 2. The F1 and loss of scheme 4 are better

than those of scheme 5 and 6. Compared with other schemes,

the loss of scheme 4 is closer to 0, and F1 reaches 97.89%,

indicating excellent performance. The performance of the

model is improved substantially. The model in this paper

finally decides to take Adabound as the optimizer and PRelu

as the activation function.

4) COMPARISON WITH BASELINE METHODS

For further analysis of the performance of DMS-Robust

Alexnet, a comparison is performed with GA-SVM [51],

SEG-KNN [20], SIMPLE-CNN [33], VGGNet [40],

GoogleNet [52] and ResNet [53], maize disease recognition

baselines. The comparison results are indicated in Table 7.

SEG-KNN employs a binarization method to segment the

image, and then extracts the color features, shape features

and texture features as the input of the KNN classifier to

identify the lesions of maize leaves. GA-SVM extracted

20-dimensional maize leaf statistical characteristics, and the

genetic algorithm was applied to obtain penalty factor and

kernel function type of SVM. As revealed by the experi-

mental results, the improved SVM using genetic algorithm is

superior to the ordinary SVM. SIMPLE-CNN constructs two

convolution layers and two fully connected layers to identify

maize leaf lesions. The structure is simple and easy to train,

whichmakes it suitable for small data sets. VGGNet improves

Alexnet by replacing large kernel-sized filters (11 and 5 in

the first and second convolutional layer, respectively) with

multiple 3 × 3 kernel-sized filters one after another. In this

paper, the VGG16 network model is used for comparison.

GoogleNet has 9 inception modules stacked linearly, with

a global average pooling at the end of the last inception

module which is 22 layers deep. To deal with the vanishing

gradient issue for very deep architecture, ResNet is proposed,

which utilizes the identity shortcut connection to skip one

or more layers. In this paper, considering the size of our

maize leaf disease dataset, ResNet50 is adopted. SEG-KNN

and GA-SVM are involved to identify maize leaf lesions

through a combination of traditional feature extraction and

classifier. The proposed method and other method adopt the

deep convolution neural network model.

TABLE 7. Comparison with baseline methods.

From the result, it can be seen that the deep neural

network model is capable of achieving higher recognition

accuracy than traditional classifiers (SEG-KNN, GA-SVM).

SIMPLE-CNN has higher accuracy than SEG-KNN and

GA-SVM but has a lower accuracy than other deep models.

For ResNet50, the accuracy is 95.47%, with 3.29% lower

than the proposed method. For GoogleNet, the result is

94.06%, which is a bit lower than ResNet50. For VGG16,

it can only reach 93.98%. Specifically, proposed the DMS-

Robust Alexnet relies on dilated convolution and multi-scale

convolution to better extract the complex and changeable

lesions. Finally, 98.62% of accuracy is achieved in the exper-

iment. The DMS-Robust Alexnet is thus clearly superior to

other baselines. We analyze why our proposed DMS-Robust

Alexnet is better than other deep models for the follow-

ing reasons: 1). Because of our maize leaf disease dataset

only with 12227 samples, compared with other large-scale

open datasets, which is very small. ResNet, GoogleNet,

and VGGNet are designed for the large-scale dataset. The

DMS-Robust Alexnet is a well-designed structure for our

dataset. 2). DMS-Robust Alexnet adopts dilated convolu-

tion in the first layer to increase the receptive field of the

model, thus enhancing the extraction ability of the model

and avoiding the significant changes in the parameters of

the latter layer. In addition, the introduction of Multi-Scale

Convolution extraction features can more accurately charac-

terize different diseases, which helps improve the accuracy

of disease recognition at different stages of diseases 3). the

proposed model is combined with a designed maize leaf

feature enhancement framework.

V. CONCLUSION

As computer technology and machine vision technology

advance, experts and scholars both at home and abroad

have conducted extensive research into image analysis tech-

nology. In the most recent years, the leaf disease recogni-

tion based on deep learning has been met with increasingly

widespread applications in the field of crop disease detec-

tion. In order for improved accuracy and effectiveness in

image recognition for maize leaf disease, a method devised

based on image enhancement and DMS-Robust Alexnet is

proposed in this paper to identify maize leaf diseases. This

method demonstrates the capability to identify and distin-

guish between healthy leaves and six different diseases of

maize leaves. Firstly, the characteristics ofmaize leaf diseases

are enhanced. Then, DMS-Robust Alexnet is constructed for

the purpose of recognition and classification, with the accu-

racy of recognition reaching as high as 98.62%. As revealed

by the experimental results, the suggested method eliminates

the need to select the specific features. Therefore, it is con-

sidered as suited to the identification of maize leaf disease

images. More crucially, it is capable to achieve the desired

accuracy and effect, and the model after training is easy

to use. Therefore, it opens up a new possibility to prevent and

control crop diseases.
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In the future, more types of maize pests and diseases

will be identified, Meanwhile, in order to assist agricultural

practitioners in making a quick and reasonable judgment of

the information on crop disease, this method will be extended

to the cloud, and obtain crop images through UAV cameras,

with the aim to facilitate a rapid and reasonable judgment of

crop disease information.
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