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Abstract

Majorana fermions and Dirac edge states in topological phases

by

Vasudha Bhimsen Shivamoggi

Doctor of Philosophy in Physics

University of California, Berkeley

Professor J. E. Moore, Chair

In part 1, we study a realization of a chain of Majorana bound states at the interfaces
between alternating ferromagnetic and superconducting regions at a quantum spin Hall in-
sulator edge. In the limit of well separated Majoranas, the system can be mapped to the
transverse field Ising model. The disordered critical point can be reached by tuning the
relative magnitude or phases of the ferromagnetic and superconducting order parameters.
We compute the voltage dependence of the tunneling current from a metallic tip into the
Majorana chain as a direct probe of the random critical state. In part 2, we present an
analytic prescription for computing the edge dispersion E(k) of a tight-binding Dirac Hamil-
tonian terminated at an abrupt crystalline edge. Specifically, we consider translationally
invariant Dirac Hamiltonians with nearest-layer interaction. We present and prove a geo-
metric formula that relates the existence of surface states as well as their energy dispersion
to properties of the bulk Hamiltonian. We further prove the bulk-boundary correspondence
between the Chern number and the chiral edge modes for quantum Hall systems within
the class of Hamiltonians studied in the paper. Our results can be extended to the case
of continuum theories which are quadratic in the momentum, as well as other symmetry
classes.
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Chapter 1

Introduction

On an unremarkable day in 1938, a young man boarded a ship from Palermo to
Naples, Italy, and was never heard from again. Ettore Majorana, styled by Fermi as one of
the true geniuses of physics on par with Galileo and Newton, had a brilliant if brief career.
His most ground-breaking work was the prediction of a fermion equal to its own antiparticle.
Though the result lay forgotten for decades, recent years have seen a revival in the fortunes
of the Majorana fermion. Current experiments are investigating the Majorana nature of
the neutrino, Majorana’s original suggestion for his particle. If observed as a fundamental
particle, Majorana’s theory could force a rethinking of the idea of lepton conservation.

The other branch of promising developments, Majorana fermions as emergent ex-
citations in condensed matter systems, is the focus of part 1 of this thesis. What makes
them of fundamental interest in this context is the fact that they are fractional excitations,
but in an unusual sense. In contrast to the fractionally charged excitations of fractional
quantum Hall (FQH) states, a Majorana fermion is charge-neutral and describes half the
degrees of freedom as a usual electron. The discovery that they can be used for topological
quantum computation is an important motivating factor in the study of this field. A qubit
composed of two Majorana fermions is robust to local decoherence and makes an attractive
candidate for quantum memory.

As electronic states, Majorana fermions appear at edges or vortices of Dirac sys-
tems in a topological phase. They are a special example of topologically protected edge
states, which are the focus of part 2 of this thesis. The properties of these edge states are
remarkably insensitive to disorder or material-specific terms that destroy such edge states
in ordinary systems – this is the sense in which they are topological. The existence of these
edge states signals a boundary between two fundamentally different phases.

Topological phases have been studied before in the context of the strongly interact-
ing FQH states, which require a many-body description. The advantage of studying Dirac
systems, as we do here, is that the idea of edge states protected by a bulk topological in-
variant can be understood within a single-particle framework. The discovery of topological
insulators and superconductors has set off an enormous research effort, from the abstract
classification of such systems based on their underlying symmetries to the practical applica-
tions of spintronics and quantum computation. It has also provided an unexpected means
of awakening Majorana’s long-dormant theory. Topological edge states, their relation to
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bulk invariants, and their behavior as chains of Majorana fermions, are the subject of this
thesis.

We begin this introduction in Sec. 1.1 with a simple but illustrative 1D model for
topologically protected edge states discovered by Jackiw and Rebbi. In Secs. 1.2-1.3 we
introduce Majorana fermions and show how superconductors can host them as solutions
reminiscent of the Jackiw-Rebbi model. We also discuss some of the unusual behavior
these excitations imply. In Sec. 1.4 we review proposals for realizing Majorana fermions in
topological insulators and semiconductors with strong spin-orbit coupling. Finally, Sec. 1.5
contains a brief summary of the main results of this thesis.

1.1 The Jackiw-Rebbi model

Jackiw and Rebbi first discovered localized electron states associated with topo-
logical defects in 1D. A two-band model for relativistic electrons obeying the Dirac equation
is given by:

Hψ(x) = −ivFσ
z∂xψ(x) + σxm(x)ψ(x) = Eψ(x) , (1.1)

where σi are Pauli matrices written in the basis of electron and hole operators, and we
have set ~ = 1 for convenience. When m(x) is equal to a constant m0, the translational
invariance of the system allows us to substitute the crystal momentum k for i∂x in Eq. 1.1.

The energy eigenvalues are given by E± = ±
√

v2
F k

2 +m2
0. m(x) is referred to as the mass

term since it opens an energy gap analogous to that of the rest mass for relativistic particles.
A system obeying Eq. 1.1 thus supports delocalized electrons with energies that occur in
+E/− E pairs.

Jackiw and Rebbi discovered that this picture is radically modified when the mass
term has a topological defect [44]. The simplest example in 1D is a mass term that switches
sign at the origin: m(x) = m0 sgn(x). This can arise when the electron is coupled to a field
that spontaneously breaks symmetry to take the values ±m0. The point x = 0 represents
a domain wall between two degenerate, inequivalent ground states. The key result is that
localized at such a defect is a single electron state at the middle of the gap. We solve for
this state explicitly by setting E = 0 in Eq. 1.1. Multiplying on the left by iσz gives [89]

vF∂xψ0(x) − σym(x)ψ0(x) = 0 (1.2)

which has the solution

ψ0(x) = ψ0(0) exp

[

λ

vF

∫ x

0
dx′m(x′)

]

(1.3)

for

ψ0(0) =

(

1
λi

)

, λ = ±1.

For the mass term chosen above, the solution is normalizable for λ = −1. When m(x)
switches sign in the opposite direction, m(x) = −m0 sgn(x), the normalizable solution is
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given by λ = +1. This result can be generalized in the following way: each time the mass
changes sign at x = x0, there is a zero-energy electron state with wavefunction

ψ0(x) = ψ0(0) exp

(−m0

vF
|x− x0|

)

. (1.4)

This solution is sharply localized at the mass defect. Note that Eq. 1.4 could not be a
solution of the Schrodinger equation, which requires both ψ0(x) and ψ′

0(x) to be contin-
uous. However the Dirac equation is only first order and therefore allows solutions with
discontinuities in the first derivative.

To understand the topological properties of the zero-energy state, we turn to
particle-hole symmetry. As noted above for the constant mass case, the bulk energies
of Eq. 1.1 occur in +E/ − E pairs. This is a consequence of the properties of the Pauli
matrices rather than the particular form of the mass term. The Hamiltonian in Eq. 1.1
anticommutes with σy : {H,σy} = 0. Acting σy on an energy eigenstate produces another
eigenstate with opposite energy:

H (σyψE) = −σyHψE

= −EσyψE . (1.5)

σy maps each eigenstate with energy +E to another with energy −E, and guarantees that
the solutions come in pairs symmetric about the origin:

σyψE = ψ−E . (1.6)

Such states, however, are not topologically protected: even if we manage to engineer a
system with two low-energy states, additional terms can push them symmetrically out of
the gap and into the bulk bands.

The crucial exception to this picture is an energy eigenstate at E = 0. According
to Eq. 1.6, such a state is mapped to itself under particle-hole conjugation: σyψ0 = ψ0,
and therefore doesn’t need a symmetry-related partner. As a check, one can show that
the solution found in Eq. 1.3 is an eigenvector of σy. The presence of a single eigenstate
at E = 0 is topologically protected: particle-hole symmetry requires the eigenstates to lie
symmetrically about E = 0, and without a partner, the state at E = 0 is stuck there.1

Jackiw and Rebbi originally found this result in a particle physics context, for 1D
electrons coupled to a spontaneously broken symmetry boson field. They further showed
that as a consequence of the particle-hole symmetry, the fermion number of the zero-energy
state is required to be ±1/2. This remarkable discovery of fractionalization was soon fol-
lowed by a similar result in a very different system: polyacetylene [45], [86]. In the condensed
matter model, a 1D chain with alternating hopping strengths between nearest neighbors has
two possible ground states (Fig. 1.1(a)). Analogous to the Jackiw-Rebbi model, a domain
wall between the two ground states (Fig. 1.1(b)) creates a zero-energy electron state local-
ized at the interface. In a spinless system, this mid-gap state would have fractional charge

1In this chapter, we use the term “mid-gap state” to describe a topologically protected state which is
constrained by particle-hole symmetry to the center of the gap, E = 0. It should be noted, however, that in
single-particle models without the +E/ − E symmetry, a mid-gap state can lie anywhere inside the gap.
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1

2

(a)

1 2

(b)

Figure 1.1: (a) A chain with alternating hopping strengths has two degenerate ground
states, 1 and 2. (b) A domain wall, consisting of two adjacent bonds of equal strength,
interpolates between the ground states 1 and 2. A zero-energy electron state with charge
±1

2 is localized at the defect.

q = ±e/2; however the presence of two distinct spin species in polyacetylene obscures this
effect.

Despite its simplicity, the Jackiw-Rebbi model has been generalized to describe
many other examples of fractionalization and topologically protected states in condensed
matter systems. Defects in 2- or 3D can be studied using dimensional reduction, and more
complicated mass terms can be included using Dirac Gamma matrices (higher dimensional
generalizations of the Pauli matrices). In part 2 of this thesis, we shall derive an ana-
lytic method to relate these topologically protected localized states to a bulk topological
invariant. Now we turn to a specific example, Majorana fermions.

1.2 Majorana Fermions

The defining property of a Majorana fermion is that it is indistinguishable from
its own antiparticle. This requires a Majorana fermion to be charge-neutral, since the
antiparticle of an electrically charged particle has opposite charge and is therefore physically
distinct. Charged particles arise from complex fields, with complex conjugation giving rise to
antiparticles. Majorana fermions are therefore necessarily described by real fields. Ettore
Majorana made the startling discovery that such fields can be found as solutions to the
complex-valued Dirac equation [58], opening the door to a new kind of particle unlike either
the conventional bosons or fermions of quantum theory.

Let’s begin with the Dirac equation, which is the relativistic analogue of the
Schrodinger equation for electrons [94]:

(iγµ∂µ −m)ψ = 0. (1.7)

Here γµ are called the Dirac Gamma matrices and obey the Clifford algebra, {γµ, γν} =
2ηµν . Dirac found Gamma matrices satisfying this algebra which contain both real and
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imaginary matrix elements. The solution for the field ψ is then required to be complex-
valued as well, a necessary feature for a description of the electrically charged electron.
The ground state consists of filled negative-energy states and empty positive-energy states.
We can add excitations by populating a positive-energy state to create an electron, or de-
populating a negative-energy state to create a hole. The subsequent observation of the
positron solidified the Dirac equation as the correct description of the electron and its
antiparticle.

Majorana, however, was uncomfortable with the infinite sea of filled negative-
energy states [81] and sought to eliminate it by identifying negative-energy excitations with
positive ones. For this, one needs particles that are equal to their own antiparticles, and
Majorana argued that the Dirac equation allows such solutions. He showed that using an
alternate representation to Dirac’s, it is possible to write Gamma matrices that satisfy the
Clifford algebra and are purely imaginary. In this case, Eq. 1.7 has purely real solutions ψ
which describe Majorana fermions.

So it is possible for Majorana fermions to exist as relativistic particles; now we
turn to the question of which particles. Majorana initially suggested neutrinos, but the
apparent distinction between neutrinos and anti-neutrinos as well as lack of neutrino mass
seemed incompatible with Majorana fermions. Recent observations of neutrino oscillations,
however, have revived speculation on the Majorana nature of neutrinos. The as-yet un-
observed neutrino-less double-beta decay requires blurring of neutrinos and anti-neutrinos,
and if seen may provide evidence that Majorana fermions can be fundamental particles.

An alternate approach, which is the one studied in part 1 of this thesis, is to search
for Majoranas as quasiparticle excitations in condensed matter systems. The electrons that
make up these systems are by themselves clearly not Majorana fermions, but several systems
in the past decade have been predicted to realize Majorana fermions as low-lying excita-
tions. Emergent excitations can have properties very different from that of the constituent
electrons, for example fractionally charged anyonic excitations in FQH states. Majorana
fermions can be thought of as the real and imaginary parts of Dirac fermions. Thus two
of them are required to describe the degrees of freedom of a single Dirac fermion, and a
Majorana is often referred to as “half an electron.”

1.3 Superconducting Systems

Before plunging into technical details, we first give an intuitive picture of how
Majorana fermions arise in condensed matter systems. Superconductors make Majorana
fermions possible in two important ways. First, their ability to absorb or donate Cooper
pairs puts the electron and hole on equal standing: an electron is equivalent to a hole,
modulo a Cooper pair. Second, superconductors have a built-in particle-hole symmetry
that relates positive and negative energy eigenstates. The standard BCS approach is to
work with two copies of the system – one in terms of electrons and one in holes, solve
for the energies, and then recover the original system by taking only half the solutions as
physical. As seen above, the Dirac equation in the presence of a topological defect admits
a single zero-energy electron state. In a superconductor, only half of this state is physical,
making it possible for the zero-energy state to be a Majorana fermion.



6

1.3.1 Zero-energy Edge States

This argument can be make more formal by considering the BCS Hamiltonian for
pairing between like spins [71]. (Why equal spins are necessary will be discussed below.)

HBCS =
∑

k

ξkc
†
k
ck +

1

2

(

∆∗
kc−kck + ∆kc

†
k
c†−k

)

(1.8)

Here ck and c†k are creation and annihilation operators of an electron with momentum k,
and we have dropped the spin index for convenience. ξk is the single-particle energy and
approaches the chemical potential µ as k goes to zero. The spin component of the Cooper
pair is symmetric under parity, therefore the gap function ∆k must be odd to satisfy Fermi
statistics. For low k, it is simplest to take ∆k ≈ ∆0(kx − iky) to describe complex p-wave
pairing. The Hamiltonian in Eq. 1.8 can be diagonalized by defining quasiparticles αk that
satisfy [αk,HBCS ] = Ekαk. This is done using the Bogoliubov-Valatin transformation [80]:

αk = ukck + vkc
†
−k (1.9a)

α†
k

= u∗kc
†
k

+ v∗kc−k (1.9b)

where |uk|2 and |vk|2 are given by 1
2(1 ± ξk/Ek) respectively, and E2

k = ξ2k + |∆k|2. The
BCS ground state is given by

|GS〉 =
∏

k

(

uk + vkc
†
kc

†
−k

)

|0〉. (1.10)

|vk|2 gives the probability of a Cooper pair between electrons of momentum +k and −k,
and normalization requires that |uk|2 + |vk|2 = 1.

α†
k is the creation operator of a quasiparticle excitation at momentum k. To

get a Majorana excitation at zero-energy we require α†
0 = α0, and Eqs. 1.9a-1.9b imply

that u0 = v∗0 . Together with the normalization constraint, there are two ways to satisfy this
condition: with u0 and v0 both purely real or both purely imaginary. These two possibilities
define the Majorana operators associated with the zero-energy electron mode:

γ1 =
1√
2
(c0 + c†0) , (1.11a)

γ2 =
i√
2
(c0 − c†0) . (1.11b)

Note that both these solutions satisfy γ†i = γi, and obey the anticommutation relations
{γi, γj} = δij .

Now we are in a position to see why pairing between like spins is a requirement for
Majorana fermions. In an s-wave superconductor, where Cooper pairs form spin-singlets and
the gap function is even under parity, the quasiparticle operators analogous to Eqs. 1.9a-1.9b
become

αk = ukck↑ + vkc
†
−k↓ (1.12a)
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α†
k = u∗kc

†
k↑ + v∗kc−k↓ . (1.12b)

In this case, even at k = 0, there is no way to satisfy the Majorana condition αk = α†
k

as the spins are always off. Thus p-wave pairing is crucial to the existence of Majorana
excitations.

The Majorana operators in Eqs. 1.11a- 1.11b were found as the self-adjoint exci-
tations of HBCS , but in retrospect we could have just written them down as the real and
imaginary components of the electron operator c0. Neglecting spin, an electron state comes
with two degrees of freedom: it can be occupied or unoccupied, which we describe using
the operators c and c†. In the Majorana representation, these two degrees of freedom are
described using operators of two different fermions γ1 and γ2, each of which is equal to
its own adjoint. The existence of Majorana fermions only becomes well-defined if they are
localized and spatially separated. When a Dirac excitation breaks up into two Majorana
fermions that can be moved arbitrarily far apart, then the elementary excitations of the
system can be viewed as Majorana rather than Dirac.

A p + ip superconductor is in what is known as the weak-pairing phase when
µ < 0 and strong-pairing phase when µ > 0, with a phase transition at µ = 0 [71]. In
the weak-pairing phase, the system hosts Majorana fermions at vortices and edges, and we
give a brief derivation of the latter case here. Read and Green pointed out that an edge
between a system in the weak-pairing phase and vacuum is equivalent to a domain wall in
the chemical potential. Consider a semi-infinite p+ ip superconductor in the weak-pairing
phase, with an edge at x = 0. We can arrange the particle-number density to vanish outside
the superconductor (x > 0) by setting µ to be large and positive, while inside the system
µ < 0. The edge then marks thus marks a domain wall in µ.

Now let’s solve for the zero-energy state localized by the domain wall. The
Bogoliubov-de Gennes equations, which determines uk and vk and are derived by imple-
menting [αk,HBCS ] = Ekαk, take the following form for small energies:

Eu = −µu+ ∆0i

(

∂

∂x
+ ky

)

v (1.13a)

Ev = µv + ∆0i

(

∂

∂x
− ky

)

u (1.13b)

Setting E = ky = 0 gives the normalizable solution

u(x) = u0 exp

[

−
∫ x

0
dx′

µ(x′)
∆0

]

. (1.14)

Just as in the Jackiw-Rebbi model, a domain wall in the mass term leads to a localized,
zero-energy state. For small energies E 6= 0, a similar calculation gives chiral states that
are bound to the edge and propagate along it.

The same results apply to a vortex, which can be viewed as a circular edge sur-
rounding a region where the order parameter vanishes. The domain wall argument explains
why there are no mid-gap edge states when the superconductor is in the strong-pairing
phase. In this case µ > 0 on both sides of the edge, and without a defect in µ no zero-
energy state is possible. Thus Majorana fermions are bound to edges and vortices in p+ ip
superconductors in the weak-pairing phase.
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(a)

(b)

Figure 1.2: (a) When t = 0 every Majorana operator is paired with another, and the ground
state is non-degenerate. (b) For µ = 0 the two Majorana operators at the ends of the chain
are left unpaired, leading to a two-fold degeneracy in the ground state.

1.3.2 Kitaev Model

Kitaev found a simpler way to derive Majorana edge states in a 1D wire which
introduced an important motivating reason to study these excitations: the use of Majoranas
to form topologically protected qubits [50]-[51]. Consider the Hamiltonian for a long chain
with hopping and p-wave pairing between nearest neighbors:

H = −
∑

j

[

µ

(

c†jcj −
1

2

)

+ tc†jcj+1 + ∆0c
†
jc

†
j+1 + h.c.

]

. (1.15)

Switching to Majorana variables, γ2j−1 = (cj +c†j)/
√

2 and γ2j = i(c†j−cj)/
√

2, and treating
the case where t = ∆0, Eq. 1.15 becomes

H = i
∑

j

(−µ γ2j−1γ2j + 2t γ2jγ2j+1) . (1.16)

This model has two phases, with a phase transition at µ = 2t. For an intuitive understanding
of these phases, it is helpful to consider two limiting cases. First, when t = ∆0 = 0, the
only interactions are between Majoranas corresponding to the same electron (Fig. 1.2(a)).
The ground state is non-degenerate, with each electron state being unoccupied.

In the other limiting case with µ = 0, the terms in the Hamiltonian connect
Majoranas from different electrons, leaving one free Majorana on either end of the chain
(Fig. 1.2(b)). Now there are two degenerate ground states |ψ0〉 and |ψ1〉, which are distin-
guished by the operator P = −iγ1γL:

−iγ1γL |ψ0〉 = +|ψ0〉 , − iγ1γL |ψ1〉 = −|ψ1〉 . (1.17)

To get a better understanding of the operator P , imagine creating Dirac operators from
γ1 and γL: cb = (γ1 − iγL)/

√
2, c†b = (γ1 + iγL)/

√
2. In terms of this new variable,

P = −(c†bcb − 1
2) and measures the fermion number parity. The two ground states |ψ0〉 and

|ψ1〉 thus have even and odd fermion parity respectively, corresponding to an unoccupied
and occupied electron state.

Although we worked out two extreme cases on the phase diagram, it can be shown
that the results are generic to the entire phase [50]. For µ > 2t, the ground state is non-
degenerate. For µ < 2t, the chain has one free Majorana fermion at each end as well as two
degenerate ground states that differ by fermion parity.
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1.3.3 Majorana Oddities

We should pause here to note the unusual nature of this electron state. It arises
from two Majorana fermions localized at opposite ends of the chain, and is therefore highly
non-local. This property is exactly what makes such electron states promising candidates
for quantum computation. The two-state system needed to make a qubit can come from the
spin-up and spin-down states of an electron. Unfortunately these states are very susceptible
to local decoherence, which makes them undesirable for quantum memory. By contrast, a
qubit created from two Majoranas stores information in two spatially separated locations.
Local sources of decoherence cannot simultaneously act on both ends of the chain, making
this qubit robust to error.

Tunneling
Tunneling an electron in a qubit composed of Majorana fermions is markedly

different from tunneling into an ordinary electron state. Consider two Majoranas located
at x = ±L. The Majorana states are localized, and one may naively expect an electron
tunneling into the system at x = −L to fill the Majorana state localized at x = −L as well.
The Majorana state, however, doesn’t conserve fermion number since it mixes electrons
and holes. Instead, it is the linear combinations of the two Majorana states, analogous to
|ψ0〉 and |ψ1〉 in the 1D wire, that are eigenstates of fermion parity and energy. When an
electron tunnels into either Majorana fermion, it couples to one of these non-local states.

A tunneling process into an ordinary electron state has two possible outcomes:
1. if the state is empty, the electron fills it, and 2. if the state is already occupied, Pauli
exclusion forbids the process. By contrast, Majorana fermions allow tunneling to occur in
two distinct ways. Suppose the system is initially in the state with the effective electron
state unoccupied, |ψ0〉. Tunneling an electron in bumps the state up to |ψ1〉, so far nothing
unexpected. Now consider the system to be in the occupied state |ψ1〉. Tunneling an elec-
tron in switches the system back to |ψ0〉, rather than annihilating it. The tunneled electron
and the electron effectively occupying the qubit are both absorbed by the superconductor as
a Cooper pair. This peculiar result is due to the fact that γ2

i = 1 for a Majorana operator,
rather than 0 as for electron operators.

Statistics
In addition to forming non-local qubits, Majorana fermions are attractive candi-

dates for quantum computation because they obey non-Abelian statistics. A system with
2N Majorana states can have N Dirac states. Since the Majorana fermions have zero en-
ergy, the ground state has a degeneracy of 2N , corresponding to each Dirac state being filled
or empty. This degeneracy allows for the existence of non-trivial statistics. 2D braiding op-
erations that move one Majorana around another not only result in a phase factor, making
them anyons, but can also move the system from one of the degenerate ground states to
another. Two distinct operations need not commute; hence the terminology non-Abelian.

The term “Majorana fermion” is therefore a bit misleading. The operators describ-
ing these excitations obey fermionic anticommutation relations; under interchange, however,
they display novel behavior quite different from ordinary fermionic statistics. This property
depends crucially on the Majorana excitations being well-separated, since interactions be-
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tween nearby Majoranas cause energy splittings and destroy the ground state degeneracy.
The non-Abelian statistics marks a fundamental difference between condensed matter man-
ifestations of Majoranas and high energy proposals. High energy Majorana fermions have
mass, which implies a non-degenerate ground state and conventional fermionic statistics.

There has been much recent work on ways to utilize the unusual statistics to
manipulate qubits [64], [12]. Here we will only mention observable consequences of a more
mundane transformation property of Majorana fermions. Referring back to Eq. 1.15, a
change in the superconducting phase ∆0 → ∆0e

iφ, can be eliminated through a gauge
transformation c → ceiφ/2, c† → c†e−iφ/2. When φ advances by 2π, this implies that the
Majorana operators pick up a minus sign: γi → −γi [43].

This seemingly simple result can be used to derive the non-Abelian statistics and
has surprising experimental signatures. Imagine forming a Josephson junction between
Majorana bound states γ1 and γ2 at y = ±L respectively. While the phase at y = −L is
held fixed, the phase at y = +L is advanced by 2π. According to the transformation rule
derived above, γ1 is unchanged while γ2 → −γ2. The Dirac operator created from these
two Majorana operators transform as

c→ c† , c† → c (1.18)

which is equivalent to switching fermion parity. Advancing the superconducting phase by
2π switches the ground state from even-parity to odd, or vice versa. Two such processes are
required to bring the system back to its original state, leading to an unusual 4π-periodicity
in the Josephson effect rather than the conventional 2π [26], [50].

For chiral Majorana fermions that propagate along some interface, this relative
minus sign can be observed through interferometry. Suppose we have gap-crossing chiral
electrons that split up into two Majorana branches. The Majorana fermions take separate
paths before joining up again at a further point. If the region enclosed by the two Majorana
paths contains n flux quanta, the Majorana operators transform as

γ1 → γ1 , γ2 → (−1)nγ2 . (1.19)

When n is odd, the relative minus sign means that the Majorana fermions join together to
form a hole. In this way, electrons can be converted to holes through interference of the
Majoranas [3], [27].

1.4 Proposed Realizations

In this section, we turn to the issue of finding materials that host Majorana
fermions in their excitation spectrum. The early work of Read and Green as well as Kitaev
both relied crucially on p-wave pairing, which unfortunately has proven difficult to find in
nature. Sr2Ru04 is a superconducting material predicted to have a p + ip time-reversal-
breaking phase [57], but experimental detection of Majorana excitations remains inconclu-
sive. A related phase is the Moore-Read wavefunction believed to describe the ν = 5/2 FQH
state, which can be viewed as a p + ip superconductor of composite fermions [71]. Here
too, interferometry studies of the charge and statistics of the excitations are promising, but
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yet to be fully convincing [93]. A major breakthrough of the last few years has been the
idea to engineer p-wave pairing from conventional s-wave superconductors using spin-orbit
coupling. We discuss two such proposals in this section.

1.4.1 Topological Insulators

The idea to create p-wave pairing artificially was first proposed by Fu and Kane
using topological insulators (TI) [30], a class of insulating materials where strong spin-
orbit coupling leads to a band inversion [36], [69]. This topologically non-trivial phase
supports gapless edge or surface states that are protected by a bulk topological invari-
ant [47], [46], [62]. In 2D this phase has been observed in HgTe sandwiched between layers
of CdTe. Above a critical thickness, the bands of the HgTe layer are inverted, and transport
measurements indicate conductance due to gapless edge modes [53]. In the simplest case,
these “helical” edge modes consist of counter-propagating spin-up and spin-down electrons,
hence the terminology “quantum spin Hall” (QSH) for this phase.

The proximity effect between an s-wave superconductor and these surface states
leads to a superconducting state that is time-reversal-symmetric but topologically similar
to the p+ ip superconductor, with Majorana fermions trapped in vortices. The calculation
is presented in some detail in Chp. 2, so we skip the derivation here. Adding ferromag-
netic material between two superconducting regions of different phase gives a probe of
the fractional Josephson effect [26]. Related setups examine chiral Majorana fermions via
interferometry or tunneling [3], [27], [55].

The discovery that p-wave pairing can be manufactured out of conventional su-
perconductors reinvigorated the search for Majoranas. In addition to proximity setups,
Majoranas are also predicted to exist in vortices of Bi2Te3, which has been shown to be a
bulk superconductor [39]. A substantial material difficulty, however, lies in the fact that
these materials are not very good insulators. Without a large band gap, the mid-gap Ma-
jorana states lose their topological protection and are harder to detect.

1.4.2 Semiconducting Nanowires

Recent studies of the semiconductors InSb and InAs made the unexpected predic-
tion that these systems can host Majorana fermions as well [77]. Although not intrinsically
topological in nature, these materials have strong spin-orbit coupling which drives the sys-
tem into a topological phase when in proximity to an s-wave superconductor. To see how
the spin-orbit interaction induces p-wave pairing, we start with the Hamiltonian [4]

H0 =

∫

d2rψ†
[

−∇2

2m
− µ− iα(σx∂y − σy∂x)

]

ψ (1.20)

where α is the strength of the Rashba coupling, and the Pauli matrices act on the spin sector.
The presence of this term creates two spin-split bands which cross at k = 0. Depositing a
ferromagnetic insulator on the material introduces the term

HM =

∫

d2rψ† (VZσ
z)ψ (1.21)
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which opens a gap of size |2VZ | between the two bands. When the chemical potential µ is
chosen so that the Fermi level lies within the gap, the Fermi surface consists of two points
with opposite k and spin. This scenario is crucial since the oppositely aligned spins can
pair up in proximity to an s-wave superconductor. It can be shown formally that adding
such a term,

HSC =

∫

d2r
(

∆0ψ
†
↑ψ

†
↓

)

(1.22)

creates s-wave pairing when ∆0 ≫ |VZ − µ|, but also p-wave pairing when ∆0 ≪ |VZ − µ|.
Thus a phase transition at ∆2

0 = V 2
Z − µ2 separates a topological phase, with Majo-

rana fermions trapped in vortices, from a trivial phase. With a suitable combination of
Rashba and Dresselhaus coupling, the ferromagnetic insulator may be replaced by an in-
plane magnetic field for a more experimentally feasible setup [4]. Further extensions to 1D
nanowires show that it is possible to probe the non-Abelian nature of the excitations using
T-junctions [66], [5]. The prediction of Majorana excitations in these materials has been the
cause of much optimism since experimentally they are well-studied and have an observed
proximity effect [91], [15].

1.5 Summary of this thesis

1.5.1 Part I: Random Majorana Chain

A chain of Majorana fermions may be created by alternately depositing ferromag-
netic (FM) and superconducting (SC) regions along a QSH edge. A single zero-energy
Majorana fermion appears at each SC/FM boundary if it is sufficiently narrow, and we
study how unique features of the chain can be observed using a metallic tunneling tip. An
ideal, uniform system realizes the interesting free-Majorana fermion quantum critical point.
Realistically, however, FM and SC domains will inevitably vary randomly in size and prox-
imity amplitude, and therefore the proposed system would realize an even more interesting
model: the random Majorana fermion chain in its random-singlet phase [13]. So far, likely
experimental Majorana signatures in the shot noise were discussed for a single Majorana
pair [11], [65], [55]. Experimentally, it may be even simpler to pattern an irregular phase-
separated mixture of SC and FM materials to contact the QSH edge, rather than a precise
controlled-lithography FM-SC-FM configuration.

Furthermore, the Majorana fermion chain may give a first convincing measurement
of the random-singlet phase and its associated Griffiths scaling. Contrary to spin chains
where neutron scattering or other spin-sensitive probes can only give limited information,
the Majorana chain setup allows a direct electronic tunneling measurement that reveals
the nature of the random singlet phase. Although this model is based on FM and SC
regions coupled to the QSH edge, the critical properties calculated here also apply to other
setups. For example, a Majorana chain can also be realized by applying a magnetic field
to a quantum wire with spin-orbit coupling [77], [66]. An experimental realization of these
systems will most likely include randomness in the location of the superconducting vortices,
and thus the Majorana fermions.

In Chp. 2, we calculate the energies of the Majorana bound states of an QSH-
FM-SC heterostructure and then find the Hamiltonian for the Majorana fermion chain. In
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Chp. 3, we map the model onto the random transverse-field Ising model and discuss a real-
space renormalization group (RSRG) method for studying low-energy behavior. In Chp.
4, we generalize a method of implementing the RSRG as unitary transformations in order
to study a Majorana chain coupled at one end to an STM lead. In Chp. 5, we calculate
the energy levels of a critical Majorana chain coupled at one end to an STM lead and find
the voltage dependence of the tunneling current. A two-lead setup is considered in Chp. 6,
where we compute heat and electrical conductance through the Majorana chain.

1.5.2 Part II: Bulk-Boundary Correspondence

Topological order is responsible for interesting new states of matter that do not fit
into the standard symmetry-breaking picture. [92] For decades, the Landau paradigm suc-
cessfully described systems by looking at the underlying symmetries, with phase transitions
occurring between phases with different symmetries. However the integer quantum Hall
(IQH) effect showed this approach to be incomplete, since it exhibits transitions between
phases of the same symmetry. These phases are instead distinguished by topological order,
with gapless modes localized at domain walls between regions of different topological order.

For systems with a non-zero bulk gap at all points in the Brillouin zone, it is possi-
ble to define a topological invariant of the Hamiltonian. Systems with non-trivial topological
invariants are termed topological insulators (TI) and topological superconductors. The in-
variants are robust to smooth deformations that do not close the bulk gap and underlie the
precise quantization of response functions in topologically ordered systems. [36, 70, 79, 52]
This was first realized in IQH states, where the Hall conductivity can be expressed as the
first Chern number of the U(1) vector bundle of Bloch states. [90, 8, 84] For time-reversal
invariant (TRI) systems in two-dimensions (2D), a Z2 topological invariant distinguishes
between the vacuum (trivial phase) and the quantum spin Hall (QSH) state. [47, 46, 9, 53]
In three-dimensions (3D), there are four Z2 invariants describing TRI systems, one of which
distinguishes between the vacuum and a strong topological insulator and is robust to dis-
order. [31, 63, 74, 41, 95, 18] The quantized magnetoelectric response may be written in
terms of this Z2 invariant. [67, 21]

Although a topological invariant is an abstract quantity defined for a fully periodic
system, it is manifested physically as mid-gap surface states. In IQH systems, the quantized
Hall conductance can be formulated in terms of the the number of chiral edge states. [54, 35]
Similarly, the 2D/3D Z2 invariant for TRI systems determines whether there are an odd
or even number of helical modes/Dirac cones at a given edge or surface. [28] In the cases
above, the edge states smoothly connect the bulk valence and conduction bands and the
number of such modes is protected by the topological invariant: they cannot be deformed
into a single bulk band unless the bulk gap closes. By contrast, edge modes in an ordinary
system do not traverse the bulk gap and are thus susceptible to localization by disorder.
For superconducting systems, the topological invariants determine the number of Majorana
modes localized at the edge or in vortices. [61, 71] These states are at zero energy and are
protected by particle-hole symmetry and the superconducting gap. Systems such as p+ ip
superconductors (SC) in the “weak pairing phase” or SC-TI heterojunctions can support
Majorana modes which obey non-Abelian statistics. [30, 43]

The goal of this part is to derive a rigorous connection between the bulk invari-
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ants and the surface dispersion. A heuristic way to understand this bulk-boundary is as
follows. Consider a domain wall between two bulk insulators with suitably defined topo-
logical invariants that take the values νL and νR 6= νL in some regions. Since the value of
the invariant cannot change for finite energy gap, this means the bulk gap closes at some
interface. Mid-gap excitations can thus exist, but they are confined to the interface by the
bulk gap in the other regions. This argument applies to domain walls between regions with
different values of the invariant, of which an edge is a special case where one of the regions
is the vacuum (trivial phase).[44, 88].

In Chp. 7, we introduce the bulk quantities of a lattice Hamiltonian that deter-
mine topological behavior. We also state the two main results of the paper, Theorem 1
relating the parameters of the bulk Hamiltonian to the surface spectrum in a geometric
way, and Theorem 2 proving the bulk-boundary correspondence between chiral edge states
and the Chern number. The proofs are presented separately in Chps. 9-10. In Chp. 8, we
demonstrate the range of applicability of our theorems and give examples of topologically
ordered systems. We extend the results from lattice Hamiltonians to continuum quadratic
Hamiltonians, with discussions on its implications.
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Part I

Random Majorana Chain
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Chapter 2

FM-SC-QSH Heterostructures

In this chapter, we consider edge states of a QSH system that are gapped via
coupling to FM and SC materials. We show that a vortex in the phase of the pair potential or
in the magnetization results in Majorana bound states localized at the interfaces. To leading
order, the Hamiltonian for the Majorana chain consists of nearest-neighbor interactions
between these bound states.

2.1 Ferromagnetic regions at QSH edge

Before solving the full problem with the SC regions, it is useful to examine the case
of FM material whose magnetization changes direction across a sharp interface. Without
a pairing term, the Hamiltonian conserves fermion number and cannot support Majorana
bound states. However, solving this problem gives insight into the zero-energy electron
state that “splits” into two Majorana states in the presence of the SC. In this section, we
find solutions in each region and then impose boundary conditions at the interface to solve
for the energies and wavefunctions. The Hamiltonian for QSH edge states coupled to FM
material is given by

H =
(

ψ†
↑ ψ

†
↓

)

(

−iv∂x − µ M∗(x)
M(x) iv∂x − µ

)(

ψ↑
ψ↓

)

(2.1)

where the diagonal terms express the helical nature of the QSH edge states, and the off-
diagonal terms are due to the FM material. This is expressed more compactly as H =
1
2Ψ†HΨ for

Ψ = (ψ↑, ψ↓)
T (2.2)

H = − iv∂xσ
z + ReM(x)σx + ImM(x)σy − µ (2.3)

where σi are Pauli matrices that act on the space of right and left movers. Note that when
M(x) is uniform, the bulk energy is given by

E(k) = µ±
√

v2k2 +M2
0 (2.4)
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The bulk band is gapped when M0 > µ. For the remainder of this chapter, we set µ = 0.
When the direction of the magnetization changes at x = 0, the term due to the

ferromagnetic coupling in the Hamiltonian can be written as

HM = M0 [Θ(x) + cosφ Θ(−x)]σx +M0 sinφΘ(−x)σy (2.5)

where Θ(x) is the Heaviside function. We look for solutions of the Hamiltonian in each
region.

Region I (x < 0):
H = −iv∂xσ

z +M0 cosφ σx +M0 sinφ σy (2.6)

Solutions to Hψ = Eψ are given by

ψA1 , ψB1 = e±
∫ x
0 dx′/λ

(

iM0
v e−iφ

∓ 1
λ + iE

v

)

(2.7)

where
λ ≡ v

√

M2
0 − E2

(2.8)

The general solution for the wavefunction in Region I is given by ψI = A1ψA1 + B1ψB1 .
Note that ψA1 is normalizable in this region while ψB1 is not.

Region II (x > 0):

H = −iv∂xσ
z +M0 σ

x (2.9)

Solutions to Hψ = Eψ are

ψA2 , ψB3 = e∓
∫ x
0 dx′/λ

(

iM0
v

± 1
λ + iE

v

)

(2.10)

The general solution for the wavefunction in Region II is given by ψII = A2ψA2 + B2ψB2 .
We continue the notation that ψA2 and ψB2 are the normalizable and non-normalizable
solutions respectively.

Matching solutions at each interface
By imposing continuity on the wavefunctions at x = 0, we can derive a quantization condi-
tion on the energy. This restriction can be written in terms of a transfer matrix:

(

A2

B2

)

=

(

T11 T12

T21 T22

)(

A1

B1

)

(2.11)

To solve for the matrix elements, we set ψI(0) = ψII(0) and get the following equation:

A1

(

iM0
v e−iφ

− 1
λ + iE

v

)

+B1

(

iM0
v e−iφ

1
λ + iE

v

)

= A2

(

iM0
v

1
λ + iE

v

)

+B2

(

iM0
v

− 1
λ + iE

v

)

(2.12)
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The top line of Eq. 2.12 is equivalent to

A2 = e−iφA1 + e−iφB1 −B2 (2.13)

After some uninteresting algebra, Eqs. 2.12-2.13 reduce to

B2 ∼
{

A1

[(

− 1

λ
+
iE

v

)

− e−iφ

(

1

λ
+
iE

v

)]

+B1

[(

1

λ
+
iE

v

)

− e−iφ

(

1

λ
+
iE

v

)]}

(2.14)
where the coefficients in front of A1 and B1 are the expressions for T21 and T22 respectively.

Note that the Ai’s are the coefficients in front of the normalizable solutions in
Regions I and II, while the Bi’s are the coefficients of the non-normalizable solutions. A
wavefunction that is normalizable in Region I (ie, B1 = 0) must also normalizable in Region
II (B2 = 0). To ensure this, we set the part of B2 that depends on A1 equal to zero: T21 =
0.

(

− 1

λ
+
iE

v

)

− e−iφ

(

1

λ
+
iE

v

)

= 0

λ =
v

iE

eiφ/2 + e−iφ/2

eiφ/2 − e−iφ/2

E = ±M0 cos
φ

2
(2.15)

Eq. 2.15 is the main result of this section and gives the energy of the electron state localized
by a change in direction of the magnetization. This result can be substituted into Eqs. 2.7
and 2.10 to find the wavefunctions in each region. They are localized at the origin, with
decay length

λ =
v

M0 sin φ
2

. (2.16)

As a special case, consider the case where the magnetization rotates by π across
the interface: M(x) = M0 [Θ(x) − Θ(−x)]. The expressions for the wavefunctions in each
region can be combined into the following:

ψA = e−M0|x|/v

(

1
−i

)

, ψB = e+M0|x|/v

(

1
i

)

. (2.17)

We focus on ψA since it is the normalizable solution. ψA is localized x = 0, as expected
since this is the location of the discontinuity in M(x). It is also particle-hole symmetric (in
this case the particle-hole operator is σy, and ψA is an eigenvector of σy). Therefore the
solution is a zero-energy, particle-hole symmetric wavefunction. Eq. 2.16 shows that this is
the case where the wavefunction is most localized. As φ moves away from π, the energies
of the solutions separate away from 0, and the solutions are less well-localized about the
origin.
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2.2 Superconducting region between Ferromagnetic regions

Now consider the case where a pairing potential is confined to a small region be-
tween ferromagnetic material whose magnetization rotates by φ across the superconducting
region:

M(x) =

{

M0e
iφ , x < −L

M0 , x > +L

∆(x) =

{

∆0 , − L < x < L

0 , otherwise

We again start with the expression H = 1
2Ψ†HΨ, but now the presence of the pair potential

means we need a 4-component wavefunction:

Ψ =
(

ψ↑, ψ↓, ψ
†
↓,−ψ

†
↑

)T
(2.18a)

H = − iv∂xσ
zτ z + ∆0Θ(x+ L)Θ(−x+ L)τx (2.18b)

+M0 [Θ(x− L) + cosφ Θ(−x− L)] σx +M0 sinφ Θ(−x− L)σy

where τ i are Pauli matrices that act on the ψ and ψ† blocks. The solution is independent
of the phase of ∆ in this geometry, and we set it to zero for simplicity. In the uniform
case, the bulk energy gap is given by the smaller of |M0 ± ∆0|. As in the previous section,
we solve for the wavefunction in each region and impose continuity to derive the allowed
energies.

Region I (x < −L):

H = −iv∂xσ
zτ z +M0 cosφ σx +M0 sinφ σy (2.19)

Solutions to Hψ = Eψ are given by:

ψA1 , ψC1 = e±
∫ x
0

dx′/λ









iM0
v e−iφ

∓ 1
λ + iE

v
0
0









, ψB1 , ψD1 = e±
∫ x
0

dx′/λ









0
0

− iM0
v e−iφ

∓ 1
λ − iE

v









(2.20)

where
λ ≡ v

√

M2
0 − E2

. (2.21)

The general solution for the wavefunction in Region I is given by ψI = A1ψA1 + B1ψB1 +
C1ψC1 +D1ψD1 . In this section we use the notation that ψAi and ψBi are the normalizable
solutions, while ψCi and ψDi are not.

Region II (−L < x < L):
H = −iv∂xσ

zτ z + ∆0τ
x (2.22)
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Solutions:

ψA2 , ψC2 = e±
∫ x
0

dx′/Λ









0
i∆0
v
0

± 1
Λ + iE

v









, ψB2 , ψD2 = e±
∫ x
0

dx′/Λ









− i∆0
v

0

± 1
Λ − iE

v
0









(2.23)

where
Λ ≡ v

√

∆2
0 − E2

. (2.24)

The general solution for the wavefunction in Region II is given by ψII = A2ψA2 +B2ψB2 +
C2ψC2 +D2ψD2 .

Region III (x > L):
H = −iv∂xσ

zτ z +M0 σ
x (2.25)

Solutions:

ψA3 , ψC3 = e∓
∫ x
0 dx′/λ









iM0
v

± 1
λ + iE

v
0
0









, ψB3 , ψD3 = e∓
∫ x
0 dx′/λ









0
0

− iM0
v

± 1
λ − iE

v









(2.26)

The general solution for the wavefunction in Region III is given by ψIII = A3ψA3 +B3ψB3 +
C3ψC3 +D3ψD3 .

Matching solutions at each interface We impose continuity on the wavefunctions at
each interface to obtain T1 and T2, defined as follows:









A3

B3

C3

D3









= T2









A2

B2

C2

D2









= T1T2









A1

B1

C1

D1









(2.27)

Note that Ai and Bi are the coefficients in front of the normalizable solutions in Regions I
and III, while Ci and Di are coefficients of the non-normalizable solutions. The following
restriction, that a wavefunction that is normalizable in Region I must also be normalizable
in Region III, leads to a quantization condition on the energy. This condition is equivalent
to setting the determinant of the lower left 2 × 2 submatrix of T1T2 to 0. The algebra to
solve for T1 and T2 is similar to the FM-FM case, so we won’t give the full expressions here.
The condition becomes

eiφ

[

e−4L/Λ

(

1

λ
− 1

Λ

)2

+ e4L/Λ

(

1

λ
+

1

Λ

)2
]

E2

=
1

Λ2

(

E2 +
v2

λ2

)

(1 + e2iφ) + 2eiφ
1

λ2

(

E2 +
v2

Λ2

)

(2.28)
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The full solution to Eq. 2.28 is too complicated to solve analytically, so we settle
for an approximation. We are interested in low-energy excitations located well inside the
bulk energy gap, so the energies can be restricted to E ≪ M0,∆0. These energies arise as
the splitting due to weakly interacting Majorana states, which must be widely separated in
order for the energies to be small. Therefore we make the additional approximation that
L≫ v

∆0
. With these simplifications, Eq. 2.28 becomes

eiφe4L∆0/v(M0 + ∆0)
2E2 = ∆2

0M
2
0

(

1 + e2iφ
)

+ 2eiφM2
0 ∆2

0

E = ±2e−2L∆0/v M0∆0

M0 + ∆0
cos

φ

2
(2.29)

The penetration depth into the FM regions is given by λ = v
M0 sin φ/2 , again indicating that

the best-localized wavefunctions are in systems where the phase changes by π.
Let us examine the special case when φ = π further. The normalizable solutions

are given by

ψ1 = e+
∫ x
0 dx′∆(x′)/v−M0

v
|x|









−1
i
−i
1









, ψ2 = e−
∫ x
0 dx′∆(x′)/v−M0

v
|x|









i
1
1
i









(2.30)

ψ1 is localized at x = L, while ψ2 is localized at x = −L. They also satisfy particle-hole
symmetry: κψ1 = ψ1, κψ2 = ψ2.

To study the Majorana nature of these solutions, we first construct the corre-
sponding field operators, Γi = Ψ†ψi. Because of the redundancy in the way we expressed
Ψ, Γ−E = Γ†

E . Note that both states satisfy Γ†
i = Γi, so these are Majorana states. We

have found that coupling QSH edge states to an SC region between two FM regions with
opposite magnetization leads to two mid-gap Majorana fermions. Comparing this result to
the electron solution found in the previous section, the effect of the SC region is to split
the zero-energy electron mode into two Majorana modes with exponentially suppressed
energies.

2.3 Hamiltonian of the chain

To write the Hamiltonian for the Majorana chain, we also need the effective in-
teraction for Majorana modes separated by an FM region, ie the SC-FM-SC geometry.
However this is easily obtained from the result for the FM-SC-FM geometry using a duality
property of the Hamiltonian [65]. If we allow for the pair potential term to have an arbitrary
phase, then the Hamiltonian can be written in a more symmetric way:

H = −iv∂xσ
zτ z + ~∆(x) · ~τ + ~M(x) · ~σ (2.31)

where ~M (x) = (M0 cosφm,M0 sinφm, 0) and ~∆(x) = (∆0 cosφs,∆0 sinφs, 0). The form of
Eq. 2.31 shows that the excitation energies have the same form when ~M(x) and ~∆(x) are



22

γ 1
γ γ γ γ2 3 4 5

γ
6

ε 12 ε ε ε23 34 45
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Figure 2.1: Nearest-neighbor interactions of the Majorana chain. The value of t2j−1,2j is
determined by the phases of the SC regions and the sizes of the FM regions, and vice versa
for t2j,2j+1.

exchanged. The hybridization energy can be written so that it captures SC-FM-SC as well
as FM-SC-FM pairs:

ti,i+1 = 2e−2L/ℓi
M0∆0

M0 + ∆0
cos

∆φi

2
(2.32)

with ∆φi = φmi − φmi+2 and ℓi = v/∆0 describing a FM-SC-FM sequence, and ∆φ2j =
φsi − φsi+2 and ℓi = v/M0 describing a SC-FM-SC sequence.

Since the interaction between Majorana fermions decays exponentially with the
distance, we keep only the nearest-neighbor interactions, so the Hamiltonian of the chain is

H = i
∑

i

ti,i+i γiγi+1. (2.33)

In the numbering convention shown in Fig. 2.1, γ2j−1 and γ2j are separated by an FM region,
while γ2j and γ2j+1 are separated by an SC region. The interactions t2j−1,2j (t2j,2j+1)
are related to the length of the FM (SC) regions and the phases of the pair potentials
(magnetizations) in the SC (FM) regions.
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Chapter 3

Mapping to the Transverse-Field

Ising Model

In this chapter we study the critical properties of the Majorana fermion chain,
Eq. 2.33, by mapping it to the transverse-field Ising spin chain [13]. An exact mapping be-
tween Majorana operators, which obey anticommutation relations, and spin-1/2 operators,
which obey commutation relations, is possible in 1D. However, the transformation takes
the form of string operators that make the relation highly non-local. In this chapter, we
review a real space renormalization group (RSRG) that was developed to study the random
quantum spin chain and generalize it to study the properties of the random Majorana chain.

The Jordan-Wigner transformation maps the fermion operators to spin operators:

γ2j−1 = σx
j

j−1
∑

k=1

σz
k, γ2j = σy

j

j−1
∑

k=1

σz
k (3.1)

where σα are Pauli matrices that obey the usual commutation relations [σα
j , σ

β
j ] = iǫαβγσγ

j .
Applying this transformation to Eq. 2.33, and renaming the interactions t2j−1,2j ≡ hj and
t2j,2j+1 ≡ Jj , we obtain the Hamiltonian for the transverse-field Ising spin chain:

H = −
∑

j

hjσ
z
j + Jjσ

x
j σ

x
j+1 (3.2)

In the uniform case, hj ≡ h and Jj ≡ J , this system has a quantum critical point at
h = J . Therefore the Majorana fermion chain also has a critical point when all the pairwise
interactions t2j−1,2j and t2j,2j+1 are equal. The uniform Majorana chain can be realized by
requiring all the FM and SC regions be the same size and all second-neighbor FM and SC
regions to have the same relative phase. Such excessive tuning of the FM and SC regions to
reach the uniform critical point does not seem realistic, and we turn now to the non-uniform
case.
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3.1 Random Transverse Field Ising Model

In the random case, the values of hj and Jj vary along the chain and occur with
some probability distributions P (J) and R(h). The difficulty in studying such random
systems analytically is that physical quantities such as the magnetization and spin-spin
correlations do not converge to a single value, but rather occur with some probability dis-
tribution. Rare anomalous events may occur with very small probability and yet dominate
disorder-averaged quantities. A systematic way to study the rare anomalous events that
occur at low energy is a real-space RG method [20] developed for the transverse-field Ising
model by Fisher [24]. Each step of this method consists of decimating the highest energy
term in the Hamiltonian and replacing it with effective interactions of longer range.

3.1.1 Decimation of the Highest-Energy Term

For the random transverse-field Ising model, this prescription results in forming
a ferromagnetic cluster if the strongest interaction is a bond Jj or decimating a spin if
it is a field hj . For example, if the largest energy is the field at site 2, h2, we make the
approximation that the spin at site 2 remains frozen in the ground state of the h2 term of
the Hamiltonian. To first order, quantum fluctuations through the exchange interactions
with neighboring spins have the effect of flipping the spin at site 2 and can be neglected. To
second order, however, two successive spin-flips can leave spin 2 in its ground state while
introducing an effective interaction between spins 1 and 3. A second-order perturbation
theory calculation gives the new exchange term

J13 =
J12J23

2h2
, (3.3)

which is smaller than J12 or J23. Thus the effect of the RG step is to replace spin 2’s
interactions with its neighbors by a weaker second-neighbor interaction and then decimate
the spin at site 2. If the largest energy is the bond between sites 1 and 2, a similar
process results in spins 1 and 2 frozen together in a ferromagnetic cluster with effective field
h̃ = h1h2

2J12
.
These recursion relations can also be derived for decimation of Majorana pairs.

We write the Hamiltonian of the Majorana chain in the following away:

H =
∑

j

ihj γ2j−1γ2j + iJj γ2jγ2j+1 (3.4)

Decimating Across Different Dirac fermions
We first find the effective Hamiltonian when the decimated term connects an even to an
odd Majorana: Ω = J2. It is intuitively easier to convert the Majorana operators into Dirac
operators via cj = γ2j−1 + iγ2j .

H0 = iJ2 γ4γ5

= J2(c2c3 + c2c
†
3 − c†2c3 − c†2c

†
3) (3.5)
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1 2

h’

h J h 3

Figure 3.1: Decimation of the term connecting Majoranas forming different Dirac fermions.

In terms of electron operators, the term consists of hopping and pairing between nearest
neighbors. The ground state of Eq. 3.5 is doubly degenerate, and the two states can be
written in terms of the electron/hole vacuum, |0〉.

|s1〉 = c†2|0〉 + c†3|0〉 (3.6a)

|s2〉 = |0〉 − c†3c
†
2|0〉 (3.6b)

with ground state energy Es = −J2. We can simplify the notation in Eqs. 3.6a-3.6b by
writing the solutions in terms of the electron occupation number at sites 2 and 3: |s1〉 =
|10〉+ |01〉 and |s2〉 = |00〉 − |11〉. Note that |s1〉 and |s2〉 have odd and even fermion parity
respectively.

The first excited states of Eq. 3.5 are similarly given by

|t1〉 = −c†2|0〉 + c†3|0〉 (3.7a)

|t2〉 = |0〉 + c†3c
†
2|0〉 (3.7b)

In terms of electron occupation number, the first excited states are:|t1〉 = −|10〉 + |01〉 and
|t2〉 = |00〉+ |11〉, with Et = +J2. We now examine the effects of H1, the term that connects
the decimated Majorana pair to its nearest neighbors:

H1 = ih2γ
L
2 γ

R
2 + ih3γ

L
3 γ

R
3 (3.8)

To leading order, H1 moves the system from a ground state into a first excited state:

H1|s1〉 = h2(|10〉 − |01〉) + h3(−|10〉 − |01〉) = (h3 − h2)|t1〉 (3.9)

H1|s2〉 = h2(−|00〉 − |01〉) + h3(−|10〉 − |01〉) = −(h2 + h3)|t2〉 (3.10)

In a perturbative expansion in terms of h2/J2 and h3/J2, the first order-terms thus vanish.
The second-order terms, however, are given by

Heff
αβ =

∑

i

〈sα|H1|ti〉〈ti|H1|sβ〉
Es − Et

(3.11)
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In the basis of |s1〉 and |s2〉, the effective coupling term becomes

Heff = − 1

2J2

(

(h2 − h3)
2 0

0 (h2 + h3)
2

)

(3.12)

The effective coupling treats the even-parity and odd-parity states differently. In terms of
second-quantized operators, Eq. 3.12 can be written as

Heff = −h
2
2 + h2

3

2J2
+
h2h3

J2
(2c̃†c̃− 1)

= −h
2
2 + h2

3

2J2
+ i

h2h3

J2
γ3γ6 (3.13)

where we define c̃ = γ3 + iγ6. The decimation has induced an interaction between the
Majoranas at sites 3 and 6; however these are now nearest neighbors in terms of active
Majoranas remaining in the chain. The RSRG process thus preserves the form of the origi-
nal Hamiltonian with couplings only between nearest neighbors. The first term in Eq. 3.13
represents a small shift in the overall ground state energy, which we can neglect.

Decimating within a Dirac fermion
We now consider a decimation of the other kind, when the the two Majoranas in question
belong to the same Dirac fermion: Ω = h2.

J 1
J 2h2

J’

Figure 3.2: Decimation of the term connecting Majoranas from the same Dirac fermion.

H0 = ih2 γ3γ4

= h2(2c
†
2c2 − 1) (3.14)

The ground state is 4-fold degenerate, and we again express the states in terms of the
electron occupation number at each site. But first, it is helpful to define the following
states:

|d1〉 = |0103〉 , |d2〉 = |0113〉 (3.15a)

|d3〉 = |1103〉 , |d4〉 = |1113〉 (3.15b)

where |1113〉 = c†3c
†
1|0〉, by convention. The ground states are then |si〉 = |02〉 × |di〉 with

energy Es = −h2. The first excited states are given by |ti〉 = |12〉 × |di〉 with Et = +h2.
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The terms connecting the decimated Majoranas with their nearest neighbors are

H1 = iJ1γ2γ3 + iJ2γ4γ5 (3.16)

By calculating the effect of Eq. 3.16 on the ground state manifold, we can again find the
effective coupling induced by decimating this pair:

Heff =
1

h2









−(J2
1 + J2

2 )/2 0 0 J1J2

0 −(J2
1 + J2

2 )/2 J1J2 0
0 J1J2 −(J2

1 + J2
2 )/2 0

J1J2 0 0 −(J2
1 + J2

2 )/2









(3.17)

Heff = −J
2
1 + J2

2

2h2
I +

J1J2

h2
(c1c3 − c†1c

†
3) +

J1J2

h2
(c1c

†
3 − c†1c3)

= −J
2
1 + J2

2

2h2
+ i

J1J2

h2
γ2γ5. (3.18)

In this case, Majoranas 3 and 4 are decimating, inducing a new effective coupling between
Majoranas 2 and 5.

3.1.2 Infinite Randomness Fixed Point

Applying the RG many times lowers the energy of the spin chain and creates
exchange couplings and spin clusters spanning longer and longer distances. It has been
shown [24] that the presence of disorder in the initial system causes the distributions to
flow to the “infinite-randomness fixed point.” Let Ω be the strongest coupling term in the
chain at a given point in the RSRG. We can define a flow parameter for the RG process
Γ = ln ΩI/Ω, where ΩI is the strongest term in the original chain. Note that Γ = 0 at the
beginning of the RG flow and increases as the strongest term in the chain is lowered. It is
also useful to work in logarithmic energies, ζi = ln Ω/Ei. The critical point was shown to
occur when the probabilities are both equal to the infinitely broad random distribution:

P (ζ) = R(ζ) =
1

Γ
e−ζ/Γ (3.19)

The ground state of the critical random transverse-field Ising spin chain has ferromagnetic
clusters of all length scales, similar to the random-singlet phase of the Heisenberg spin chain.
In terms of fermion operators, this means that the Majorana fermion chain is critical when
the interactions t2j−1,2j and t2j,2j+1 are drawn from essentially the same infinitely broad
random distribution, with Majorana fermions coupled in pairs of all length scales.

3.2 Self-duality

Before looking at the robustness of the disordered critical point, we first discuss
the importance of the pairing convention used to map the Majorana fermions to spins in
Eq. 3.1. As shown in Fig. 3.3, there are two ways to group the Majorana fermions into
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1 62 3 54 7

FM SC FM SC FM SC

8

FM

Figure 3.3: The Majorana fermions can be paired to form spins in two inequivalent ways: a
given fermion can be either the left or right member of a pair. The duality of the transverse-
field Ising model ensures that the physical properties of the system are independent of the
pairing convention chosen.

pairs. The middle line corresponds to the convention chosen in Eq. 3.1; in the resulting
spin chain, the values of hj(Jj) are determined by the phases of the SC (FM) regions. The
lower line in Fig. 3.3 shows the other possible pairing convention,

γ2j = τx
j

j−1
∑

k=1

τ z
k , γ2j+1 = τy

j

j−1
∑

k=1

τ z
k (3.20)

where we write the Pauli matrices as τα to keep them distinct from the σα used above.
Here the hj ’s (Jj ’s) are determined the FM (SC) regions. Switching pairing conventions
seemingly switches the spin chain from the paramagnetic phase to the ferromagnetic phase
and vice versa.

The choice of how to pair the Majorana fermions is only a mathematical con-
vention made in order to implement the Jordan-Wigner transformation, and the physical
properties of the resulting spin chain should be independent of how the mapping is per-
formed. The apparent unphysical consequence of the mapping is resolved by considering the
duality properties of the transverse-field Ising chain. The system has the same properties
when the roles of h and J are exchanged and spins are replaced by domain wall variables
simultaneously. In the transformations given above, if we consider σα

j to be spin variables,
then the τα

j ’s are domain wall variables. This can be shown, for example, by the following
non-local duality transformation relating the two: σx

j =
∏

k<j τ
z
k , σz

j = τx
j−1τ

x
j . Thus the

two pairing conventions are related by switching spins/domain walls and values of hj/Jj ,
which leads to two representations of the same system.

In addition to resolving the self-consistency problem of the fermion-to-spin map-
ping, this behavior also provides insight into the duality property of the original QSH edge
with respect to the FM and SC regions. The properties of these regions enter the spin
chain as hj and Jj , and the duality of the transverse-field Ising model is translated to the
Majorana chain as a duality under interchange of the FM and SC regions.



29

3.3 Critical point at δ = 0

Now we consider the robustness of the infinite-randomness fixed point. To realize
this critical point, the probability distributions of ǫ2j−1,2j and ǫ2j,2j+1 must both be equal
to the infinitely broad random distribution. Constructing FM and SC regions at the QSH
edge to satisfy this condition – although not as stringent as for the uniform critical point
– is still difficult as it restricts the forms of both distributions. A weaker condition for
criticality parameterizes the distance to the critical point by

δ =
lnh − lnJ

var(ln h) + var(ln J)
. (3.21)

where the bar denotes averaging. Now the critical point, given by δ = 0, occurs whenever
the two distributions have the same log-average. In particular, given any distribution for
say hj , one can tune the system through the critical point by adjusting the distribution
for Jj . The Majorana chain can be made critical for any distribution of the SC regions by
tuning the FM regions to δ = 0 or vice versa.

3.4 Robust to Coulomb repulsion

Another potential difficulty to realizing the critical point is Coulomb repulsion
between fermions. While the Majorana fermions themselves are charge-neutral, two neigh-
boring Majorana fermions can combine to form a Dirac fermion that has charge. We model
the short-range Coulomb repulsion between two neighboring Dirac fermions as

H(2) =
∑

j

J (2)γ2jγ2j+1γ2j+2γ2j+3. (3.22)

Under the Jordan-Wigner transformation, Eq. 3.22 is mapped to a second-neighbor spin
interaction

H(2) = −
∑

j

J (2)σx
j σ

x
j+2. (3.23)

The interaction term could also have been written as J̃ (2)γ2j−1γ2jγ2j+1γ2j+2, which corre-
sponds to the second way to group four neighboring Majorana fermions for a given pairing
convention. This term maps to J̃ (2)σz

jσ
z
j+1, which under a duality transformation goes to

Eq. 3.23. Using the real-space RG methods outlined above, Eq. 3.23 was shown to be an ir-
relevant perturbation to the disordered critical point [16]. Thus the presence of short-range
Coulomb repulsion between Dirac fermions arising from combinations of Majorana degrees
of freedom does not affect the critical properties of the Majorana chain.
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Chapter 4

The RSRG as Unitary

Transformations

The effect of the RSRG on the Majorana chain, by design, is to reduce the chain
to a set of decoupled pairs. However the density of states and transport quantities are
measured by coupling the chain to an STM leads biased at voltage V relative to the chain.
The combined Hamiltonian for the Majorana chain and a probing tip coupled to one end
is:

H = −i
∞
∑

i=1

ti,i+1γiγi+1 + it0γ1

(

ψ†e−ieV t/~ + ψeieV t/~

)

(4.1)

where ψ is the annihilation operator of tip electrons [11]. We already know how the first
term in Eq. 4.1 transforms under successive transformation; in this chapter, we derive what
happens to the second term that describes the coupling of the chain at one end to the STM
tip.

4.1 Unitary Transformations

We will use the RSRG to reduce the semi-infinite chain and STM to a problem of
a tip interacting with independent Majorana pairs:

Heff ≈ −i
∞
∑

n=1

[

anγn,a

(

ψ†e−ieV t/~ + ψeieV t/~

)

+ ǫnγn,aγn,b

]

. (4.2)

The decoupled Majorana pairs correspond to the so-called random-singlets formation that
was investigated in random Heisenberg chains [23] and in random hopping fermions [42].
The I−V characteristics of this Hamiltonian are as follows: whenever the voltage of the tip
is at resonance with ±ǫn a step appears in the I−V curve, with an amplitude proportional
to the tunneling rate, a2

n:

dI

dV
∼
∑

n

a2
n [δ(eV + ǫn) − δ(eV − ǫn)] . (4.3)
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The two opposite sign delta-functions are due to the special coupling term ∝ ψ+ψ†; if at a
positive resonance, V = |ǫn|, ψ is responsible for a current flowing into the chain, and when
V = −|ǫn|, ψ† will produce the current, which flows out of the chain to the tip.

The measured LDOS, Eq. (4.3), will provide not only the chain’s density of states,
but also the probe’s overlap an with the edge Majorana. Therefore it reveals both the
energy and spatial structure of the random Majorana chain. We can find both the energy
levels ǫn and the edge overlap, an using the RSRG method applied as a series of unitary
transformations on Eq. 4.1 [73]. This method has two main advantages: it allows us to keep
track of the evolution of other operators, and provides a straightforward way to reconstruct
the ground-state wave function.

Consider a Hamiltonian H with ground-state solution |ψ〉 and energy E0: H|ψ〉 =
E0|ψ〉. For the Majorana chain or random transverse-field Ising model, |ψ〉 will be a com-
plicated many-body wave function. We can make progress towards simplifying the solution
by applying a unitary transformation that decouples the strongest term from the rest of the
chain: eiSHe−iS

(

eiS |ψ〉
)

= E0

(

eiS |ψ〉
)

. The transformed Hamiltonian and wave function
can be written as

H̃ = eiSHe−iS (4.4a)

|ψeff 〉 = eiS |ψ〉 (4.4b)

Many successive unitary transformations leave the chain in a state whose ground state wave-
function we can write down simply: it is the product of many spin singlets. The ground
state of the original Hamiltonian can be recovered by applying the inverse transformations,
in reverse order, to the product state. The effective form of other operators is similarly
found by applying the unitary transformations: Ã = eiSAe−iS .

It will be helpful to decompose the Hamiltonian into three parts: H = H0+V
′+H1.

Let H0 be the largest-energy term that will be decimated. V ′ consists of the terms that
connect the decimated Majorana pair to the rest of the chain. H1 describes the remainder
of the chain, which should be left unchanged by this step. The unitary transformation
becomes

H̃ = eiSHe−iS = eiS
(

H0 + V ′ +H1

)

e−iS

= H0 + V ′ +H1 + i
[

S,H0 + V ′ +H1

]

− 1

2
[S, [S,H0]] (4.5)

where we have only kept terms up to O(S2). An appropriate generator S can be chosen so
that the first-order terms cancel out: i [S,H0] = −V ′. The second term in the commutator
will give the new effective bond created between the nearest neighbors of the decimated
pair, as well as a shift in the ground state energy due to integrating out the decimated pair.
The third term in the commutator introduces a longer-ranged interaction involving one of
the decimated Majoranas. However this new interaction term can be eliminated by applying
an additional unitary transformation simultaneously. We give a detailed calculation of the
generators of these transformations below.
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4.2 Generators of the Unitary Transformations

As an example, we find the generators for the decimation of the Majorana pair
connected by h1, ie H0 = ih1γ1γ2. The generators for the decimation of J2γ2γ3 follow
analogously. The terms connecting this pair to the rest of the chain are V ′ = iJ0γ0γ1 +
iJ2γ2γ3. These are the nearest-neighbor terms that will be canceled as a result of the unitary
transformation. Consider the generator

S(1)
a = i

J0

2h1
γ2γ0 + i

J2

2h1
γ1γ3. (4.6)

It is straight-forward to show that i[S
(1)
a ,H0] = −V ′, so that after the transformation, the

Hamiltonian does not contain terms connecting the decimated pair to its nearest neighbors.
The second term of the commutator in Eq. 4.5 gives

i[S(1)
a , V ′] = i

J2
0 + J2

2

2h1
γ1γ2 + i

J0J2

h1
γ0γ3. (4.7)

The first term in Eq. 4.7 represents a small shift in the ground state energy, while the
second term is the new effective interaction between the nearest neighbors of the decimated
Majoranas. Since h1 is the strongest term in the chain, the effective interaction J̃ = J0J2

h1
is

weaker than any of the three eliminated terms J0, h1, or J2.
We now turn to the final term of commutator in Eq. 4.5. The only non-zero

contributions come from the second-nearest neighbors of the decimated pair:

i[S(1)
a ,H1] = −iJ0h−1

2h1
γ−1γ2 − i

J2h3

2h1
γ1γ4 ≡ V ′′. (4.8)

Although the transformation decouples Majoranas 1 and 2 from their nearest neighbors,
Eq. 4.8 shows that it also introduces new interactions connecting them to their third-
neighbors. This interaction can be eliminated by applying a second unitary transformation

S
(2)
b such that i[S

(2)
b ,H0] = −V ′′. This can be done using the generator

S
(2)
b = i

J0h−1

2h2
1

γ1γ−1 + i
J2h3

2h2
1

γ2γ4. (4.9)

The transformation generated by S
(2)
b will also introduce a new type of long-range inter-

action which we have to eliminate via S
(3)
a = iJ0h−1J−2

2h3
1

γ2γ−2 + iJ2h3J4

2h3
1
γ1γ5, which in turn

necessitates S
(4)
b , and so on. Briefly, Sa-type generators connect γ1 to odd-numbered Majo-

ranas in a way that straddles the decimated pair, while Sb-type generators do not straddle
the decimated pair.

For the decimation of a general term iEjγjγj+1, the full expressions for generators
of arbitrary order are given by

S(2n−1)
a =

i

2





k=j−1
∏

k=j+1−2n

Ek

Ej



 γj+1γj+1−2n

+
i

2





j−1+2n
∏

k=j+1

Ek

Ej



 γjγj+2n (4.10a)
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S
(2n)
b =

i

2





k=j−1
∏

k=j−2n

Ek

Ej



 γjγj−2n

+
i

2





2n+j
∏

k=j+1

Ek

Ej



 γj+1γj+1+2n (4.10b)

where Ek is the coupling between Majoranas k and k+1. The superscript on S(m) indicates
that the generator is of order m in Ek

h1
.

4.3 Effective Coupling Term

We are now ready to calculate the effect of a unitary transformation, with gener-
ators given by Eqs. 4.10a-4.10b, on the Majorana coupled to the probe, Eq. 4.1:

γ̃1 = eiSγ1e
−iS

= γ1 + i[S, γ1] −
1

2
[S, [S, γ1]] (4.11)

S =
∑

n

S(2n−1)
a + S

(2n)
b (4.12)

The edge Majorana operator will be transformed to a linear combination of odd-numbered
Majorana operators, with coefficients that in general decrease with distance from the edge.

Before writing expressions for the evolution of the coefficients, let us look at how
the decimation proceeds. In a typical chain, the first decimation will most likely be in the
bulk, say Jj. At this point, the only Majorana connected to the probe is γ1. According to
Eq. 4.11, a change in the coupling coefficients is caused by generators that don’t commute
with γ1, ie those that contain γ1. The transformation that eliminates Jj has generators
that connect γj or γj+1 to the rest of the chain. Therefore there is only one generator we
need to worry about: the one between γj+1 and γ1. The edge Majorana transforms as

γ1 → γ1 +

(

j−1
∏

k=1

Ek

Jj

)

γj+1 (4.13)

The probe is now coupled to γj+1 as well as to the edge, but γj+1 is part of the
decimated Majorana pair and drops out of the chain. Its coupling coefficient remains the
same as the RG proceeds. The same story holds for successive bulk decimations: the probe
becomes coupled to a bulk Majorana that then drops out of the chain.

Things become complex when the decimated Majorana is the one on the edge. All
orders of generators of this decimation contain a Majorana coupled to the probe (in this
case, the edge Majorana). So the transformed edge Majorana will contain terms from all
the bulk Majoranas, though the coefficients for Majoranas farther away are higher in order:

γ1 → γ1 +
N
∑

n=2

(

2n−2
∏

k

Ek

h1

)

γ2n−1 (4.14)
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After the decimation, γ1 drops out of the chain, leaving the probe coupled to all odd-
numbered Majoranas. For subsequent decimations, we have to consider the commutations
of the generators with every odd-numbered Majorana.

We now examine how the coupling coefficients change under a generic decimation
of the term Ej. Assuming there has already been at least one edge decimation, the probe
is coupled to all odd-numbered Majoranas:

γ̃1 =
∑

i odd

aiγi. (4.15)

Substituting Eq. 4.15 for γ1 into Eq. 4.11 gives the effective coupling coefficients.

i < j : ãi = ai + aj

j−1
∏

k=i

Ek

Ej
(4.16a)

i = j : ãj = aj +
∑

i<j

ai

(

j−1
∏

k=i

Ek

Ej

)

+
∑

i>j

ai





i−1
∏

k=j+1

Ek

Ej



 (4.16b)

i > j : ãi = ai + aj

i−1
∏

k=j+1

Ek

Ej
(4.16c)

When j is odd (ie, the decimated energy is hj), γj picks up some complicated factor and
drops out of the chain. All the other odd-numbered Majoranas pick up a simpler factor, and
we must keep following their evolution. If j is even, it is γj+1 (the odd-numbered member
of the decimated pair) that picks up a complicated coupling coefficient.
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Chapter 5

Single Lead: Energy Levels and

Coupling

In this chapter, we consider a semi-infinite Majorana chain coupled to an STM
probe at one end. As shown in the previous chapter, at low energies the Majorana chain
decouples into a series of Majorana pairs, each of which is coupled to the probe. We
compute the joint probability distribution for a Majorana pair to have energy splitting EM

and coupling to the probe a. The main result is that the tunneling dI/dV has strong
spikes corresponding to decimations of Majorana pairs on the edge, between which bulk
decimations yield additional weaker spikes.

5.1 Probability distribution calculation

In this section we calculate the probability distribution for the energy of decimated
Majorana pairs, as well as their coupling to the probe. A chain initially coupled to an STM
probe at the left end develops couplings to all odd-numbered Majoranas under the RG
flow. As seen in the previous chapter, the magnitude of the coupling decreases sharply with
distance along the chain, and we expect edge decimations to be the dominant processes. As
a check, this will be proven explicitly below.

Define un(τ, ℓ; Γ) as the probability that after n edge decimations, the Majorana
currently on the edge is located a distance ℓ from the probe with a coupling a ≡ e−τ at
RG scale Γ. The integer n marks how many previous edge decimations occurred before the
edge ended up at the Majorana we’re looking at now. This counting scheme doesn’t include
decimations within the bulk; rather, the decimation process is divided into “eras” separated
by edge decimations. The evolution of bulk couplings can be accounted for from the edge
decimations in a controlled way. The flow equation for un is given by:

dun

dΓ
= −

∫

dℓ1P (0, ℓ1)un (τ, ℓ; Γ) (5.1)

+

∫

dℓ1dℓ2dℓ
′dτ ′dζ2P (0, ℓ1)P (ζ2, ℓ2)un−1

(

τ ′, ℓ′; Γ
)

δ
(

τ − τ ′ − ζ2
)

δ
(

ℓ− ℓ′ − ℓ1 − ℓ2
)

Eq. 5.1 accounts for two ways the probability can change: 1) The Majorana is on the edge
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and gets decimated. This is the first term on the RHS: the probability is reduced if the edge
is decimated. 2) The Majorana is in the second-to-last pair, and the edge pair is decimated,
leaving the Majorana in question at the new edge. This source term is the second term on
the RHS: the distance from the probe to the edge shifts to the position of the new edge
Majorana, and its coupling is calculated from the old edge’s coupling. Here P (ζ, ℓ) is the
critical probability distribution of nearest-neighbor log-energies, ζ.

Before continuing with the calculation of dun/dΓ, we note some useful facts about
P (ζ, ℓ) from the study of the transverse-field Ising model. It will be easier to carry out the
calculation in the Laplace conjugate of ℓ and τ , which we define to be y and λ respectively.
The bond probability distribution becomes

P (ζ, y) =

∫

dℓP (ζ, ℓ)e−yℓ =

√
y

sinh
(√
yΓ
)e−

√
y coth(

√
yΓ)ζ (5.2)

It will be useful later to evaluate this function at y = 0:

lim
y→0

√
y

sinh(
√
yΓ)

=
1

Γ

P (ζ, y = 0) = 1/Γ. (5.3)

After carrying out the Laplace transform in τ , the probability distribution becomes

P (λ, y) =

∫

dζP (ζ, y)e−λζ =

√
y

sinh(
√
yΓ)

1

λ+
√
y coth(

√
yΓ)

. (5.4)

P (λ, y = 0) =
1

1 + λΓ
(5.5)

To make progress on simplifying the flow equation, we carry out a Laplace trans-
form on Eq. 5.1 in ℓ and τ . The LHS of Eq. 5.1 becomes

∫

dℓdτe−yℓe−λτ dun(τ, ℓ; Γ)

dΓ
=
dun(λ, y; Γ)

dΓ

The first term on the RHS of Eq. 5.1 becomes

−
∫

dℓ1P (0, ℓ1)un(λ, y; Γ) = −P (ζ = 0, y = 0)un(λ, y; Γ) (5.6)

The second term on the RHS of Eq. 5.1 is given by
∫

dℓ1dℓ2dℓ
′dζ2dτ

′e−y(ℓ′+ℓ1+ℓ2)e−λ(τ ′+ζ2)P (ζ = 0, ℓ1)P (ζ, ℓ2)un−1(τ
′, ℓ′; Γ)

= un−1(λ, y; Γ)P (ζ = 0, y)P (λ, y) (5.7)

Combining Eqs. 5.6-5.7, the flow equation becomes

dun

dΓ
= −P (ζ = 0, y = 0) un + P (ζ = 0, y)P (λ, y) un−1 (λ, y; Γ) (5.8)

= − 1

Γ
un +

y

sinh2(
√
yΓ)

un−1

λ+
√
y coth(

√
yΓ)

(5.9)
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where in Eq. 5.9, we have substituted in the appropriate forms of the probability distribu-
tions. The problem of solving for un is made simpler by the following two substitutions for
the variables x and w:

x =
√
y coth(

√
yΓ) (5.10a)

dx

dΓ
= − y

sinh2(
√
yΓ)

wn = Γun (5.10b)

dun

dΓ
=

1

Γ

dwn

dΓ
− 1

Γ2
wn

Now the flow equation, Eq. 5.9 becomes

dwn

dΓ
= −wn−1

dx

dΓ

1

x+ λ
(5.11)

This has the solution

wn =
Γ0

n!
lnn x0 + λ

x+ λ
(5.12)

Summing over the edge decimations n, and switching variables back to u, we arrive at an
expression for the probability distribution of energy and coupling:

u(λ, x; Γ) =
Γ0

Γ

x0 + λ

x+ λ
. (5.13)

This is the main result of this section: un gives the probability that after n edge decimations,
the Majorana currently at the edge is at a distance ℓ to the probe, with coupling e−τ . Note
getting the τ - and ℓ-dependence requires doing an inverse Laplace transform on Eq. 5.13.
Below, we use this result to calculate joint probability distributions involving coupling to
one or two probes.

5.2 Single-Lead geometry

To find the energies of the chain, we consider an STM lead that allows electrons to
tunnel into one end of the chain. The single-lead case is equivalent to a semi-infinite chain,
where the length of the chain is not an important parameter. To find the energies of the
Majorana pairs, or equivalently the RG scales at which Majorana pairs were decimated, we
need a joint probability describing the coupling and energy. Consider

dJ
(edge)
n (τ ; Γ)

dΓ
= P (ζ = 0)un(τ, y = 0;Γ), (5.14)

=
Γ0

Γ2

1

n!
lnn

(

λ+ 1/Γ0

λ+ 1/Γ

)

. (5.15)

We don’t need to worry about the effective length of the chain, related to ℓ, in the semi-
infinite chain, so set y = 0 here. dJn/dΓ is the the probability density that a Majorana
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survived n edge decimations, then got decimated at the edge at Γ with coupling e−τ . Note
that this is a density, not a probability, since P (ζ = 0) gives the probability density that
the Majorana is decimated. For fixed n, the probability density first increases with Γ, as
expected since the Majorana survived the first n− 1 decimations. The probability density
reaches a peak at some value of Γ, then decreases as a subsequent edge decimation reduces
the chance of the Majorana’s survival.

The discussion so far has involved successive edge decimations, but in between edge

decimations there are bulk pairs decimations as well. Let dJ
(bulk)
n /dΓ be the probability

density that after n edge decimations, a bulk Majorana pair is decimated while coupled to
the probe with e−τ . We can calculate its frozen coupling from the coupling of the edge and
the values of the bonds in between:

dJ
(bulk)
n (λ,Γ)

dΓ
=

∞
∑

m=1

∫

dℓdτdζ0...dζm−1dℓ0...dℓme
−yℓ eτλun(τ ′, ℓ′; γ) (5.16)

· P (ζm = 0, ℓm)P (ζ0, ℓ0)...P (ζm−1, ℓm−1)δ

(

τ − τ ′ −
m−1
∑

i=0

ζi

)

δ(ℓ− ℓ′)

We saw in Eq. 4.16c that the coupling picks up multiplicative factors of the energies between
the edge and the decimated Majorana. The delta function in τ in Eq. 5.16 reflects the fact
that the logarithmic couplings pick up additive factors of the log energies. Evaluating the
integrals gives

dJ
(bulk)
n (λ,Γ)

dΓ
=

∞
∑

m=1

un(λ, y; Γ)P (ζ = 0, y = 0)P (λ, y = 0)m (5.17)

Using the fact that the first two factors in Eq. 5.17 are equal to the edge probability density,
and carrying out the sum over sites m,

dJ
(bulk)
n (λ,Γ)

dΓ
=
dJ (edge)

dΓ

∞
∑

m=1

P (λ, y = 0)m

=
1

Γ
un(λ, y = 0)

∞
∑

m=1

1

(1 + λΓ)m

=
1

λΓ2
un(λ, y = 0). (5.18)

5.2.1 Aside on Laplace Transform tricks

In the previous section, we have found the Laplace transforms of various probability
densities. Calculating average or typical values seems to require the tedious matter of inverse
Laplace transforming, followed by integrating over relevant terms. However we review here
some ways to get around the inverse Laplace transform.

1. For quantities involving only the energy, without regard to coupling, we use
the marginal distribution for dJ/dΓ with τ integrated out. Rather than inverse Laplace
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transforming dJ(λ; Γ)/dΓ and then integrating over τ , it is equivalent to substitute λ = 0
into the Laplace transform:

dJ(Γ)

dΓ
=

∫ ∞

0
dτ
dJ(τ ; Γ)

dΓ

=

∫ ∞

0
dτ
dJ(τ ; Γ)

dΓ
e−λτ |λ=0

=
dJ(λ; Γ)

dΓ
|λ=0 (5.19)

2. For the average value of e−2τ , which is useful for average couplings to the probe,
we evaluate the Laplace transform at λ = 2:

〈e−2τ 〉 =

∫ ∞

0
dτ
dJ(τ ; Γ)

dΓ
e−2τ

=
dJ(λ; Γ)

dΓ
|λ=2 (5.20)

3. As we describe below, it is sometimes necessary to average τ rather than e−2τ .
To do this, we differentiate and then set λ = 0:

〈τ〉 = − d

dλ

∫ ∞

0
dτ
dJ(τ ; Γ)

dΓ
e−τλ|λ=0

= −
(

d

dλ

dJ(λ; Γ)

dΓ

)

|λ=0 (5.21)

5.2.2 Location of edge peaks

We can use Eq. 5.15 to find the RG scales, or equivalently the energies, where edge
decimations occur. Here we are interested only in the Γ-dependence, and the coupling can
be integrated out by setting λ = 0. First it is instructive to check the normalization. A
Majorana that becomes the edge after n edge decimations can itself be eliminated only as
an edge decimation, ie with probability 1.

∫ ∞

Γ0

dJ
(edge)
n (λ = 0)

dΓ
dΓ =

∫ ∞

Γ0

dΓ

Γ0

Γ2
0

Γ2

1

n!
lnn

(

Γ

Γ0

)

=

∫ ∞

0
dzeze−2z 1

n!
zn

= 1

where we have used the substitution z = ln(Γ/Γ0). As expected, this to be normalized to
one.

The quantity we’d most reasonably be interested in, the average value of Γ for a
given n, doesn’t converge. Let’s instead average z = ln(Γ/Γ0) and then exponentiate:

〈ln
(

Γ

Γ0

)

〉 =

∫ ∞

0
dℓe−ℓ 1

n!
ℓn+1

= n+ 1

Γn(av) = Γ0e
n+1 (5.22)
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Figure 5.1: Marginal distribution of edge energies for n= 1-4. The n’th peak has a maximum
at ln(ln(1/E)) = n/2. dI/dV thus has peaks at regular intervals in ln(ln(1/V )).

Alternatively, the most probable location of the n-th peak is found by differentiating

dJ
(edge)
n /dΓ:

d

dΓ

dJ
(edge)
n (λ = 0)

dΓ
= −2

Γ0

Γ3

1

n!
lnn

(

Γ

Γ0

)

+
Γ0

Γ3

1

(n − 1)!
lnn−1

(

Γ

Γ0

)

Γn(mp) = Γ0e
n/2 (5.23)

Either way, we see that ln Γn scales as n. The corresponding energy, En ∼ e−Γn ,
then scales as e−Γ0en

. On a plot of STM tunneling data, strong peaks in dI/dV will appear
at these values of V , corresponding to Majorana pairs decimated at the edge. Plotting the
data against ln(ln(1/V )) rather than V gives peaks at regular intervals (Fig. 5.1).

5.2.3 Strength of peaks

One immediate question is, what about peaks from bulk decimations? The edge
decimations are the dominant ones since they have much stronger coupling to the probe, but
we’d like to show that the bulk contributions can be neglected. For this, we need average
or typical values of the coupling. The typical values are more experimentally feasible,
since average values require measurements on a large number of samples. The dI/dV curve
depends on the coupling, therefore the relevant quantity to consider is not 〈τ〉 but e−〈τ〉.

n-th Edge decimation

The typical and average coupling of an edge peak, a = e−τ , are given by e−2〈τ〉

and 〈e−2τ 〉 respectively. The distinction between these two expressions is rather subtle and
relies on the fact that disorder-averages are dominated by rare events. In most realizations
of disorder the bulk pairs, which make up the majority of decimated pairs, will be very
weakly coupled to the probe. A small value of the coupling a is equivalent to a large value
of τ = − ln a. The average coupling (〈e−2τ 〉) is dominated by terms with small τ : most of
the terms in the sum are vanishingly small, and rare terms with strong coupling will have
a large effect. On the other hand, calculating e−2〈τ〉 reverses the order of operations by
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finding the average of τ first and then exponentiating. Unlike the average coupling, e−2〈τ〉

protects against domination by rare anomalous terms because the sum is over τ itself rather
than e−2τ . Most terms are enormous, and the rare cases with strong coupling/small τ get
washed out in the sum. So this is the expression that gives a typical value of coupling.

atyp = e−2〈τ〉 (5.24a)

aav = 〈e−2τ 〉 (5.24b)

Lastly, the average τ at a particular value of Γ is calculated given that an edge decimation
took place at Γ. The conditional is necessary to separate out the effect of where the
decimations occur in the first place. To calculate e−2〈τ〉 , we use the trick outlined in
Eq. 5.21 of differentiating and setting λ = 0:

〈τ〉(edge)
n =

1

dJn/dΓ

d

dλ

dJ
(bulk)
n

dΓ
|λ=0=

n

ln(Γ/Γ0)
(Γ0 − Γ) (5.25)

This result says typical values of τ increase with Γ, ie Majorana pairs decimated later in the
RG flow have smaller couplings to the probe. Physically, this is because as the decimations
proceed, the couplings have longer to accumulate higher order coefficients, each of which is
less than unity. Using the result from Eq. 5.23, Γ ∼ en/2 for a typical edge decimation, the
typical coupling of the n-th decimated edge pair scales as

e−2〈τ〉(edge)
n ∼ e−4Γ0en/2

(5.26)

All bulk contributions

We now address bulk decimations and their contributions to the IV curve, which
– unlike dI/dV – shows represents the integrated sum of all peaks up to a certain energy
scale. We show here that the sum of all bulk contributions in a particular era between two
edge decimations is negligible compared to the edge peak and can safely be neglected.

The probability density for a bulk decimation at position m in the chain following
n bulk decimations is given by

dJ (m)
n /dΓ = dJ (edge)

n /dΓP (λ)m−1 [1 + P (λ)] (5.27)

The typical correlation of a bulk decimation is found to be

e−2〈τ〉(m)
n = e−2〈τ〉(edge)

n · e−(2m−1)Γ0en/2
(5.28)

The typical strength of a peak coming from the m-th site along the chain after n edge
decimations is suppressed compared to the n-th edge peak by a factor of ∼ e−(2m−1)Γ0en/2

.
For a given n, the bulk peaks from further along the chain get strongly suppressed.

In summing up the bulk contributions, we must again decide which order to expo-
nentiate τand sum over sites along the chain. Adding up all the bulk values of τ will make it
diverge since the bulk couplings typically very small. On the other hand, the average value
of bulk couplings a does not diverge because it is dominated by the rare events when some
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Figure 5.2: Typical IV curve obtained by integrating dI/dV from high voltage down to V .
A sharp rise in current occurs at values of V corresponding to typical energies of edge pairs.

bulk pairs have anomalously strong coupling. The latter is also the experimentally relevant
order of operations: between edge decimations, the IV curve shows the coupling of each
bulk decimation, summed over sites along the chain. We take this to be the appropriate
order of operations for this step and find the typical bulk contributions to be

∑

m even

e−2〈τ〉(m)
n ∼ e−2〈τ〉(edge)

n e−3Γ0en/2
(5.29)

This result shows that the contribution from the peaks due to all the bulk decimations
between two successive edge decimations is suppressed compared the edge contributions by
a factor of e−3eΓ0n/2

, and thus can safely be neglected.
Fig. 5.2 shows the predicted current plotted vs. ln(ln(1/V )). Each time the voltage

crosses an edge peak from above, there is a sharp rise in the current as the probe couples
to a decimated Majorana pair. For higher n, i.e., edge decimations at lower energies, the
typical coupling and current jumps decrease sharply.
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Chapter 6

Two-Lead Transport

Measurements

At low energies the random Majorana chain behaves like a set of decoupled Ma-
jorana pairs. Physical properties can be calculated from contributions from each pair,
weighted by an appropriate probability distribution. In this chapter, we consider a finite
chain with each end coupled to an STM probe. The two-lead geometry is useful for studying
electrical and thermal transport, and we calculate these quantities below.

6.1 2-Lead Scattering Matrix

In this section, we set up the calculation of conductance as a scattering problem:
incoming electrons from two leads scatter off the Majorana pair to produce outgoing elec-
trons and holes. We examine the case where both leads are biased at the same voltage
V , with the superconducting region grounded. The scattering matrix is written in the ba-
sis (ψe,1, ψe,2, ψh,1, ψh,2) of electron and hole states in the leads. Following the derivation
in [65], the scattering matrix can be written as

S(E) = 1 + 2πiW †(HM − E − iπWW †)−1W (6.1)

where HM is the Hamiltonian for the Majorana splitting, and W is the coupling between
the Majoranas and the leads:

HM =

(

0 iEM

−iEM 0

)

, (6.2a)

W =

(

w1 0 w∗
1 0

0 w2 0 w∗
2

)

. (6.2b)

EM is the coupling between Majoranas, and ai = 2πw2
i give the coupling to each lead.

Substituting these forms for HM and W into Eq. 6.1 gives

S(E) =

(

1 +A A
A 1 +A

)

(6.3)
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where

A =
1

Z

(

ia1(E + ia2) −EM
√
a1a2

EM
√
a1a2 ia2(E + ia1)

)

(6.4)

and Z = E2
M − (E + ia1)(E + ia2).

S(E) must be a unitary matrix, which given the form of Eq. 6.3, imposes the
following constraint on the matrix A:

A+A† + 2AA† = 0. (6.5)

It is straightforward to show that the expression for A found in Eq. 6.4 satisfies this con-
straint. The matrix elements of the scattering matrix must also reflect the symmetries of
the system, which in this case is only particle-hole symmetry. This imposes the follow-
ing constraint on the reflection and transmission coefficients r and t, which are in general
functions of energy:

ree(E) = r∗hh(−E) , reh(E) = r∗he(−E) (6.6a)

tee(E) = t∗hh(−E) , teh(E) = t∗he(−E) (6.6b)

Our choice of basis means that the scattering matrix can be expressed as

S =









ree t′ee rhe t′he

tee r′ee the r′he

reh t′eh rhh t′hh

teh r′eh thh r′hh









(6.7)

Comparing Eqs. 6.7 and 6.3, we see that ree = 1 + A11. The expression for A11 found in
Eq, 6.4 satisfies A11(E) = A∗

11(−E), which implies that ree(E) = r∗ee(−E). Finally we use
the fact that rhh = 1 + A11 = ree to get r∗ee(−E) = rhh(E), as required by particle-hole
symmetry. The same argument holds for the other matrix elements.

6.2 Electrical Current

6.2.1 Single Majorana Pair

We derive an expression for the current at arbitrary voltage and temperature. At
zero-temperature and very low voltage, this expression agrees with previously found results.
In addition, we show that the expression can be evaluated exactly when the voltage is much
higher than the Majorana coupling. In this limit, the current is proportional to the sum of
the STM couplings to the pair.

Following Ref. [7], the charge current in each lead is given by

I1 =
e

h

∫ ∞

0
dE f(E)

(

1 − |ree|2 − |t′ee|2 + |reh|2 + |t′eh|2
)

(6.8a)

I2 =
e

h

∫ ∞

0
dE f(E)

(

1 − |r′ee|2 − |tee|2 + |r′eh|2 + |teh|2
)

(6.8b)
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where f(E) = (1 + e(E−V )/kBT )−1. In the T = 0 limit, the expression simplifies to

I1 =
e

h

∫ V

0
dE

(

1 − det r − det t′
)

(6.9)

where the last line follows from particle-hole symmetry. Alternatively, we can simplify
Eq. 6.8a using unitarity, which requires |ree|2 + |reh|2 + |t′ee|2 + |t′eh|2 = 1. This allows the
current to be written as

I1 =
2e

h

∫ ∞

0
dE f(E)

(

|reh|2 + |t′eh|2
)

(6.10)

At zero temperature, when the voltage difference between the left and right leads
is V , the expression for current becomes

I1 =
2e

h

∫ V

0
dE

E2a2
1 + a1a2(E

2
M + a1a2)

(E2 − E2
M − a1a2)2 + E2(a1 + a2)2

(6.11)

We can find the current at non-zero values of temperature by restoring the factor of f(E)
in the integrand.

Previous works have examined the current in the low-voltage, strong-coupling
limit: EM ≫ eV, ai [65, 55]. In this case, the integrand in Eq. 6.11 is greatly reduced to
a1a2/E

2
M , and the current is simply

I1 = I2 =
2e2

h

a1a2

E2
M

V (6.12)

This agrees with previously found expressions [65].
It is also interesting to consider the high-voltage regime, which as far as we know

has not been previously investigated. dI/dV , given by the integrand of Eq. 6.11, reaches
a maximum at E = EM , leading to a sharp rise in the current as the voltage is ramped
through the Majorana splitting strength. At this voltage, electrons from either lead can
tunnel resonantly through the Majorana pair by populating the effective electron state
formed from the two Majorana states. When V ≫ EM , the integral in Eq. 6.11 can be
evaluated analytically to give

Ii =
2e

h

π

2
ai (6.13)

The current flowing into the superconductor, I = I1 + I2, is therefore proportional to the
sum of the couplings a1 + a2.

6.2.2 Extending to Majorana Chain

Since the current due to a single Majorana pair depends on the sum of the cou-
plings, a dominant contribution occurs when either coupling is strong. We make use of the
fact that edge decimations are coupled much more strongly to the lead than decimations
occurring in the bulk of the chain, so that only edge contributions to the current need to
be considered.
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Figure 6.1: Typical distribution of Majorana splitting and coupling to the two leads (see
explanation in text). The coupling is shown here as a fraction of the original coupling to
the chain. The chain in this figure has five edge decimations, three of which are visible as
strong coupling to a lead.

A decimation on, say the left edge, results in a large value for a1 and a negligible
value for a2. In the high-voltage regime, where the current is proportional to a1 + a2, this
leads to a dominant contribution to the current. By contrast, in the low-voltage limit the
current is proportional to a1a2. In this case, dominant contributions arise from decimations
with non-trivial values of both a1 and a2, ie bulk pairs. We assume that the two edges are
independent, which is reasonable for the earlier eras that have the strongest couplings.

We study the current numerically with a chain of 20 Majorana fermions. The
nearest neighbor bonds are taken randomly from a log-normal distribution, and a metallic
lead is coupled to the Majorana at each end. The effect of the RSRG described in Chp. 4
is to transform this system to a set of 10 Majorana pairs, each coupled to the two leads.
Fig. 6.1 shows the calculated distribution for the Majorana splitting as well as the coupling
to each lead for one particular realization of disorder. The horizontal axis indicates the
Majorana splitting. At each value of energy where a Majorana pair was decimated, there
are two data points. The blue square represents the odd-numbered Majorana of the pair,
with the vertical position indicating its coupling to the left lead. The purple circle indicates
the coupling of the even-numbered Majorana in the pair to the right lead.

The evolution of the chain with the RG flow is found by starting at the high energy
or right end of the plot and reading leftward. In the previous chapter, we found analytically
that Majorana pairs decimated at the active edge of the chain have the strongest coupling
to the leads. This particular chain has five left edge decimations occurring at splittings
of 7.6, 2.4, 2.2, 2.1, and 1.5. The pair with splitting 1.5 is the last pair to be decimated
and also represents the only right edge decimation for this chain. Fig. 6.1 shows that the
majority of Majoranas are very weakly coupled to a lead; however the pairs at 7.6, 2.4, and
1.5 have non-trivial coupling. As predicted, these pairs that were decimated while on the
edge have strong coupling to a lead, while bulk decimations result in weaker coupling.

Given the splitting and couplings of each of the 10 Majorana pairs, we compute
the total current due to the chain by evaluating Eq. 6.11 for each pair and then summing.
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Figure 6.2: Typical IV-curve for the Majorana chain connected to two leads. Sharp increases
occur at the Majorana splitting energies of the decimated pairs, with the strength of the
jump determined by the coupling to the leads.

The result is shown in Fig. 6.11. The current shows a sharp increase each time the voltage is
ramped through a Majorana splitting, with an amplitude given by the sum of the couplings
to the leads. The biggest jumps occur at 2.4 and 7.6, corresponding to the Majorana pairs
most strongly coupled to the left lead, while smaller jumps at 3.8, 6.2, and 9.5 are due to
bulk decimations between successive edge decimations.

6.3 Heat Current

6.3.1 Single Majorana Pair

We derive an expression for the heat current in terms of the transmission eigenval-
ues found above. The main difference from the electrical current is that the contributions
from the electrons and holes have the same sign [19].

Q1 =
T − T1

hT

∫ ∞

0
dE E2

(−∂f
∂E

)

(

1 − |ree|2 − |reh|2
)

+
T − T2

hT

∫ ∞

0
dE E2

(−∂f
∂E

)

(

−|t′ee|2 − |t′eh|2
)

=
∆T

hT

∫ ∞

0
dE

E2

2kbT cosh2 E
2kBT

(

|t′ee|2 + |t′eh|2
)

(6.14)

where ∆T = T2 − T1. We evaluate this expression by substituting the following form of the
transmission coefficients,

|t′ee|2 + |t′eh|2 =
2E2

Ma1a2

E4 + E2(a2
1 + a2

2 − 2E2
M ) + (E2

M + a1a2)2
(6.15)

Numerical evaluation of the heat current shows that it reaches a maximum at T ≈ 0.4EM ,
where the peaks of Tr tt† and the derivative of the Fermi-Dirac distribution are equal.
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Figure 6.3: Typical heat current of the chain as a function of temperature. The current dis-
plays a peak each time the temperature is increased through 0.4 times a Majorana splitting;
however, separate peaks are difficult to distinguish unless at very low temperatures.

For very low temperatures (T < 0.05 EM ), Tr tt†(E) can be replaced by Tr tt†(0) and
the thermal conductance Q1/T becomes constant. We find that the thermal conductance

reaches a maximum value of
k2

bTπ2

6h when E2
m = a1a2. It can also be shown that for this

relation between the Majorana splitting and the couplings to the leads, det r = 0, This
result is in agreement with a previous result that the thermal conductance is quantized at
this value when det r = 0 [2].

6.3.2 Extending to Majorana Chain

We again consider a chain of 20 Majorana fermions with nearest neighbors chosen
from a log-normal distribution and two couplings to a metallic lead at either end. Similar
to the calculation in Sec. 6.2.2, we first implement the RSRG to reduce the chain to a
set of 10 Majorana pairs. This gives the splittings of each Majorana pair as well as its
couplings to the leads. The heat current is found by evaluating Eqs. 6.14- 6.15 for each
pair and then summing the contributions. Fig. 6.3 shows the result for a typical chain as a
function of temperature. We expect peaks located at T ≈ 0.4EM for each of the decimated
Majorana pairs, although thermal broadening makes the contributions from different pairs
much harder to distinguish than in the electrical current. For the chain shown in Fig. 6.3,
the heat current mainly comes from the Majorana pairs with splitting 1.2, 2.4, and 2.7, but
these contributions merge into the single large peak shown in the figure. Distinct peaks
may occur if the splittings are well separated from one another, as seen with the feature at
low temperature that is due to a Majorana pair with splitting 0.32.

In the previous section, the charge current was found to mainly arise from edge
decimations. In contrast, the biggest contributions to the thermal current come from pairs
decimated near the midpoint of the chain. The thermal current shown in Fig. 6.3 is mainly
due to Majorana pairs at splittings 1.2, 2.4, and 2.7, which are all bulk decimations. This
suggests that the heat current is proportional to the product of the couplings – rather than
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Figure 6.4: Contributions of each Majorana pair to the heat current, plotted against the
distance from the center of the chain. Dominant contributions are due to Majorana pairs
decimated near the effective center of the chain.
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Figure 6.5: Size of the contributing region as a function of the effective chain length. A fit
of the points to the function aLb yielded a = 0.87 and b = 0.42, hence at least 0.995 of the
current comes from a central region of size L0.42 for this particular chain.

the sum, as for the electrical current. Fig. 6.4 shows the heat current due to each Majorana
pair as a function of its distance to the effective chain center when decimated.

We hypothesize that at any stage of the RSRG with effective chain length L, only
a fraction 1/L0.46 centered about the middle is responsible for 0.995 of the thermal current.
To determine this, we study how the size of the contributing region scales with the effective
length of the chain. Only the pairs whose thermal current is greater than 0.001 of the total
are included in the plot, and we set an upper estimate of the contribution from remaining
pairs at 0.005 of the total current. Fig. 6.5 shows the distance of a contributing pair from
the center as a function of the effective length of the chain. For this particular chain, we
find that the size of the central region scales as L0.58. This implies that the fraction of the
chain contributing to the heat current scales as L0.42. Similar studies of several different
realizations of disorder show a typical scaling of L0.46. In addition the average scaling may
deviate from the typical scaling found here, though this requires some knowledge of the
probability distribution of these quantities and is still being investigated.

It is important to note that this method underestimates the size of the contributing
region since we are only studying it through the pairs that were decimated. In practice, there
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may have been more distant pairs which could have contributed but were not decimated in
this particular realization of disorder.
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Part II

Bulk-Boundary Correspondence
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Chapter 7

Edge State and Bulk-boundary

Theorems

7.1 Edge Modes and Topological Invariants

In light of recent interest in topological insulators and superconductors, it would
be useful to formalize the relation between bulk topological quantities and properties of mid-
gap edge states. This connection has been proven specifically for IQH states on a square
lattice by deriving a winding number for the edge states. [37] Another approach using
twisted boundary conditions has the advantage of including interactions and disorder, but
cannot prove that the states exist at an open boundary. [68]

There has also been recent progress on analytic solutions of edge states in topologi-
cal insulators [59, 97, 82] and topological superconductors. [78] These calculations are based
on models using a specific Dirac Hamiltonian. Dirac systems are ubiquitous in condensed
matter and particle physics systems and give rise to many exotic states. For example,
every single-particle topologically ordered system can be realized with a Dirac Hamilto-
nian. [52, 76] They are used to model a variety of systems including polyacetylene, graphene,
topological insulators and superconductors, etc. [44, 86, 34, 48, 71, 31, 17]

In this part we deepen the understanding of surface states by deriving their dis-
persion, effective theory, and chiral properties in terms of bulk quantities. Our work applies
specifically to tight-binding Dirac Hamiltonians with nearest-layer interaction. For these
systems we present a prescription for the edge states spectrum and prove the bulk-boundary
correspondence. In addition, we derive a simple geometric method to calculate the energies
and penetration depth of the edge states analytically.

7.2 Characterization of the nearest-layer Hamiltonian

To study a system with edges, consider a 2D/3D crystal that terminates on a
line/surface. Translational symmetry is thus broken in the direction normal to the edges.
However, we assume it is unbroken parallel to the surface, and the corresponding momentum
k‖ is a good quantum number. In this way, any higher dimensional system can be decoupled
into a family of one-dimension (1D) problems parameterized by k‖.
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The Dirac Hamiltonian in momentum space H(k) can always be expressed as a
linear combination of g gamma matrices, H(k) = h(k)·Γ. Here Γ is a vector of the hermitian
gamma matrices (independent of k) which satisfy the Clifford algebra ΓiΓj + ΓjΓi = 2δij .
h is a real vector that maps the Brillouin zone to a closed curve in a g-dimensional vector
space. Squaring the Hamiltonian gives H2 = (h · Γ)2 = |h|2. The eigenvalues of H, given
by E(k) = ±|h(k)|, can be thought of as the distance of the vector h to the origin. If H(k)
describes a band insulator with a bulk gap, then the locus of points traced by h(k) never
intersects the origin.

Let us consider Dirac Hamiltonians with coupling between neighboring layers:

H =
∑

n,k‖

Ψ†
n,k‖

Γ ·
[

bΨn−1,k‖
+ b0 Ψn,k‖

+ b∗ Ψn+1,k‖

]

, (7.1)

where n labels the layers. Both b and b0 are dependent on k‖ but we will not write this
dependence explicitly. Ψn,k‖

is a vector of quasiparticle annihilation operators at layer
n that captures all the degrees of freedom (i.e. spin, pseudospin) at every site. Fourier
transforming (n → k⊥) in the direction away from the edge, the bulk Hamiltonian becomes

H =
∑

k⊥,k‖

Ψ†
k [h(k) · Γ] Ψk, (7.2)

with

h(k) = be−ik⊥ + b0 + beik⊥

= b0 + 2br cos k⊥ + 2bi sin k⊥, (7.3)

where br and bi are the real and imaginary components of the vector b respectively. We
point out that b and b0 are independent of k⊥

The curve traced out by h(k) for fixed k‖ is an ellipse living in the plane spanned
by br and bi. b0 can be decomposed into a component b0

⊥ that is normal to this plane,
and b0

‖ that lies within it. b0
‖ shifts the ellipse within the plane, while b0

⊥ lifts it uniformly.
It will be useful to define

h‖(k) = b0
‖ + 2br cos k⊥ + 2bi sin k⊥ (7.4)

as the projection of h(k) on to the 2D plane spanned by br and bi. Note that this plane
contains the origin, while the plane containing h is offset from the origin by the vector b0

⊥.
Since h‖ maps the Brillouin zone to closed curves, it can be divided into two classes: ellipses
that enclose the origin, and ellipses that do not.

As we shall see in the following section, the behavior of h(k⊥) completely deter-
mines the topological nature of the system and holds the key to understanding the relation
between existence of edge states and bulk topological invariants. This section contains the
main result of the paper, where we prove two theorems, one relating the spectrum of edge
states to h, the other connecting h to a bulk topological invariant.



54

Figure 7.1: An illustration of Theorem 1. The gray ellipse is traced out by h(k⊥) =
b0 +2br cos k⊥ +2bi sin k⊥ for a fixed parallel momentum k‖ [Eq. (7.3)]. The dotted ellipse
(h‖) is h projected on to the plane spanned by br and bi. The displacement of the ellipse h
from the dotted ellipse h‖ is given by b0

⊥, the component of b0 perpendicular to this plane.
Theorem 1 says that an edge state exists if and only if the dotted ellipse encloses the origin
(which holds true for the diagram above), and its energy is determined by the displacement
|b0

⊥|.

7.3 Edge state energy

Theorem 1a. The system has mid-gap edge states if and only if h‖(k⊥) encloses
the origin.

Theorem 1b. The energies of the edge states are given by the distance from the
origin to the plane containing h, i.e. Es = ±|b0

⊥|. When the gamma matrices are the
Pauli matrices, the energy of the left edge state (semi-infinite slab with n > 0) is given by:

Es = b0 · br×bi

|br×bi| .
Here we only sketch the main ideas behind two equivalent proofs of the theorem,

leaving the full details to the Appendices. We present two approaches to this problem: a
proof utilizing Green’s functions [33] (c.f. Chp. 9) and a proof via transfer matrices [56] (c.f.
Chp. 10). In this chapter, we consider one block of the decoupled system corresponding to
fixed k‖.

We begin by writing the Green’s function of the system without edges, where the
full translational invariance makes a momentum space representation possible. A system
with edges is then created from the fully periodic system by deleting the couplings between
one pair of neighboring sites. The poles in the Green’s function G(E) at mid-gap energies
E indicate the presence of edge states.

The bulk Green’s function is given by

G0 (E; k⊥) =
∑

i

|ψi〉〈ψi|
E − Ei

(7.5)

where i sums over the energy eigenstates of H(k⊥). Since we are interested in a boundary
localized in real space, it is necessary to Fourier transform the bulk Green’s function. For
a system of size L this results in a L × L block matrix G0(E; yi, yj), where each block
corresponds to mixing between the lattice sites yi and yj.

Next we write an expression V for the terms in the Hamiltonian that create the
boundary by subtracting the hopping terms between sites yleft and yright. For models with
nearest neighbor interactions, the only non-zero matrix elements of V are those between yleft
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and yright. The Dyson equation gives an exact expression for the open boundary Green’s
function G in terms of the bulk Green’s function G0 and the cuts V needed to take the
system from one geometry to the other:

G(E) = (I −G0(E)V )−1G0(E). (7.6)

The poles of G(E) occur when the edge state energy satisfies Det [I −G0(E)V ] = 0. If an
edge state exists with wavefunction u, it must satisfy (I − G0V )u = 0. We note that this
is the same as the Schrödinger equation (E − H0 − V )u = 0. The benefit of the Green’s
function formalism is that it reduces the problem to only edge degrees of freedom and
enables an analytic solution. This implies the following two statements:

∫

dk⊥
h‖
|h‖|2

= 0, (7.7a)

∫

dk⊥ e
ik⊥

h‖ · b∗

|h‖|2
= π. (7.7b)

These conditions are satisfied if and only if h‖ encloses the origin, and the edge mode energy
is given by ±|b0

⊥|, where the sign is given by the orientation of h‖.
To prove Thm. 1 using transfer matrices, we consider a semi-infinite system with

unit cells labeled by n = 1, 2, 3, etc. We seek a solution ψn to the single-particle Schrödinger
equation:

b · Γψn−1 + b0 · Γψn + b∗ · Γψn+1 = Eψn (7.8)

for n > 1. At the edge site n = 1, we have b0 · Γψ1 + b∗ · Γψ2 = Eψ1. This condition is
enforced by applying Eq. (7.8) for n = 1 but stipulating that ψ0 = 0. The recursion relation
(7.8) relates ψn+1 to ψn and ψn−1. Hence given ψ1 (and ψ0 = 0), we can recursively
calculate all of ψn and construct the wavefunction.

An edge state requires ψn to be exponentially decaying as n increases, hence the
solution ψ takes the form:

ψn = uaλ
n
a + ubλ

n
b , (7.9)

where ua = −ub, and λa, λb are complex with |λa|, |λb| < 1. Algebraically, this is equivalent
to having E = ±|b0

⊥| and finding two roots within the unit circle of the functions L(λ) or
L̄(λ), defined as

L(λ) = h‖(−i lnλ) · (v̂1 + iv̂2),

L̄(λ) = h‖(−i lnλ) · (v̂1 − iv̂2),
(7.10)

where v̂1, v̂2 are two orthonormal vectors that live in the plane of h‖. When λ = eik⊥ lies
on the unit circle, L(λ) and L̄(λ) trace out the ellipse h(k⊥) in the complex plane clockwise
and counterclockwise, respectively. Because of this property, the number of times h(k⊥)
wraps the origin determines the number of zeroes of L(λ) and whether the two solutions
λa,b in (7.9) exists. In Chp. 10, we provide the full details bridging these steps, and also
compute the sign of the edge state energy as well as their penetration depth.
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7.4 Bulk Chern number and chiral edge correspondence

In this section we prove Theorem 2, relating the bulk Chern number ν with the
number of chiral edge modes for 2 × 2 Hamiltonians.

Theorem 2. A chiral edge mode exists for a 2D bulk insulator if the bulk has
a non-zero Chern number, i.e. h(k) wraps the origin. The number of chiral edge modes,
counterclockwise minus clockwise, is given precisely by the Chern number.

When the irreducible representation of Γ are 4× 4 or larger, it can be shown that
the Chern number is always zero. The edge states of any surface always appear in pairs with
energy +Es and −Es and so the number of clockwise and counterclockwise chiral modes
are always equal. We are particularly interested in 2 × 2 Hamiltonians because they can
have nonzero Chern numbers and support chiral modes.

Consider an insulator in two dimensions whose Hamiltonian is written as a 2 × 2
traceless matrix: H(kx, ky) = h(kx, ky) ·σ. Because the bulk gap of an insulator is non-zero,
h is non-zero at all points in the Brillouin zone. Hence H(k) is a map from the Brillouin
zone (torus) to a set of non-zero vectors with 3 components (sphere), and such maps can be
characterized by a ν ∈ Z topological invariant, known as the Chern number. 1 Hamiltonians
with different Chern numbers ν cannot be deformed into one another without closing the
bulk gap. In this context, the invariant ν determines the number of times the torus h(k)
wraps around the origin.

To examine the edge states for an arbitrary edge, say one parallel to ŷ, we analyze
the spectrum as a function of k‖ = ky. The torus h(k) can be divided into a family of
loops h(kx)|ky , each at a fixed value of ky and giving information of the edge state at that
momentum.

Before proceeding to the technical proof, we present a geometric argument with
the aid of Fig. 7.2, which shows an example of a bulk insulator with Chern number ν = 1.
The important loops of fixed ky are highlighted in black. Since ν is nonzero and the torus
wraps the origin, it is always possible to find two loops that are coplanar with the origin,
one of which encloses the origin and one that does not. In this example, the latter case
occurs at ky = 0, indicating no mid-gap edge states at this ky. As we scan through different
values of ky, the loop moves out of this plane. At some critical momentum kc (given by
π
3 in Fig. 7.2), the projection of the loop onto this plane intersects the origin and an edge
state emerges from the bulk conduction bands. At ky = π, the loop is coplanar with the
origin and encloses the origin, indicating zero-energy edge states at this value of ky. As the
plane of the loop passes through the origin, the energy of the edge state changes sign. The
presence of edge modes for this range of momentum is shown as orange shading in Fig. 7.2.
Eventually at some critical momentum kv (given here by 5π

3 ), the loop moves away from
the origin and the edge state disappears in to the bulk valence band. Since the edge state
energies at kv and kc have opposite signs, the edge band connects the bulk valence and the
bulk conduction bands.

1Technically the Chern number is not defined for the map h : T 2 → R
3 −{0}. However, we can compose

h with the deformation retract r : R
3 − {0} → S2 = CP1 and the inclusion map i : CP1 → CP∞ to make

the Chern number (first Chern class) well defined: ϕ = i ◦ r ◦ h : T 2 → CP∞. What it boils down to is
that we are calling the induced map between the cohomology classes h

∗ : H2(R−{0}) → H2(T 2) the Chern
number.
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Figure 7.2: Illustration of bulk-boundary correspondence. Figure 7.2(a) shows the torus
traced out by h(kx, ky) for a bulk insulator with Chern number ν = 1. Each black loop
maps out h(kx)|ky for fixed values of ky, the thick black lines guiding the eye to important
loops. Setting ky = π gives the black loop on the right that encloses the origin, meaning
there are zero-energy edge modes at this value of ky. At ky = 0, the black loop on the left
lies in the plane of the origin without containing it, indicating no edge mode at ky = 0.
The black loops on the top and bottom (kv = 5π

3 , kc = π
3 ) have projections which intersect

the origin, indicating the values of ky where the edge band merges with the bulk bands.
Figure 7.2(b) shows the band structure of the system with the edge mode drawn in orange.
The model presented here is a p+ ip superconductor described in section 8.2 (see Eq. (8.4))
with parameters: t = 1,∆0 = 3, µ = 1.

Formally, we can describe each loop h(kx)|ky by the Berry phase φ(ky) living in a
circle [0, 2π] with 0 ∼ 2π. [10] The Berry phase can be formulated in various ways

φ(ky) = −
∫ 2π

0
dkxAx(kx, ky) (7.11a)

=

∫ ky

0
dk′y

∫ 2π

0
dkx F (kx, k

′
y) (7.11b)

=
1

2
Ω(h), (7.11c)

where Aj(k) = 〈ψk|i∂j |ψk〉 is the Berry connection of the filled energy states of H(k),
F = ∂xAy − ∂yAx is the Berry curvature. Geometrically, φ is half the oriented solid angle
Ω(h) subtended by the loop h(kx) as seen from the origin. The integral of 1

2πF over the
entire Brillouin zone gives the Chern number: 1

2π

∮

BZF = ν. Both φ and ky live on a circle,
and from Eq. (7.11b), φ(ky) is a map S1 → S1 with winding number ν.

At the values of φ(ky) = 0 or π, the origin is in the plane of the ellipse h(kx)|ky ,
and lies outside or inside the ellipse respectively. Hence there is a zero energy edge state
when φ(ky) = π, and no edge state if φ(ky) = 0 (or 2π). The family of loops as ky is varied
connects these two special cases smoothly. For example, the upper critical momentum kc
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has Berry phase 0 ≤ φ(kc) < π, while the lower critical momentum kv has Berry phase
π < φ(kv) ≤ 2π. Thm. 1b says that if an edge state exists, 0 < φ < π implies it has energy
Es > 0, and π < φ < 2π implies Es < 0. Therefore in between kc < ky < kv, a gapless
(counterclockwise) chiral mode must exist connecting the bulk bands.

For an insulator with Chern number ν, the Berry phase φ(ky) goes from 0 to
2πν as ky is varied from 0 to 2π. Each time the phase φ(ky) winds around the circle,
2πα → 2π(α + 1), a pair of critical momenta (kcα, kvα) defines a range in which a chiral
mode connects the bulk valence and conduction band, kcα < ky < kvα. This chiral mode is
counterclockwise as the phase φ increases by 2π. Similarly, there is a clockwise chiral mode
as φ decreases by 2π. Therefore, the total number of chiral edge modes (counterclockwise
− clockwise) is given by the Chern number of the bulk Hamiltonian.

7.5 Discussion

Theorem 1 gives a simple way to compute the spectrum of edge states from prop-
erties of the bulk Hamiltonian. The existence of zero-energy edge states is determined by
whether or not the ellipse traced by h‖ encloses the origin. Intuitively, the size of the ellipse
is a measure of the coupling strength b between neighboring layers, while the in-plane dis-
placement of the ellipse b0

‖ is a measure of coupling within the layers. From this perspective,
Thm. 1a says that an edge state exists if the nearest-layer coupling is ‘stronger’ than the
intra-layer coupling. This is a straightforward extension of the edge states of polyacetylene,
a 1D chain with alternating bond strengths t 6= t′, which supports an edge state if the chain
terminates on the weaker bond. [86]

The geometric argument presented above can also be used to calculate the pene-
tration depth ξ of the surface states:

ξ =
a

2 ln(1/|λ|) . (7.12)

a is the distance between layers, λ is the characteristic decay parameter such that the
wavefunction decays as ψn ∼ λn in the bulk. |λ| is the larger of |λa|, |λb| [defined in
Eq. (7.9)]. |λ| is always less than one and is determined by the location of the origin inside
the ellipse h‖(k⊥). When the origin touches the edge of the ellipse, λ has unit modulus and
ξ tends to infinity, indicating a bulk propagating mode. At this point the surface spectrum
ends and merges with the bulk bands. Figure 7.3 explains how |λ| may be computed from
properties of the ellipse h‖(k⊥).
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Figure 7.3: Determining the penetration depth from the ellipse h‖. The distances from
the foci of the ellipse h‖(k⊥) to the origin determine the characteristic decay parameter λ,
which in turns gives the penetration depth ξ = −a/2 ln |λ|. In the case where h‖ traces a
circle, |λ| = d/r, where d is the distance of the origin to the center of the circle, and r is

the radius of the circle. In the general case h‖ traces an ellipse, |λ| =
l+
√

l2−f2

M+m , where M

and m are the major and minor diameters, f =
√
M2 −m2 is the distance between the foci

|F1F2|, and l is the sum of distances from the origin to the two foci |OF1| + |OF2|.
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Chapter 8

Applications of Theorem 1

In this chapter, we illustrate how Theorem 1 may be used the edge state dispersion
in various systems.

8.1 Example: graphene

As an illustration of how Thm. 1 can be used to calculate edge state energies, we
examine the zigzag edge of graphene. Because the bulk energy bands are degenerate at two
inequivalent points in the Brillouin zone, there is no well-defined topological invariant and
Thm. 2 does not apply.

Consider the tight-binding model for graphene on a honeycomb lattice with prim-
itive translational vectors a1 and a2 taken to be 120◦ apart. The zigzag boundary parallel
to either a1 or a2 is known to support edge modes, while the armchair boundary parallel to
a1 − a2 has no edge modes. Using the reciprocal space coordinates k1 = k · a1, k2 = k · a2,
the tight-binding Hamiltonian takes the form

H = t

[

0 1 + eik1 + e−ik2

1 + e−ik1 + eik2 0

]

, (8.1)

written in the (A,B) basis, where A and B are the inequivalent sublattices. The Hamilto-
nian can be written in terms of the Pauli matrices as H = h · σ with

h(k) = t(1 + cos k1 + cos k2,− sin k1 + sin k2, 0). (8.2)

For a zigzag edge parallel to a1, we examine the curves traced by h for fixed k1.
1 The

k2-dependent terms in h are written as

2br cos k2 = (t, 0, 0) cos k2,

2bi sin k2 = (0, t, 0) sin k2,

1Despite our notation, the basis vector a corresponding to k⊥ doesn’t have to be perpendicular to the
surface, it just has to be a displacement that takes one layer parallel to the surface to the next.
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while the remaining k2-independent terms become

b0
‖ = (t+ t cos k1,−t sin k1, 0), b0

⊥ = 0.

h‖ lies in the plane spanned by br and bi, and for this system is a circle in the xy-plane.

It encloses the origin only if the magnitude of b0 is less than t, i.e. when |1 + eik1 | < 1 or
equivalently when 2(1 + cos k1) < 1. Thus for 2π

3 < k1 <
4π
3 , h‖ encloses the origin and the

system has mid-gap edge modes. According to Thm. 1b, the energies of these edge modes
are given by ±|b0

⊥|, which is zero. We have shown that the zigzag boundary supports zero
energy edge states when 2π

3 < k1 <
4π
3 , in agreement with previous work. [1, 17]

To see why such edge modes do not exist at armchair boundaries, consider the edge
parallel to a1 − a2. By rewriting the Hamiltonian in terms of k‖ ≡ k1 − k2 and k⊥ = k1, we
can again examine the behavior of h‖ at fixed k‖. In this case, it is possible to show that
h‖ never encloses the origin, and thus never satisfies the condition for mid-gap edge states.

8.2 Example: p + ip superconductor

We study a p + ip system, which in the weak-pairing phase is characterized by
chiral Majorana modes at the edge. [71] We consider a model on a square lattice with p-
wave pairing between spinless electrons, shown in Fig. 7.2. The bulk Hamiltonian is given
by

H(k) =

[

−2t(cos kx + cos ky) − µ ∆0(sin ky + i sin kx)
∆0(sin ky − i sin kx) 2t(cos kx + cos ky) + µ

]

, (8.3)

whereH is written in the (ck, c
†
−k

)T basis. The pair potential is given by ∆0(sin ky−i sin kx),
where ∆0 is real. Eq. (8.3) can be expressed as H = h · τ for

h(kx, ky) = (∆0 sin ky,−∆0 sin kx,−2t cos kx − 2t cos ky − µ). (8.4)

For a system with edges parallel to x̂, we examine the ellipses traced by h(ky) for fixed
values of kx. Following Eq. (7.3), the ky-dependence of h is decomposed as

2br cos ky = (0, 0,−2t) cos ky,

2bi sin ky = (∆0, 0, 0) sin ky.

The remaining ky-independent term is decomposed as

b0
‖ = (0, 0,−2t cos kx − µ),

b0
⊥ = (0,−∆0 sin kx, 0).

For this model h‖(ky), which lies the plane spanned by br and bi, is an ellipse in the xz-
plane. The condition for the ellipse to enclose the origin is |2t cos kx + µ| < |2t|, which is
only possible for the range of chemical potential |µ| < 4|t|. According to Theorem 1, when
this condition is satisfied, the system has mid-gap states at the left edge with energy

Es = b0
⊥ · br × bi

|br × bi| = b0
⊥ · (−ŷ)

= ∆0 sin kx,
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assuming t∆0 > 0. The right edge state energy is given by −Es = −∆0 sin kx. The two
edge states can become degenerate at Es = 0 at either kx = 0 or π for an appropriate range
of µ: the degeneracy occurs at kx = 0 when −4 < µ/t < 0, and at kx = π when 0 < µ/t < 4.
The bulk gap closes and there is a transition at µ/t = 0 or ±4.

8.3 Example: 3D topological insulator

In this section we show that the surface states of a strong topological insulator
have an odd number of Dirac cones, and derive an effective surface theory. As an example
of a topological insulator, we use a model on a cubic lattice: [40]

H = vτ z
(

∑

µ

σµ sin kµ

)

+
(

M − t
∑

µ

cos kµ

)

τx (8.5)

for µ = x, y, z. In the basis of Dirac matrices Γ = (τ zσx, τ zσy, τ zσz, τx), we can write
H = h · Γ, with

h(k) = (v sin kx, v sin ky, v sin kz,m(k)), (8.6)

where the “mass” is given by m(k) = M − t
∑

cos kµ. (The ‘fifth’ Dirac matrix is τy, but
it is never used in this model.) For the (001) surface parallel to x̂ and ŷ, we solve for the
edge states as a function of kx, ky:

h(kz)
∣

∣

kx,ky
= (v sin kx, v sin ky, 0,M − t cos kx − t cos ky)

+ (0, 0, 0,−t) cos kz + (0, 0, v, 0) sin kz

which lies on the 34 -plane (in Γ space) displaced by v(sin kx, sin ky) from the origin. An
edge state exists if and only if |M − t cos kx − t cos ky| < |t| with Dirac cone spectrum

Es = ±v
√

sin2 kx + sin2 ky.

The ellipse h‖(kz)|kx,ky has one of its diameters stretching from m(kx, ky, 0) to
m(kx, ky , π) along the Γ4 axis. This ellipse encloses the origin if and only if the two end-
points straddles the origin; equivalently, a Dirac cone appears at the surface time-reversal
invariant momenta (TRIM) (kx, ky) if the mass in the bulk Hamiltonian changes sign:
m(kx, ky , 0)m(kx, ky, π) < 0. [87]

In this basis the time-reversal operator has the form Θ = −iσyK, where K is the
complex conjugation operator. The spatial inversion operator is Π = Γ4 = τx. At the eight
bulk TRIM, the Hamiltonian commutes with the inversion operator: [H(kTRIM),Π] = 0.
In fact, H is a multiple of Π:

H(kTRIM) = m(kTRIM)Π. (8.7)

Hence, the sign of the mass determines the parity eigenvalue of the pair of filled states. The
strong Z2 topological invariant is the product of the parity eigenvalues at these TRIM, and
hence ν0 =

∏

TRIM sgnm(k). [29] It is clear that the bulk Z2 invariant dictates whether
there are an even or odd number of Dirac cones on the surface. [31, 87]
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Generically, all TRI topological insulators written in 4 × 4 Dirac matrices take
on a similar form to (8.5), and most importantly they satisfy (8.7) at the eight TRIM
points. Hence it is straightforward to establish the bulk-boundary correspondence for 3D
TRI topological insulators.

We now proceed to examine the surface eigenstates following the derivation from
Sec. 10.7. When 1 < m/t < 3, the model is in the strong topological insulating phase with a
single Dirac cone at (kx, ky) = (0, 0). The surface Hamiltonian is of the formHs = (b0

⊥ ·Γ)Ps

where Ps is the projector of the two surface states: Ps = 1
2(1 − i(−Γ4)Γ3) = 1

2(1 + τyσz).
To examine the Hamiltonian in the reduced vector space, it is useful to apply a unitary
transformation H̄ = UHU−1 where U = exp(−iπ4 τx). The projector becomes diagonal in
the new basis

P̄s = UPsU
−1 =

1

2
(1 + τ zσz),

projecting onto the first and last row. The “edge energy” term b0
⊥ · Γ transforms as

V̄ 0
⊥ = U(b0

⊥ · Γ)U−1 = −vτy(σx sin kx + σy sin ky)

≈ −vτy(σxkx + σyky).

Since P̄s is diagonal with entries (1, 0, 0, 1), it suffices to examine only the four corners of
V̄ 0
⊥. The effective surface Hamiltonian can be computed: 2

H̄s = V̄ 0
⊥P̄s ≈ v

[

0 ky + ikx

ky − ikx 0

]

= v(σ × k) · ẑ. (8.8)

The basis of the surface Hamiltonian H̄s is, in terms of the basis of H, (1, 0, i, 0)T /
√

2 and
(0, 1, 0, i)T /

√
2 (The first and last columns of U †). The spin degrees of freedom (σ) and the

orbital degree of freedom (τ ) are entangled in the surface states.

8.4 Continuum Hamiltonians quadratic in momentum

The bulk-edge correspondence stated in Sec. 7.2 may also be extended to Hamil-
tonians in the continuum. Given a translationally invariant Dirac Hamiltonian quadratic
in momentum p = −i∇, of the form:

H(p;p‖) = C0(p‖) + C1(p‖)p + C2(p‖)p
2

=
[

c0(p‖) + c1(p‖)p + c2(p‖)p
2
]

· Γ (8.9)

where p‖ and p are, respectively, the momentum parallel and perpendicular to the edge/surface.
For a fixed momentum p‖, the vector

h(p)
∣

∣

p‖
= c0 + c1p+ c2p2 (8.10)

2The Rashba coupling results from our choice of U . It is also possible to arrive at the surface Hamiltonian
of the form σ · k.
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traces a parabola. This parabola lies on some 2D plane spanned by c1 and c2, and we can
always decompose c0 and h into in-plane and out-of-plane components: c0 = c0

⊥ + c0
‖ and

h(p) = c0
⊥ + h‖(p). In this section we state the main theorem:
Theorem 3a. An edge state (with zero Dirichlet or Neumann boundary condition)

exists if and only if the origin is within the concave side of the parabola h‖(p).
Theorem 3b. The energy of the edge state is given by the distance of the plane

to the origin, i.e. Es = ±|c0
⊥|. When the gamma matrices are the Pauli matrices, the left

edge (semi-infinite slab with n > 0) energy is given by: Es = c0 · c1×c2

|c1×c2| .
The proof of Theorem 3 is given in Section 10.8.

8.4.1 Discussion

The proof of Thm. 3 uses the ansatz ψ(x) = uae
iκax + ube

iκbx and derives the
condition when Imκa,b > 0 for edge states. Physically, ξ = (Im κ)−1 gives the penetration
depth of the edge modes. We may think of the continuum as a limiting case of the lattice
as the lattice spacing a goes to zero. The ellipse h‖ becomes a parabola for vanishing a
as the quantities c0 = b0 + 2br, c1 = 2bia, c2 = bra2 are held constant. Theorem 2 also
extends to the continuum case as the paraboloid h(kx, ky) determines the number of chiral
edge states.

In addition to Dirichlet and Neumann boundary conditions, there is also a mixed
type with ψ′(0) = ηψ(0) for a positive number η. The origin of this boundary condition

comes from requiring the wavefunction outside (x < 0) to satisfyHvac = W+ p2

2m , whereW >
Es is the work function. Our analysis and result holds even for this boundary condition.

Notice that the quadratic term C2p2 is crucial for the existence of edge states.
Without it, the polynomial (10.21) will be quadratic and there can only be one solution for
κ in the upper half plane. The form of the solution ψ = ueiκx makes it impossible to satisfy
either type of boundary condition.

In the lattice model, we can compute the edge spectrum only for certain surfaces
because of the nearest-layer requirement. For example, we can only compute the {100},
{110} and {111} surface dispersion of the TI model on a cubic lattice. In the continuum
case when the Hamiltonian is bilinear in momentum, any surface cut will still yield a Hamil-
tonian quadratic in p⊥. Consequently, we can compute the surface excitation spectrum and
wavefunctions of the Hamiltonian for all linear surfaces.

8.4.2 Example: p + ip superconductor

We use the simplest model of a p+ ip superconductor: [71]

H(px, py) =

[

p2

2m∗ − µ ∆0(px − ipy)

∆0(px + ipy) µ− p2

2m∗

]

. (8.11)

Equivalently, withH(p) = h(p)·τ , where τ i are the Pauli matrices in Bogoliubov-de Gennes
(BdG) space:

h(p) =

(

∆0px,∆0py,
p2

2m∗ − µ

)

. (8.12)
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This model is isotropic, and without loss of generality, we take a semi-infinite plane x ≥ 0
with ŷ parallel to the edge. At a fixed py, the h vector becomes:

h(px) =
(

0,∆0py,
p2

y

2m∗ − µ
)

+ (∆0, 0, 0)px +
(

0, 0, 1
2m∗

)

p2
x (8.13)

which lies in the xz-plane with y = ∆0py. The parabola is concave towards the +ẑ direction,

and hence an edge state exists if and only if
p2

y

2m∗ − µ < 0. Edge states can only exist when
µ is positive, or in other words in the ‘weak pairing phase’ of p+ ip superconductors.

The edge state energy dispersion is given by Thm. 3b.

Es = c0 · c1 × c2

|c1 × c2|
= ∆0pyŷ · (x̂× ẑ)

= −∆0py.

Referring to Eq. (10.17), the edge state wavefunction is given by the projector Ps = 1
2(1 −

iτxτ z) = 1
2(1 − τy). Hence the edge states parallel to the y-axis are eigenstates of τy.

8.5 Outlook

In this part, we provided two main results. Theorem 1 gives a general prescription
for finding edge states of Dirac Hamiltonians (with nearest-layer coupling) on a lattice.
Its range of applicability includes “accidental edge states” which may not be topologically
protected, such as boron nitride. Theorem 2 relates the bulk Chern number of a 2D insulator
to the number of chiral edge modes. This establishes the bulk-boundary correspondence for
a class of quantum Hall insulators.

For 3D time-reversal invariant insulators, we demonstrated in Sec. 8.3 how the Z2

strong topological invariant determines whether there is an odd or even number of Dirac
cones in the surface spectrum. Although we have used a specific TI model in the example,
the argument is easily generalizable for all TRI Dirac Hamiltonians.

This work can be extended beyond quantum Hall insulators (class A) and TRI
topological insulators (class AII) to other insulators within the Altand and Zirnbauer clas-
sification. [6, 38] The periodic table of topological insulators and superconductors provide
an exhaustive topological classification of non-interacting electronic systems. [79, 52] As
there are model Dirac Hamiltonians [47, 31, 40, 76] in each class, our work provides the
machinery to relate the bulk topological invariants [52] to the surface properties [79] of these
systems.
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Chapter 9

Proof by Green’s functions

It is difficult to study a system with edges because of the broken translational in-
variance. We begin by writing the Green’s function for an easier problem: a periodic system
with no boundary. [33] The full translational invariance allows us to work in momentum
space, reducing the dimension of the Hamiltonian in momentum space. Next, the geometry
of the system is changed from a periodic to an open system by subtracting all interactions
between a particular pair of nearest neighbors. We use the Dyson equation to calculate the
Green’s function for the open geometry and show that there are poles – and thus bound
states – at mid-gap energies. The form of the potential required to cut the periodic system
greatly reduces the degrees of freedom in the problem and enables an analytic solution.

We prove Theorem 1 for the case of 2 × 2 Dirac Hamiltonians, which can be
decomposed in terms of the Pauli matrices σi. For higher dimensional Hamiltonians, it
is always possible to find three gamma matrices Γi that whose sub-blocks are the Pauli
matrices, e.g. τ zσx, τ zσy, τ zσz. A suitable unitary transformation rotates the Hamiltonian
so that it is a linear combination of these three gamma matrices, and the arguments of this
section apply to each sub-block.

9.1 Bulk Green’s function

We prove Theorem 1 for 2×2 Hamiltonians, which can be expressed in the following
form:

H(k) = Ek

[

cos θ sin θ e−iφ

sin θ eiφ − cos θ

]

(9.1)

Decomposing H into the Pauli matrices σi gives H = h · σ for

h = Ek(sin θ cosφ, sin θ sinφ, cos θ) (9.2)
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The eigenstates are given by

|ψ−〉 =

(

sin θ
2

− cos θ
2e

iφ

)

|ψ+〉 =

(

cos θ
2

sin θ
2e

iφ

) (9.3)

To express h in terms of the parameters defined in Section 7.2, we assume br and bi lie
along x̂ and ŷ respectively, with b0

⊥ along ẑ. The Hamiltonian takes the form

Ek sin θ cosφ x̂ = 2br cos k + (b0
‖ · x̂) x̂

Ek sin θ sinφ ŷ = 2bi sin k + (b0
‖ · ŷ) ŷ

Ek cos θ ẑ = b0
⊥

(9.4)

Here h‖ lies in the xy-plane. For the remainder of this section, we will use the notation
br = |br| and bi = |bi|. Note that any Hamiltonian may be brought to this form by an
appropriate gauge transformation.

The first step in calculating the edge mode energies is to write the Green’s function
for the fully periodic system. Utilizing the full translational invariance, we work for now
in the momentum representation. The αβ matrix element of the bulk Green’s function is
given by

Gαβ
0 (E; k) =

∑

i

|ψi〉α〈ψi|β
E − Ei

(9.5)

where i sums over the energy eigenstates of H. The four matrix elements are given by

G11
0 (E; k) =

E + Ek cos θ

E2 −E2
k

, (9.6a)

G22
0 (E; k) =

E − Ek cos θ

E2 −E2
k

, (9.6b)

G12
0 (E; k) = Ek

sin θ cosφ− i sin θ sinφ

E2 − E2
k

, (9.6c)

G21
0 (E; k) = Ek

sin θ cosφ+ i sin θ sinφ

E2 − E2
k

. (9.6d)

In order to include the effects of a boundary that is localized in real space, the
bulk Green’s function is written in real space via a Fourier transformation.

G0(E; y) =

















B0 B† · · · B
B B0 B†

... B B0 B†

B B0

B† . . .

















(9.7)
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for

B0 =

∫

dk

2π
iG0(E; k), B =

∫

dk

2π
eikG0(E; k). (9.8)

There are of course more non-zero matrix elements, corresponding to the mixing of matrix
elements separated by more than one lattice constant. However, for systems with nearest-
neighbor interaction, the matrix elements contained in B0 and B are the only ones needed
to prove the existence of zero energy states.

9.2 Green’s function of the open system

Next we write an expression V that deletes the coupling terms to create a system
with edges. In a system with nearest-layer interactions, the only non-zero matrix elements
are those between a single pair of neighboring layers:

V =













0 · · · Vb
... 0

. . .

V †
b 0













. (9.9)

Vb = −b · Γ, and for the Hamiltonian described in Eq. (9.4) takes the form

Vb =

[

0 −br − bi
−br + bi 0

]

. (9.10)

We are now ready to compute the Green’s function for the open system. The
Dyson equation gives an exact expression for the open Green’s function G in terms of the
periodic Green’s function G0 and the cuts V needed to take the system from one geometry
to the other:

G(E; y) = (I −G0(E; y)V )−1G0(E; y). (9.11)

Substituting Eq. (9.9) and (9.7) into Eq. (9.11) gives the following condition for an edge
state wavevector u:

(1 −G0V )u =















I −BV †
b −B0Vb

I
...

. . .
...

I

−B0V †
b I −B†Vb















u = 0. (9.12)

The ellipses indicate the only non-zero sub-blocks: the first and last columns, and copies of
the identity along the diagonal.
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9.3 Existence and spectrum of edge modes

Since an edge state wavevector u has non-zero components in the sub-block corre-
sponding to one of the edges, Eq. (9.12) can be satisfied in two ways. There is an edge mode
on the left edge when the first two columns of Eq. (9.12) are linearly dependent, and on
the right edge when the last two columns are linearly dependent. Recalling the expressions
for the bulk Green’s functions, Eq. (9.6), we introduce some notation for the open Green’s
function:

a0 =

∫

dk

2π

E

E2 − E2
k

, (9.13a)

ax =

∫

dk

2π

Ek sin θ cosφ

E2 − E2
k

, (9.13b)

ay =

∫

dk

2π

Ek sin θ sinφ

E2 − E2
k

, (9.13c)

az =

∫

dk

2π

Ek cos θ

E2 − E2
k

. (9.13d)

c0 =
∫

dk
2πe

ik E
E2−E2

k
, and similar for cx, cy , and cz . Let us first examine the conditions

required for a left edge mode. Collapsing Eq. (9.12) to the subspace corresponding to the
two edges, the first two columns can be written as

L1 =









1 + (br + bi)(cx − icy)
(br + bi)(c0 − cz)
(br + bi)(ax − iay)
(br + bi)(a0 − az)









, (9.14)

L2 =









(br − bi)(c0 + cz)
1 + (br − bi)(cx + icy)

(br − bi)(a0 + az)
(br − bi)(ax + iay)









. (9.15)

Now we examine the conditions required for the system to have a left edge state,
i.e. when the columns L1 and L2 are linearly dependent. This is done by writing L1 and
L2 as a 4 × 2 matrix M and requiring that the determinant of any 2 × 2 sub-block vanish.
This constraint takes on the following form for the sub-blocks of M created by the bottom
two rows, the top two rows, and the second and fourth rows, respectively:

0 = (b2r − b2i )(a
2
x + a2

y − a2
0 + a2

z), (9.16a)

0 = 1 + 2(brcx − ibicy)

+ (b2r − b2i )(c
2
x + c2y − c20 + c2z), (9.16b)

0 = (b2r − b2i )(c0 − cz)(ax + iay)

− (b2r − b2i )(cx + icy)(a0 − az) − (br + bi)(a0 − az). (9.16c)

The conditions are equivalent to B0V †
b uL = 0 and (I−BV †

b )uL = 0, which together require
Det

[

B0
]

= 0. To see this, note that although the first condition is satisfied when either

Det
[

B0
]

= 0 or V †
b uL = 0, the second case cannot satisfy (I −BV †

b )uL = 0.
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9.4 Constraints on h‖ and E2

We begin by showing that

Det
[

B0
]

= a2
0 − a2

x − a2
y − a2

z (9.17)

is zero if and only if h‖ encloses the origin and the edge state energy is given by E = ±|b0
⊥|.

For a geometric view of the variables a0, a+, etc., note that Ek(sin θ cosφ, sin θ sinφ) are the
(x, y) coordinates of h‖, and Ek cos θ = b0

⊥ · ẑ. E2
k is given by |b0

⊥|2 + |h‖|2, and E2−E2
k < 0

for a mid-gap state. We examine two cases, when h‖ encloses the origin and when it does
not.

Suppose the ellipse does not enclose the origin. Let hmin
‖ be the point on the ellipse

h‖ closest to the origin. Because the ellipse is convex and does not contain the origin, it
must lie in the half of the plane (spanned by br,bi) for which r · hmin

‖ is positive. In other

words, h‖(k) · hmin
‖ is positive definite. Moreover, h‖(k) · hmin

‖ ≥ |hmin
‖ |2 from its definition.

The Cauchy-Schwarz inequality says that
∣

∣

∣(axx̂+ ayŷ) · hmin
‖

∣

∣

∣ ≤ |axx̂+ ayŷ| |hmin
‖ |, (9.18)

therefore

|axx̂+ ay ŷ| ≥
1

|hmin
‖ |

∫

dk

2π

h‖ · hmin
‖

E2
k − E2

≥ 1

|hmin
‖ |

∫

dk

2π

|hmin
‖ |2

E2
k − E2

. (9.19)

This sets an upper bound to Det
[

B0
]

:

a2
0 − a2

z − a2
x − a2

y ≤
(

E2 − |b0
⊥|2
)

I2 − |hmin
‖ |2I2, (9.20)

where I =
∫

dk
2π

1
E2

k−E2 . Since |b0
⊥|2 + |hmin

‖ |2 > E2, the expression is always negative and

never zero. Hence no edge states can exist when the ellipse h‖ fails to enclose the origin.
Now we consider the case when the ellipse h‖ encloses the origin and show that

an edge state exists only when E2 = |b0
⊥|2. First, when E2 = |b0

⊥|2, the integrals ax and
ay are both zero. Because E = |b0

⊥|, a2
0 − a2

z = 0 and the determinant is zero.
To see why ax = ay = 0 in this case, note that the denominator of I becomes

|h‖|2, and we can express the conditions geometrically. Here we use Gauss’s law in 2D

to show that
∫

dk
h‖

|h‖|2 is zero if and only if h‖ encloses the origin. We can visualize the

expression from an electrostatics point of view: for a charged ellipse in 2D with a charge

distribution
∫

dk δ(r − h‖), the electric field (∝ 1
r in 2D) at the origin is given by

∫

dk
h‖

|h‖|2 .

Analogous to a uniformly charged circle, the charges are distributed such that the electric
field is vanishing in the interior but nonzero in the exterior:

axx̂+ ay ŷ = −
∫

dk
h‖
|h‖|2

= 0. (9.21)
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Now we show that Det
[

B0
]

= 0 is not satisfied for any other value of E2. If
E2 < |b0

⊥|2 then |E| < |b0
⊥| = |Ek sin θ sinφ|. It follows that a2

0 − a2
z = (E2 − |b0

⊥|2)I2 < 0,
hence there are no edge states.

If E2 > |b0
⊥|2, we let E2 = ǫ2 + |b0

⊥|2, such that E2
k −E2 = |h‖|2 − ǫ2 > 0. a0 and

az can be written as:

−a0 =

∫

dk

2π

E

|h‖|2 − ǫ2
, (9.22a)

−az =

∫

dk

2π

|b0
⊥|

|h‖|2 − ǫ2
, (9.22b)

which combine to give:

a2
0 − a2

z = (|E2 − b0
⊥|2)I2 = ǫ2I2. (9.22c)

For ax and ay, we use the manipulation

1

|h‖|2 − ǫ2
− 1

|h‖|2
=

ǫ2

(|h‖|2 − ǫ2)|h‖|2

to get:

−axx̂− ay ŷ = ǫ

∫

dk

2π

h‖ǫ

(|h‖|2 − ǫ2)|h‖|2
. (9.22d)

By the triangle inequality:
∣

∣

∫

dk u(k)
∣

∣ ≤
∫

dk |u(k)|, we can put an upper bound

|axx̂+ ay ŷ| ≤ ǫ

∫

dk

2π

|h‖|ǫ
(|h‖|2 − ǫ2)|h‖|2

= ǫ

∫

dk

2π

ǫ

(|h‖|2 − ǫ2)|h‖|

< ǫ

∫

dk

2π

1

(|h‖|2 − ǫ2)

= ǫI. (9.23)

We have used the fact that |h‖| > ǫ to go from the second to third line. This implies
a2

x + a2
y < ǫ2I2 and sets a lower bound to Eq. (9.17): a2

0 − a2
z − a2

x − a2
y > 0 for |E| > |b0

⊥|.
Hence we have shown that Det

[

B0
]

= 0 if and only if E2 = |b0
⊥| and the ellipse

h‖ encloses the origin.
Turning now to the second constraint, Eq. (9.16b), we note that E = ±|b0

⊥|
implies that c20 = c2z. In the following, we use the fact that cx = −icy. Substituting this
into Eq. (9.16b) gives the constraint 1 + 2(brcx − ibicy) = 0, which may be expressed as

1 − 2

∫

dk

2π
eik

h‖ · b∗

|h‖|2
= 0. (9.24)

In order to satisfy Eq. (9.16a) and Eq. (9.16b) simultaneously, Eq. (9.24) must be true if
and only if h‖ encloses the origin. This can be shown for an arbitrary ellipse centered at
b0
‖ and with semimajor and semiminor axes given by 2br and 2bi.
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9.5 Sign of the energy

The final constraint, Eq. (9.16c), determines the sign of the edge state energy.
Note that the first two terms vanish because ax = ay = 0 and cx = −icy. Getting rid of the
remaining term requires choosing a particular sign for the energy. The condition is satisfied
with the choice a0 = az.

The constraints for the left edge can be summarized as

1a. E = +b0
⊥ · ẑ

1b. 1 + 2(brcx − ibicy) = 0.

A similar calculation for the right edge, using the last two columns of Eq. (9.12),
gives the following conditions:

2a. E = −b0
⊥ · ẑ

2b. 1 + 2(brcx + ibicy) = 0.

Condition 2b. can be expressed as 1 − 2
∫

dk
2πe

−ik h‖·b
|h‖|2 = 0. Hence it is also sat-

isfied when h‖ encloses the origin, but with opposite orientation as for the left edge. The
conditions for edge modes are now equivalent to two statements:

1. The function h‖ must enclose the origin,

2. The energy is given by E = ±b0
⊥ · ẑ, with the sign determined by the orientation of

loop h‖.

We have succeeded in analytically deriving the condition for the 2L × 2L matrix
representing the Hamiltonian for an open system to have zero eigenvalues. The power of
the method lies in the fact that V has non-zero matrix elements only in the 4× 4 subspace
of electron operators at the two edges. Thus the effect of the boundary can be seen by
examining the 4 × 4 subspace, which can be handled analytically.
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Chapter 10

Proof by transfer matrices

In this section, we prove Theorem 1 for a hard-edge at a fixed k‖. We begin by
defining a new function β (which is like a complex extension of h), and the form of our
edge states.

In the Hamiltonian (7.1), b · Γ,b0 · Γ,b∗ · Γ are the hopping matrices from the
previous, same, and next layers respectively. We consider a semi-infinite system where the
layers are labeled by positive integers with n = 1 denoting the layer at the surface. Hence
we ignore the terms Ψ†

1Ψ0 and Ψ†
0Ψ1 in considering our semi-infinite system. Consequently,

an excitation ψ† =
∑

n Ψ†
nψn of the Hamiltonian (7.1) satisfies the following properties:

b · Γψn−1 + b0 · Γψn + b∗ · Γψn+1 = Eψn n ≥ 1, (10.1a)

ψ0 = 0. (10.1b)

An edge state ψ is one for which ψn is exponentially decreasing as a function of n. Due to
the translational invariance in the bulk, we use the ansatz

ψn =
∑

µ

uµλ
n
µ (10.2)

in our solutions. [56] 1 An edge solution requires that |λµ| < 1 for all µ and that
∑

µ uµ = 0.

For each decaying mode (λ, u) we have: 2

λ [β(λ) · Γ − E]u = 0, (10.3)

where we have defined

β(λ) ≡ λ−1b + b0 + λb∗. (10.4)

Notice that when λ has unit modulus, we recover the Bloch equation for the bulk (propa-
gating) modes of the system:

β
(

eik⊥

)

= h(k⊥). (10.5)

1A solution of the form uµnλn−1
µ is also possible, when λµ is a double root of (10.6). In such situation,

we can tackle the problem as a limiting case of two roots approaching each other: λ′
µ → λµ.

2We cannot cross off λ on both sides because λ = 0 is a valid solution when Buµ = 0.
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Hence we need to find an energy E and a set of λ’s all within the unit circle, such that their
corresponding “null vector” u defined by (10.3) sum to zero [Eq. (10.1b)].

The outline of the proof is as follows. First, we will derive the particle-hole rela-
tionship between left edge and right edge modes. Second, we will establish the algebraic
relations between the λ’s and E of an edge state [Eq. (10.8)]. Third, we find complex func-
tions L, L̄ which represents the ellipse traced out by β(eik). Next, we will show (assuming
an edge state exists) that the energy of an edge state is given by the displacement of the
plane of ellipse. We then proceed to prove Thm. 1a, the condition which governs the ex-
istence of an edge state (i.e. when all |λµ| < 1). Finally, we will compute the edge states
projectors [Eq. (10.15)] and determine the sign of the edge state energies, which completes
the proof for Thm. 1b.

10.1 Relation between left-right boundaries

Lemma. For every left edge state with energy E, there is a corresponding right
edge state with energy −E, and vice versa.

The recursion relation (10.1a) and boundary condition (10.1b) describe a semi-
infinite system with a “left” edge. We can write a similar system for the “right” edge simply
changing the condition in (10.1a) to n ≤ −1 xor swapping b with b∗ in the equation. The
first transformation amounts to finding a set of λ’s outside the unit circle, i.e. |λµ| > 1,
such that the edge wavefunction ψn decays with decreasing n. The second transformation is
equivalent to taking the complex conjugate of b, and the two transformation are the same
owing to the fact that β∗(λ) = β(1/λ∗).

When the gamma matrices are the Pauli matrices, there is a charge conjugation
operator C = −iσyK which takes b · σ → −b∗ · σ, where K is the complex conjugation
operator. Since Cβ(λ) · σC−1 = −β∗(λ∗) · σ, C turns a left edge state with energy E into
a right edge state with energy −E and vice versa.

When the Dirac matrices are larger then 2× 2, such a C operator still exists, as it
is always possible to find an antiunitary operator which flips the sign of three of the gamma
matrices. This operator C will depend on what b and b0 are, meaning that C is a function
of k‖, making it a non-local operator. However, the conclusion remains the same.

For the remainder of the proof, we will only be focused on left edge states.

10.2 Algebraic relation between λa, λb and E

For any E, there are (at most) four possible λ’s satisfying (10.3), evident from
squaring λβ(λ) · Γ to get the quartic equation

λβ(λ) · λβ(λ) − E2λ2 = 0. (10.6)

Note that if λ is a root to this equation, then so is 1/λ∗. Hence there can be at most two
solutions of for λ within the unit circle, which we call λa and λb.

The edge wavefunction takes the form ψn = uaλ
n
a + ubλ

n
b with ua = −ub to satisfy

the hard-edge boundary condition (10.1b), where the coefficient ua is a (right) null vector of
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the matrix λa(β(λa) ·Γ−E) and similarly for ub. It follows that the matrices λa(β(λa)−E)
and λb(β(λb)−E) must share a non-zero null vector, or equivalently, any linear combinations
of the two matrices must be non-invertible. In other words, an edge state at energy E exists
only if the following conditions 3 are satisfied:

Det [λa(β(λa) · Γ − E)] = 0, (10.7a)

Det [λb(β(λb) · Γ − E)] = 0, (10.7b)

Det [caλa(β(λa) · Γ −E) + cbλb(β(λb) · Γ −E)] = 0, (10.7c)

for arbitrary ca, cb and for |λa|, |λb| < 1. The converse statement is also true, as (10.7a) and
(10.7b) implies that the ranks of the matrices λa,b(β(λa,b) · Γ − E) are at most half their
dimension (a property of gamma matrices). The last equation (10.7c) means that the two
matrices must share a right null vector or a left null vector. In the former case we have a
left edge state at energy E, and in the latter case we have a right edge state at energy E,
which by our lemma implies a left edge state at energy −E.

We may rewrite the equations in a more useful form:

λ2
aE

2 = λ2
aβ(λa) · β(λa), (10.8a)

λ2
bE

2 = λ2
bβ(λb) · β(λb), (10.8b)

λaλbE
2 = λaλbβ(λa) · β(λb). (10.8c)

10.3 Introducing functions L, L̄

Similar to b0 = b0
‖+b0

⊥ and h = h‖+b0
⊥, we decompose β into components parallel

and perpendicular to the 2D plane (1D if the ellipse is degenerate) spanned by {br,bi}:
β(λ) = β‖(λ) + b0

⊥ Keep in mind that while b0
⊥ is a real vector, β‖(λ) = λ−1b + b0

‖ + λb∗

is generally a complex vector, unless λ = eik has unit modulus.
We want to find complex functions which trace out the same ellipse as β‖(e

ik) in
the complex plane. We first choose two real orthogonal unit vectors v̂1, v̂2 as a coordinate
basis4 of the 2D plane. Let

L(λ) = β‖(λ) · v̂1 + iβ‖(λ) · v̂2,

L̄(λ) = β‖(λ) · v̂1 − iβ‖(λ) · v̂2.
(10.9)

The loci L(eik) and L̄(eik) both trace out the ellipse in the complex plane identical to
β‖(e

ik), but with different orientations. In general, L(λ) and L̄(λ) are not conjugate pairs
unless λ lies on the unit circle. Expanding their definitions, we can see that both λL(λ)
and λL̄(λ) are quadratic polynomials in λ:

L(λ) = qλ+ w + pλ−1,

L̄(λ) = p∗λ+ w∗ + q∗λ−1.
(10.10)

3Equations (10.7a), (10.7b) are redundant, but useful to be written out explicitly.
4
v̂1, v̂2 are a real coordinate basis such that we can always write β‖ = x1v̂1 + x2v̂2, where x1 and x2 are

complex numbers.
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where p = b · (v̂1 + iv̂2), w = b0
‖ · (v̂1 + iv̂2) and q = b∗ · (v̂1 + iv̂2).

It is straightforward to show from (10.9) that β‖(λa) · β‖(λb) = 1
2(LaL̄b + L̄aLb),

where L(λa) is abbreviated as La, etc. Equations (10.8) become

λ2
a(E

2 − ∆2) = λ2
aLaL̄a, (10.11a)

λ2
b(E

2 − ∆2) = λ2
bLbL̄b, (10.11b)

λaλb(E
2 − ∆2) = λaλb

2 (LaL̄b + LbL̄a), (10.11c)

where ∆ ≡ |b0
⊥|.

10.4 Edge state energy

In this portion, we show that the existence of an edge state requires: E = ±∆,
|λa,b| < 1, and either La = Lb = 0 or L̄a = L̄b = 0. The converse statement is trivially true
by inspecting Eq. (10.11). Hence if an edge state of the semi-infinite chain exists, we show
here that it must have energy E = ±|b0

⊥|. (First half of Thm. 1b.)
Assuming that neither λa or λb are zero, then

E2 − ∆2 = LaL̄a, (10.12a)

E2 − ∆2 = LbL̄b, (10.12b)

E2 − ∆2 = 1
2(LaL̄b + LbL̄a). (10.12c)

which we can combine to get

(La − Lb)(L̄a − L̄b) = 0. (10.13)

Equations (10.12) and (10.13) are simply reformulations of the recursion relation (10.1a)
and boundary condition (10.1b). We now proceed to show that E = ±∆.

Proof by contradiction Suppose that E2 − ∆2 6= 0. Then La, Lb, L̄a, L̄b are all
non-zero. Eq. (10.13) implies that La = Lb or L̄a = L̄b. Eq. (10.12a) and (10.12b) together
means that one equality implies the other, and hence La = Lb and L̄a = L̄b are both true.
Here we have two polynomials with roots λa and λb:

qλ2 + (w − La)λ+ p = 0,

p∗λ2 + (w∗ − L̄a)λ+ q∗ = 0,

which means that p/q = q∗/p∗ = λaλb. However, since |λaλb| < 1, we have a contradiction
as |p/q| cannot be less than one and greater than one at the same time. Hence we have
shown, should an edge state exist, it must have energy E = ±∆. Now (10.12a) tells us that
either La or L̄a is zero which combined with (10.13) leads to the desired result.

If one of λa, λb is zero, say λb = 0 (which happens when the ellipse is a circle),
then the expressions simplify as λbLb = p and λbL̄b = q∗. From (10.11b), either λbLb or
λbL̄b is zero. From (10.11c) we have either La = Lb = 0 or L̄a = L̄b = 0, and in either case,
(10.11a) implies that E2 − ∆2 = 0.
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If both λa and λb are zero (which happens when the circle is centered on the
origin), then λ = 0 must be a double root to the polynomial (10.6). In this case, we have a
flat band, and it is much easier to refer back to (10.1) and solve the system directly. One
easily finds that the statement about edge states holds.

10.5 Existence of edge states

Finally, we use the fact that |λa|, |λb| < 1 to determine when an edge mode is
present. Recall that there are four zeroes (and two poles) to the equation L(λ)L̄(λ) = 0,
and that at most two of the roots have modulus less than one. An edge mode exists if either
L(λ) or L̄(λ) has both roots λ within the unit circle. (No edge mode exists if each function
L, L̄ has one root within the unit circle.)

We can compute the number of zeroes (inside the unit circle) of the function L by

the contour integral 1
2πi

∮ L′(z)
L(z) dz along the unit circle, which computes the number of zeroes

minus number of poles within the unit circle. As L(λ) has one pole (at λ = 0), L(λ) has
two zeroes if and only if the ellipse L(eik) wraps around the origin counterclockwise, leading
to an edge state. On the other hand, if L wraps around the origin clockwise, then L̄(eik)
wraps around the origin counterclockwise, and there are two zeroes for L̄(λ) within the unit
circle which also leads to an edge state. In the case where the ellipse β‖ does not wrap
the origin, then neither L or L̄ has two roots within the unit circle, and an exponentially
decaying solution to the semi-infinite system does not exist.

This completes the proof for Theorem 1a, which relates the presence of edge states
to the properties of the ellipse β(eik) = h(k).

10.6 Sign of edge state energy

In this section, we will determine whether the left edge state energy is +∆ or −∆,
where ∆ ≡ |b0

⊥| ≥ 0. This will complete the final statement of Thm. 1b.
Define v̂⊥ as the unit vector parallel to b0

⊥ (assume ∆ > 0). Recall that v̂1, v̂2

are unit vectors used in the definitions of L, L̄, and so the three unit vectors are mutually
orthogonal. Define the corresponding gamma matrices Γx = v̂1 ·Γ,Γy = v̂2 ·Γ,Γ⊥ = v̂⊥ ·Γ,
which pairwise anticommute. As β‖ · v̂1 = 1

2 (L+ L̄) and β‖ · v̂2 = 1
2i(L− L̄),

λ(β(λ) · Γ − E)) = λ(∆Γ⊥ − E) +
λL(λ)

2
(Γx − iΓy) +

λL̄(λ)

2
(Γx + iΓy). (10.14)

The first term annihilates the projector 1
2 (1 + E

∆Γ⊥) while the second and third terms
annihilate 1

2(1 + iΓxΓy) and 1
2(1 + iΓxΓy) respectively.

By inspection, the projector P =
∑

uu† on to the edge state depends on whether
L or L̄ has two zeroes inside the unit circle, as well as the energy E:

P± =

{

1
4(1 ± Γ⊥)(1 − iΓxΓy) La = Lb = 0
1
4(1 ± Γ⊥)(1 + iΓxΓy) L̄a = L̄b = 0

, (10.15)

where P± projects on to the edge states with energy E = ±∆.
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When the irreducible representations of Γ are 2×2, the product iΓxΓy must equal
either Γ⊥ or −Γ⊥, hence either P+ or P− must be zero. This implies that an edge state
occurs only at ∆ or −∆ but not both. For example, when ΓxΓy = iΓ⊥ and L = 0, then
P+ = 1

2(1 + Γ⊥), P− = 0 and there is exactly one edge state at energy ∆. In general, we
can determine E via the orientation of the ellipse h:

E = b0 · br × bi

|br × bi| , (10.16)

where the cross product is defined from the commutation algebra br × bi = − i
4 Tr

{

σ [br ·
σ,bi · σ]

}

. This result gives us Theorem 1b.
When the irreducible representations of Γ are 2m × 2m with m ≥ 2, there are edge

states at both ∆ and −∆. As P+ + P− = 1
2(1 ∓ iΓxΓy), there are a total of 2m−1 left edge

states. Notice that the projectors P+ and P− are related by the similarity transformation
P+ = ΓwP−Γw, where Γw anticommutes with Γx,y,⊥, and so there must be 2m−2 edge states
at each energy.

10.7 Effective surface Hamiltonian

We can use the edge state projector to construct the effective surface Hamiltonian.
The operator

Ps = P+ + P− = 1
2 (1 − iΓxΓy) (10.17)

projects on to the edge states (assuming v̂1 and v̂2 are chosen such that L = 0). Notice
that it only depends on b · Γ, the nearest-neighbor coupling and not the on-site potential:

1
2 (1 − iΓxΓy) =

1

2

(

1 − i
[br · Γ,bi · Γ]

2|br × bi|

)

=
1

2

(

1 +
[b · Γ,b∗ · Γ]

4
π (Area of ellipse)

)

. (10.18)

The effective surface Hamiltonian is

Hs = EP+ − EP− + E∞(1 − Ps)

= Ps(b
0
⊥ · Γ) +E∞(1 − Ps), (10.19)

where E∞ → ∞ such that the low energy theory describes the surface states.

10.8 Proof for Continuum Hamiltonians

The proof of Theorem 3 is very similar to the proof of Theorem 1 using transfer
matrices, and so we present here a condensed version of the proof.

Consider a semi-infinite system with x ≥ 0, and either ψ(0) = 0 (Dirichlet) or
ψ′(0) = 0 (Neumann) boundary condition. The momentum parallel to the surface is a good



79

quantum number, and so we fix p‖ to get an effective 1D problem. We seek a solution of
the form5 ψ(x) =

∑

µ e
iκµxuµ, with Imκµ > 0. Each pair (κ, u) satisfies:

(C0 + C1κ+ C2κ2 −E)u = (h(κ) · Γ − E)u = 0. (10.20)

Squaring h · Γ gives us the quartic equation

h(κ) · h(κ) − E2 = 0 (10.21)

with real coefficients. Hence if κ is a root, then κ∗ is also a root. Once again, we have at
most two solutions for κ in the upper half of the complex plane, and so the wavefunction
must take the form ψ(x) = uae

iκax +ube
iκbx. With either Dirichlet (ua = −ub) or Neumann

(κaua = −κbub) boundary condition, we have ua ∝ ub and so h(κa) ·Γ−E and h(κb) ·Γ−E
share a null vector. By a similar argument to that in Sec. 10.2, the existence of an edge
state is equivalent to

Det [ca(h(κa) · Γ − E) + cb(h(κb) · Γ − E)] = 0, (10.22a)

for all ca, cb and Imκa, Imκb > 0. Equivalently, we have

E2 = h(κa) · h(κa) = h(κb) · h(κb) = h(κa) · h(κb). (10.23)

We introduce the functions L(κ), L̄(κ):

L(κ) = h‖(κ) · v̂1 + ih‖(κ) · v̂2,

L̄(κ) = h‖(κ) · v̂1 − ih‖(κ) · v̂2,
(10.24)

where v̂1, v̂2 form an orthonormal coordinate basis in the plane spanned by c1 and c2.
L(κ), L̄(κ) are quadratic polynomials in κ:

L(κ) = (c0x + ic0y) + (c1x + ic1y)κ+ (c2x + ic2y)κ
2

L̄(κ) = (c0x − ic0y) + (c1x − ic1y)κ+ (c2x − ic2y)κ
2.

(10.25)

When κ = p is real, L(p) and L̄(p) trace out the parabola h‖(p) in the complex plane with

opposite orientations. Using the relation h‖(κa) · h‖(κb) = 1
2(LaL̄b + L̄aLb), where L̄(κa) is

abbreviated as L̄a, etc., Eq. (10.23) become

E2 − ∆2 = LaL̄a, (10.26a)

E2 − ∆2 = LbL̄b, (10.26b)

E2 − ∆2 = 1
2(LaL̄b + LbL̄a), (10.26c)

where ∆ ≡ |c0
⊥|. The equations combine to get

(La − Lb)(L̄a − L̄b) = 0, (10.27)

5A summand of the form κeiκ is also permissible, provided κ is a double root of the polynomial (10.21).
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Equations (10.26a), (10.26b) and (10.27) together with Imκa,b > 0 are true if and only if
an edge state exists at energy ±E.

We construct a proof by contradiction showing that E = ±∆2. Suppose E2 6= ∆2,
then all of La, Lb, L̄a, L̄b are nonzero. Equating (10.26a) and (10.26b) gives La/Lb = L̄a/L̄b,
and combining with (10.27) implies La = Lb and L̄a = L̄b. Hence the polynomials L(κ)−La

and L̄(κ)− L̄a have identical roots (κa and κb). The sum of the roots κa +κb must lie in the
upper half plane, and it is equal to (c1x +ic1y)/(c

2
x +ic2y) and (c1x−ic1y)/(c2x−ic2y) from (10.25).

This leads to a contradiction as the expressions are complex conjugate pairs. Therefore, an
edge state requires E = ±∆ and either La = Lb = 0 or L̄a = L̄b = 0.

Finally we impose the condition that Imκa, Imκb > 0. There are no poles in the

function L(κ), and so the number of zeroes in the upper half plane is given by 1
2πi

∮ L′(z)
L(z) dz,

integrated along the real line from −R to R and closed on the upper half plane Reiθ for
0 ≤ θ ≤ π, where R is taken to infinity. Assuming that c2 is non-zero and so L is a
quadratic function of z, the contour of L(z) for z = Reiθ always wraps the origin by 2π
radians counterclockwise.

Hence L(κ) has two roots in the upper half plane if and only if the parabola L(p)
wounds around the origin counterclockwise. Similarly, L(κ) has zero roots (so L̄(κ) has
two roots) in the upper half plane if the parabola wounds around the origin clockwise. An
edge state exists in both these cases, which occur when the origin lies in the concave side of
h‖(p). If the origin is not in the concave side of the parabola h‖(p), then L(κ) and L̄(κ) only
have one root in the upper half plane and the system has no edge states. This completes
the proof for Theorem 3a.

To determine the sign of the edge states, we construct the projectors for E = ±∆.
The projectors in the continuum case is identical to that of the lattice case (10.15), hence
by the same argument used for Thm. 1b, we can prove Theorem 3b.

E = c0 · c1 × c2

|c1 × c2| . (10.28)

In addition, one may also derive the effective surface Hamiltonian:

Hs = EP+ − EP− + E∞(1 − Ps)

= Ps(c
0
⊥ · Γ) + E∞(1 − Ps), (10.29)
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