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The exploration and learning of new objects is an essential capability of a cognitive
robot. In this paper we focus on making use of the robot’s manipulation abilities to
learn complete object representations suitable for 3D object recognition. Taking control
of the object allows the robot to focus on relevant parts of the images, thus bypassing
potential pitfalls of purely bottom-up attention and segmentation. The main contribution
of the paper consists in integrated visuomotor processes that allow the robot to learn
object representations by manipulation without having any prior knowledge about the
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objects. Our experimental results show that the acquired data is of sufficient quality to
train a classifier that can recognize 3D objects independently of the viewpoint.

Keywords: Cognitive behavior; active vision; humanoid vision; object recognition; object
learning.

1. Introduction

Human vision is very effective at segmenting images into their meaningful con-

stituents and focusing on the perceptually relevant parts, but this property has

proven to be difficult to replicate with machine vision. Finding objects in images

without any prior knowledge is a hard problem and is very difficult if not impossible

to achieve in a purely bottom-up manner. Passive computer vision systems — see

e.g. Ref. 14 — often attempt to solve it by introducing top-down processes, which

convey information about the objects that assists the linking of early features into

larger groupings. It is hoped that this process will eventually result in a meaning-

ful scene decomposition, which can then be used to learn object representations

suitable for recognition and other tasks.

Unfortunately, it is not easy to formulate the top-down processes guiding the

search for objects in a completely general way. We take the view that statistical

approaches involve a hard time learning how to generate such image decomposi-

tions from example images because the decomposition of images as done by people

depends on the experience we gain when we interact with the environment. This

information is not readily available in the images but rather comes from the experi-

ence of how our actions affect the external world. It is not clear how such knowledge

could be brought into the learning process on a passive system.

A humanoid robot, however, has the potential to explore its world using causal-

ity, by performing probing actions and learning from the response.4 It has been

shown that poking an object can extract visual evidence for the boundary of the

object, which is useful for segmentation.3 These early approaches demonstrated

that by actively exploring the environment, the robot can gain some knowledge

about the objects in its surroundings. Here we demonstrate that by making use of

its manipulation capabilities, the robot can provide enough grounding information

to solve difficult early segmentation and feature grouping problems, which allows it

to learn complete 3D object representations suitable for recognition.

Besides being able to segment an unknown object from the background, the

robot must be able to observe it from all relevant viewing directions. We use visual

servoing techniques to realize the observation of an object manipulated by the robot.

Although visual servoing has been studied extensively in the past, effective object

observation can be quite difficult to realize in practice because of the physical lim-

itations of the robot. These limitations include kinematic singularities throughout

the workspace and the robot joint limits, which can be exceeded during the manip-

ulator motion. However, the visual servoing task does not constrain all DOFs of a

humanoid robot. By exploiting its redundancy the robot can achieve a wider range
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of motion.9,11 In this paper we propose a method that exploits the redundancies of

a humanoid robot to achieve a wider range of motions with respect to the rotation

of the object in depth.

Object recognition is a prerequisite for an autonomous robot. Many of the suc-

cessful recognition systems are view-based and build suitable representations from

snapshots of objects.8,12,13,15,17 While early approaches used the collected patterns

of objects without much preprocessing, most of the current works use local image

features, e. g. scale-invariant feature transform (SIFT keys)8 or Gabor jets.18 The

methods proposed in this paper enable the robot to obtain data required by this

kind of techniques.

Humanoid robots (see Fig. 1) are our target platform because they are most

suitable for cognitive tasks such as autonomously learning representations of new

objects. However, to facilitate the validation process we also utilized a 7 DOF

Mitsubishi PA-10 manipulator arm combined with an external camera system in

some of our experiments. This is useful because many of the problems arising in

learning object representations are equivalent for the two systems, but it is easier

to carry out experimental validation on a simpler system.

1.1. Outline of the approach and discussion

We designed an interactive system for learning object representations. The user

starts the learning procedure by placing a new object into the robot’s hand, thus

enabling the robot to grasp and manipulate the object. The main idea is that by

having control of the object, the robot can bring enough knowledge into the system

to ensure that it can segment the object from the background. This allows the robot

to capture object snapshots needed for learning appearance-based representations.

The initial robot action is to move the object away from the camera view and

to learn probabilistic background distributions based on features such as color and

Fig. 1. Humanoid robot i–1, which was used in some of our experiments.
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disparity. After learning the background model, the robot moves its hand to the

starting position for the acquisition of object views. At this configuration, the object

is placed in such a way that its projection falls onto the center of the camera image

and the size of the object’s image is suitable for learning (big enough to ensure

proper resolution of snapshots but not too close to the image boundary). From this

configuration, the robot begins to rotate the object about the axes, which causes the

object to rotate in depth.a At the same time, the object is kept in the center of the

image and its image size should remain constant. Once all objects to be learnt are

grasped and snapshots are acquired from all relevant viewpoints, a suitable object

representation can be generated, such as a classifier for object recognition.

The main contribution of this paper is the integrated sensorimotor processes that

enable the robot to segment an object from the background and acquire snapshots

of the object from all relevant viewpoints without having any prior information

about it. The proposed techniques are based on the assumption that the robot can

find and grasp the objects. In the current version of the system, the humanoid robot

grasps the objects in an interactive way. Alternatively, the robot could attempt to

generate initial hypotheses about the existence of an object automatically, such as

by extracting visual features hinting at the presence of the object. Such hypotheses

could be tested by attempting to grasp the hypothesized objects. While this is a

difficult and very relevant problem, it is outside the scope of this paper.

2. Movement Behaviors for Observation

To gain a complete viewpoint-independent representation, the robot should observe

the object across the whole 3D view sphere. For this purpose we developed control

algorithms that achieve an optimal scanning behavior by actively controlling the

arm in the null space, continuously optimizing the manipulability19 of the robot for

depth rotations. In this way the configuration of the robot is much more appropriate

for observation and we can achieve a wider range of viewing directions without

regrasping the object. The goal of the manipulation process is to first bring the

object into the view of the robot cameras at an optimal size for observation, which

is followed by rotating the object so that it can be observed over a continuous

portion of a 3D view sphere. This process needs information about the object’s

position and size, which is provided by the algorithms described in Sec. 3.

In this section we focus on the following control processes:

• A movement that allows the robot to estimate the transformation from the camera

to the world coordinate system at a given eye configuration.

• An explorative behavior that can be used to determine the optimal 3D position

of a new object with respect to the robot’s eyes. The goal is to place the object

at a 3D location such that its 2D image projects onto the image center at the

aDepth rotations are rotations that cause a different part of a 3D object to be visible in an image.
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appropriate size for learning, i.e. it covers a significant portion of the image while

being away from the image boundary.

• An explorative behavior that can be used to observe the grasped object from

various viewpoints. Due to occlusions and limited manipulation capabilities of

humanoid robots, it is unavoidable to regrasp the observed object to ensure that

the robot looks at it from all relevant viewpoints. However, the number of nec-

essary grasps can be reduced by performing the exploratory movements in an

optimal way so that the redundancy of the humanoid is exploited and the manip-

ulability of its arm is maximized.

2.1. Hand–eye transformation

Initially the humanoid head is driven to an arbitrary location in space suitable for

observation. Since we do not assume a fully calibrated system, the position and

orientation (extrinsic parameters) of the eyes in the robot coordinate system are

not known after motion. Thus once the initial configuration of the eyes is fixed, we

need to learn the relationship between the robot and the eye coordinate system.

Assuming that we can acquire the position of the hand by vision, we can estimate

the transformation between the two coordinate systems by performing a random

arm motion observed by the robot’s camera. Every point that differs enough from

the previous points in the image or world coordinate system is saved. Once enough

points have been acquired, the camera transformation matrix can be calculated.

Since these are standard computational processes, we omit the details here.

2.2. Centering the object at optimal distance

With the known hand–eye transformation we can place the object grasped by the

robot into the center of the camera image (see Fig. 3). We realized this behavior

using an analytical expression for the image Jacobian, which defines the relation-

ship between velocities of the point in the 3D world ([ẋ, ẏ, ż]T ) and the 2D image

velocities ([u̇, v̇]T ):

[

u̇

v̇

]

= Jim





ẋ

ẏ

ż



 =

[

j11 j12 j13

j21 j22 j23

]





ẋ

ẏ

ż



 . (1)

The parameters of Jim are calculated analytically using the results of the estimation

process of Subsec. 2.1. Since Eq. (1) is underdetermined, one redundant DOF exists,

i.e. we can find a vector Nim in the space of world velocities, which does not produce

any movement of the point in the image (see Fig. 2). This vector is directed along

the ray from the projection center to the observed 3D point.

Figure 2 also shows the two vectors (juim and jvim), which represent the vectors

in the world coordinate system that produce only movements along the u- and

v-directions in the image, respectively, and do not produce any motion along the
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Fig. 2. Vectors in the world coordinate system ju
im

and jv
im

correspond to the u and v axes in the
image coordinate system and Nim is the camera null space vector, which is parallel to the camera
ray and orthogonal to both jim vectors.

Fig. 3. Object brought into the center of the camera view field.

camera ray. These two vectors are given by the rows of the Jacobian. We can thus

compute juim and jvim by normalizing the two rows of the Jacobian:

juim =

[

j11 j12 j13

]T

∥

∥

∥

[
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]∥

∥

∥

, jvim =
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j21 j22 j23

]T

∥

∥

∥
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j21 j22 j23

]∥

∥

∥

.

The vector Nim, which does not produce any movement in the image, is in the null

space of the image Jacobian. It can be calculated using the vector product of juim
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and jvim:

Nim =
juim × jvim
‖juim × juim‖

. (2)

2.2.1. The control algorithm

The controller is composed of two parts. The first part deals with the position

control of the object and the second part with the size control of the object. Our

method belongs to the class of image-based control algorithms.6 The task of the

position controller is to bring the object to the center of the image (see Fig. 3).

The size controller should only control the object size and should not affect the

position control, and hence it should act in the null space of the image Jacobian.

Once the object is in the center of the image, it is only moved directly toward or

away from the camera, changing the size, while the position is kept constant. Hence

the following controller can be used:

ẋc = Jim
#i̇c + Nimḋc, (3)

where ẋc is the control velocity in the world coordinate system; Jim
# is the weighted

generalized inverse of the image Jacobian, Jim
# = W−1Jim

T (JimW−1Jim
T )−1,

with weight W; i̇c and ḋc are the control velocity vectors, which correspond to the

point positioning and the size setting, respectively. These two vectors can be defined

by the following P controllers:

i̇c = Ki
p

[

ud − u

vd − v

]

, ḋc = Kd
p (sized − size), (4)

where [ud, vd]
T and [u, v]T are the desired and the actual position of the point (or

object) in the image coordinate system, respectively, whereas sized and size are

respectively the desired and the estimated size of the object in the image. Ki
p and

Kd
p are the controller gains.

To control a robot, we have to define the control velocities in the joint space.

Since the task control vector ẋc has three DOFs (position of all three coordinates

in space) and the robot arms used in the experiments have seven DOFs, the degree

of redundancy is four. The following controller can be used:

q̇c = Jr
pos#ẋc + Nr

posq̇n. (5)

Here Jr
pos# is the generalized inverse of the positional part of the robot Jacobian

and Nr
pos is the projection in the null space of Jr

pos. Due to the robot’s redundancy,

we can apply additional subtasks to the robot in the null space of Jr
pos. Our choice

for the null space motion is to optimize the robot’s manipulability.

To show the object from different viewpoints, the robot needs to rotate it about

axes which are given by juim and jvim in the world coordinate system. It is therefore

advantageous to optimize the manipulability for the rotations about both image

axes because high manipulability in a certain direction usually corresponds to a
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higher ability of motion in the selected direction. Hence we define the null space

term as follows:

q̇n = Km∇

√

det(Jr
drWmJr

drT ), (6)

where Km is the controller gain, Wm is the weight and Jr
dr is the robot Jacobian

that corresponds to both depth rotations. We can define Jr
dr by modifying the

rotational part of the robot Jacobian (Jr
rot) as follows:

Jr
dr =

[

juim jvim

]#

Jr
rot. (7)

Here Jr
dr is the robot Jacobian, where the first row corresponds to the rotation

about the vector juim and the second row to the rotation about jvim. These are the

rotations that correspond to the coordinate axes of the image plane.

In this phase the robot’s task is to place the object (center) onto the optical axis

of the camera so that its projection has a desired size. In addition to this task, the

robot optimizes the manipulability of the system for depth rotations. The goal is to

position the robot in an appropriate configuration that enables the best showing of

the object from different viewpoints. Note that additional conditions can be applied

in the null space, e.g. joint limits and/or self-collision avoidance.

2.3. Object scanning

To acquire data about the object from different viewpoints, the robot needs to rotate

it in depth with respect to the image system. Rotation in depth is defined as any

rotation with the rotation axis not parallel to the camera ray. The largest rotations

in depth will therefore be caused by rotations about juim and jvim, since these two

vectors are orthogonal to the camera ray (see Fig. 2). Note that the rotation about

the vector in the direction of the camera ray (Nim) is not important and can be

considered as redundant. Due to the additional two DOFs for rotation, the task

now has five DOFs and the degree of redundancy is two. The task space control

velocity in this case also includes the angular velocity:

q̇c2
=

[

Jr
pos

Jr
dr

]# [

ẋc

ṡc

]

+ Nr
pos,dr

q̇n, (8)

where ṡc is the vector specifying the rotation in depth about both image axes and

Nr
pos,dr is the projection in the null space of [Jr

posT
,Jr

drT
]T . In this way we ensure

that the arm retains high manipulability while the robot rotates the object.

3. Snapshot Acquisition

Now we turn to the problem of how to acquire snapshots of objects manipulated

by the robot. It is evident from Eq. (4) that to properly manipulate the object, the

robot needs to be able to determine its position and size in each image. We shall

see that this same information can be used to extract the object’s views.
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Once the robot gets hold of an object, it can take advantage of the fact that it

knows how the object moves. This allows the robot to first learn the background

model by removing the object from the view field of its eyes. After the background

model is learned, the manipulation procedure of Sec. 2 can be started. Although

background models are subject to frequent changes, this is not a problem here

because they are needed only for short periods of time and can be learned anew if

necessary. This allows us to avoid dealing with varying backgrounds, e.g. in Ref. 5.

Moreover, since the robot controls the data acquisition process, there exists addi-

tional knowledge about the environment, which can be used to improve the quality

of the acquired snapshots. To discern the manipulated object from the rest of the

image, we model the following image processes:

• the unknown object (denoted by process Θo),

• the background (Θb),

• the hand (Θh),

• the outlier process (Θt), modeling any unexpected event in the scene.

Stationary background can be modeled using various features, such as color

distribution, disparity, and motion. Currently we use the first two. The color distri-

bution at each pixel in the stationary background is modeled by a Gaussian process,

Θb1 = {Iu,Σu}, which is characterized by mean Iu and covariance matrix Σu at

each pixel u, with the associated probability distribution

p(Iu, u|Θb1) =
1

2π

√

det(Σu)
· exp

(

−
1

2
(Iu − Iu)T Σ

−1

u
(Iu − Iu)

)

. (9)

To obtain a certain degree of robustness against the brightness changes, we char-

acterize the color intensities by hue and saturation, which makes color space two-

dimensional. The means and the covariances are learned by gathering statistics of

the background images I for about 10 s, just before the robot brings the object into

the camera view. It is essential to smooth the images significantly before applying

this calculation (see Fig. 4), otherwise even small disturbances can cause failure.

Disparity as shown in Fig. 5 is another strong cue and has the advantageous

property of being robust against changes in lighting conditions. Let D be the esti-

mated disparity image. We model the disparity distribution as a Gaussian process,

Θb2 = {Du, σ2
D}u. Similarly to color, we estimate the means Du at each pixel by

collecting disparity images of a stationary background for 10 s. The standard devia-

tion σD is not estimated but is set to a constant value. This results in the following

estimate for the background distribution:

p(Iu, Du, u|Θb) = p(Iu, u|Θb1)p(Du, u|Θb2). (10)

Even though the hand position in the image could be calculated using propri-

oceptive information, this information is not sufficient because we cannot know in

advance which part of the hand is visible and which part is covered by the manipu-

lated object. We thus need to model the appearance of the hand in the image. For
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Fig. 4. Example for the extraction of object appearance. From left to right we have images showing
one of the images used for background learning, the smoothed version of this image that we use for
the collection of background statistics, the estimated extent of the object in the image while being
manipulated by the robot, and the binary image containing the largest connected component of
object pixels after thresholding probabilities P(u|Θb) and applying the morphological operation
close.

Fig. 5. One of the collected images after rectification and the corresponding disparity map.

the modeling of the hand appearance, we experimented with standard approaches

from the object tracking theory, such as color histograms1 and Gaussian (mixture)

models.10 Unlike in tracking, we are not really interested in computing the hand

position, but only in estimating the probability that a particular pixel belongs to

the hand. Both color histograms and Gaussian mixture models offer this ability.

Gaussian mixture models are defined as follows:

p(Iu|Θh) =

K
∑

k=1

ωk

2π
√

det(Σk)
exp

(

−
1

2
(Iu − Ik)TΣ−1

k (Iu − Ik)

)

. (11)

While motion cues could certainly help to extract the object from the back-

ground, such cues alone are not sufficient for the extraction of the object appear-

ance. When the robot holds the object, the object motion is the same as the motion

of the robot hand. We thus cannot distinguish between the object and the hand

using motion cues only.

Since no prior knowledge about the object is available, we obviously cannot

model its appearance, which is what we want to learn. The open-loop trajectory

that we use to manipulate the object is, however, well defined and we know approx-

imately where the object is in the image. We can thus model the probability that

an image pixel falls within the extent of the object by using the mean value u and

the covariance Σ of pixels belonging to the object in the previous step. This results
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in the following distribution:

p(u|Θo) =
1

2π

√

det(Σ)
exp

(

−
1

2
(u − u)T Σ

−1
(u − u)

)

. (12)

Since the robot attempts to bring the object to the center of the image and to

keep it there, the object’s position is normally close to the image center and we can

initialize the appearance extraction by assuming that the object is centered in the

image with an initially large extent.

Having no prior information about the appearance of the arm and other unex-

pected objects that might appear in the scene, we model such events in the image by

an outlier process, which is assigned a small, constant probability P(Θt) regardless

of the position of the pixel in the image or the color intensity value at this pixel.

The interaction between this process and the object process Θo occurs in such a

way that an area with a texture different from the background and the hand will

be classified as an object of interest if it is close to the expected object position and

outlier otherwise [see Eq. (16)].

As for the arm, the part of the image containing it can be excluded from calcu-

lations using proprioceptive information. On a dynamic humanoid robot like i–1 of

Fig. 1, proprioceptive information provides only a rough estimate for the location

of the arm in the image. It is nevertheless sufficient to exclude from the calculations

most of the image containing the arm. Our experiments showed that, combined

with the outlier process, this is sufficient to filter out the arm when estimating the

extent of the object of interest in the image.

Assuming that every pixel in the image stems from one of the mutually indepen-

dent processes Θ = {Θb, Θh, Θo, Θt} (closed-world assumption), we can write the

probability that color Iu was observed at location u using the total probability law:

P(Iu, u|Θ) = ωbP(Iu, Du, u|Θb) + ωhP(Iu|Θh) + ωoP(u|Θo) + ωtP(Θt), (13)

where ωx are the prior (mixture) probabilities of observing the processes Θx and

ωb + ωh + ωo + ωt = 1.

We need to estimate the current position of the unknown object and its

extent, which enables us to extract an appearance image for learning. This can

be achieved by maximizing the probability of observing image I given the processes

Θ = {Θb, Θh, Θo, Θt}. Neglecting the correlation of assigning neighboring pixels to

processes, we can evaluate the overall probability of observing image I as follows:

P(I) = P(I|Θ) =
∏

u

P(Iu, u|Θ). (14)

Since the background and the color distribution of the hand are assumed to be

stationary, we can maximize (14) with respect to the position u of the object, the

covariance Σ of pixels belonging to the object, and the mixture probabilities ωb,

ωh, ωo, and ωt. Instead of maximizing (14), it is easier to minimize the negative log
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likelihood

L(Θ, ω) = − log(P(I|Θ)) = −
∑

u

log (P(Iu, u|Θ)), (15)

where ω = (ωb, ωh, ωo, ωt). Using the theory of Lagrange multipliers, it is possible

to show that the above log likelihood can be minimized with an EM algorithm.

Writing

P(Iu, u|Θx) =
ωxp(Iu, u|Θx)

∑

y∈{o,h,b,t} ωyp(Iu, u|Θy)
, (16)

where x = o, h, b, t, the EM algorithm consists of the expectation step, in which

the pixel probabilities (16) are estimated, and the maximization step, in which

the probabilities P(Iu, u|Θb) = P(u|Θb) are used to estimate the mean and the

covariance of the object pixels:

u =
1

∑

u
P(u|Θb)

∑

u

P(u|Θb)u, (17)

Σ =
1

∑

u
P(u|Θb)

∑

u

P(u|Θb) (u − u) (u − u)
T
. (18)

Note that the probabilities P(Iu, u|Θb) and P(Iu|Θh) remain constant throughout

the EM process and thus need to be estimated only once for each image. This helped

us to implement the extraction of the object appearance at the video rate, i.e. 30Hz.

The mixture probabilities can either be assumed to be constant or estimated as part

of the EM process:

ωx =
1

n

∑

u

P(Iu, u|Θx), (19)

where n is the number of pixels and x = o, h, b, t.

The described EM process realizes the estimation of the object position u and

of the approximate object size and orientation in the image, both encoded by the

covariance matrix Σ. Different stages in the algorithm are illustrated in Fig. 4.

4. Learning Object Representations

Snapshots acquired using the methods of Secs. 2 and 3 can be used to learn a

classifier for object recognition. The enclosing ellipse estimated by the proposed

algorithms can be used to warp the snapshots onto a window of constant size. This

ensures invariance against scaling and planar rotations, and also provides images

of standard size, which can be compared to each other. Figure 6 shows the warped

images of four objects used in our experiments.

To ensure maximum classification performance, the acquired snapshots need

to be preprocessed. Most modern view-based approaches characterize the views by

ensembles of local features. We use complex Gabor kernels to identify local structure
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Fig. 6. Images of four objects used in the experiments after warping. Such images are used as
input to Gabor jet calculations and SVM training.

in the images. The acquired snapshots are first transformed to grayscale and then

filtered with Gabor kernels, which are defined by

Φµ,ν(x) =
‖kµ,ν‖

2

σ2
· exp

(

−
‖kµ,ν‖

2‖x‖2

2σ2

) (

exp
(

ikT
µ,νx

)

− exp

(

−
σ2

2

))

, (20)

where kµ,ν = kν [cos(φµ), sin(φµ)]T . A Gabor jet at pixel x is defined as a set

of complex coefficients {Jx

j } obtained by convolving the image with a number of

Gabor kernels at this pixel. Gabor kernels are selected so that they sample a number

of different wavelengths kν and orientations φµ. Wiskott et al.18 proposed using

kν = 2−
ν+2

2 , ν = 0, . . . , 4, and φµ = µπ
8
, µ = 0, . . . , 7, but this depends on both

the size of incoming images and the image structure.

In our system, feature vectors are built by sampling Gabor jets on a regular

grid of pixels XG. At each grid point we calculate the Gabor jet and add it to the

feature vector. Naturally, the grid points need to be parsed in the same order in

every image. The grid size used in our experiments was 6×6, the warped image size

was 160× 120 with pixels outside the enclosing ellipse excluded, and the dimension

of each Gabor jet was 40, which resulted in feature vectors of dimension 16,080.

To compute a classifier we employed nonlinear multiclass support vector machines

proposed in Ref. 2. It was very important to normalize the jets to achieve robustness

against changes in brightness conditions.

5. Experimental Results

The algorithms presented in this paper were tested in several experiments with

two different robots: humanoid robot i–1 and a Mitsubishi PA-10 robot arm with

external cameras.

5.1. Validation of the control processes

The task of the object manipulation process is to achieve the widest range of the

directions of view. To show the efficiency of the proposed method, we compared

three different approaches. In the first approach, we controlled the robot without
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manipulability optimization and without exploiting the redundant DOFs about

the axis along the camera ray Nim. Hence, the robot does not configure in the

optimal configuration for performing the observation procedure. Additionally, the

orientation of the object about the camera ray axis is fixed, which significantly

influences the range of motion. In the second approach the manipulability was

optimized, so the robot configures in the appropriate configuration for performing

depth rotations, but we still did not exploit the redundancy of the rotation about

the camera ray axis. In the third approach, we optimized the manipulability and

exploited the redundancy about the camera ray axis.

To objectively show the range of motion for each of the compared methods, we

represented the space of all rotations by azimuth, elevation, and rotation. This rep-

resentation is shown in Fig. 8, where azimuth and elevation correspond to the point

on the sphere, i.e. the direction of view, while rotation corresponds to the rotation

about the camera ray axis, which is insignificant because we are not interested in

orientation of the object about the camera ray (this rotation does not change the

part of the object visible to the camera system). We are interested in the rotational

motion with respect to the initial orientation of the object. In the initial configu-

ration the azimuth, elevation, and rotation angles are assumed to be zero. These

three angles can be converted in the rotation matrix as follows:

R = rot(z, rotation)rot(y, azimuth)rot(x, elevation).

We implemented and compared the three described methods on a Mitsubishi

PA-10 with an external camera system. The robot attempted to rotate the object

about both depth rotations with angular velocity of 0.2 and 0.1 rd/s, respectively.

It moved the object about the first depth rotation until it came to the end of its

workspace (i.e. until the singularity or joint limit occurs). Then the robot changed

Fig. 7. The robot holding an object to be learned. The object’s position and extent are estimated
using the knowledge about the robot’s motion and short term background models.



Making Object Learning and Recognition an Active Process 281

z

x

y

rotation

v
Initial direction of view

Current
direction
of view

Fig. 8. The coordinate system used for validating the direction of view.

the direction of rotation. With this procedure we acquired the whole range of motion

of the robot within its workspace. The configuration of the robot and the camera

during the rotation process is shown in Fig. 7.

Figure 9 depicts the direction of view while rotating the object as shown in

Fig. 10. Figure 9(a) depicts the direction of view on the sphere, and Fig. 9(b) the

direction of view represented by the azimuth and elevation angles. It is clear from

these figures that the largest range of motion is achieved when we make use of

the redundancy of the rotation about the camera ray axis in addition to a suitable

configuration control using manipulability optimization. Without manipulability

optimization, the robot falls into a singularity very quickly. With manipulability

optimization but without exploiting the redundancy, the robot successfully avoids

the singularities, but its range of motion is smaller.

5.2. Validation of the learned classifier

To test the effectiveness of the object manipulation process described in Sec. 2

together with the Bayesian technique of Sec. 3, we used them to extract views

for object learning and recognition. The proposed techniques enabled the robot to

collect the views shown in Fig. 6 without any prior knowledge about the objects.

The procedure for discerning the object from the rest of the scene has proven to be

reliable as long as the assumptions made by the Bayesian approach were fulfilled.

To prove that the proposed approach can indeed be used for learning object

representations, we compared it to the classification results achieved when known

color textures were used to discern the object from the rest of the image and the

objects were manipulated by a human, not a robot.16 To train the SVM, we col-

lected 104 views of 14 different objects. The appearance images of 4 of them were

extracted using the proposed approach, while the images of the rest were collected

by applying models of color texture for segmentation. To train a fully rotationally
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(a) Shown on the sphere

(b) Shown in the azimuth/elevation space

Fig. 9. Direction of view.
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Fig. 10. Object manipulation example.

Table 1. Classification results.

Correct Errors Recognition Rate (%)

Full library 7307 421 94.6
Objects detected by color 4897 303 94.2
Objects detected by manipulation 2410 118 95.3

and scale-invariant classifier for a library of 14 objects, we acquired 1456-feature

vectors of dimension 16,080. We used the implementation of nonlinear multiclass

SVMs described in Ref. 7 to train the classifier.

For testing we collected another 7728 snapshots of the objects from the library.

The results in Table 1 prove that the views collected by the proposed approach are

just as usable as the views that we collected using prior color texture models. The

recognition results with the proposed approach were even a bit better, although this

was caused by a relatively bad classification rate for one of the objects for which

we used color texture segmentation to extract the views. Excluding this object, the

recognition rates were almost identical.

6. Summary

The main result of this paper is the procedure for acquiring object snapshots and

the subsequent learning of complete object representations for recognition by a

humanoid robot without any prior knowledge about the objects and without man-

ual tinkering with the images. Our experiments showed that the generated models

are fully scale and rotationally invariant in 3D and that we achieve comparable

recognition rates on the proposed system as on the earlier system that used prior

knowledge about the objects’ color textures to discern their images from the rest of

the scene.

Some issues still remain to be considered in the future. One of them is to replace

the statistical collection of views with a more sophisticated planning process that

would allow the reduction of the number of views by collecting only the most infor-

mative snapshots. Another interesting issue is the use of proprioceptive information

to organize the training views by orientation. Such information can be used to esti-

mate the orientation of an object after recognition. Also, it is clear that to acquire

a complete viewpoint-independent model, the robot needs to regrasp the object

and observe it from different starting orientations. We are currently working on the

implementation of a systematic regrasping behavior on a humanoid robot.
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The main future goal of our work is the integration of all sensorimotor pro-

cesses that are needed to achieve cognitive behavior of a robot in the case of object

learning. At the start the robot should find and pick up an object using visual atten-

tion. Next, the robot should try to grasp the object. Using sensorimotor processes

described in this paper, the robot will finally be able to acquire object representa-

tions without any external help.
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