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This article reports on Leximancer and Discursis, two visual text analytic
software tools developed at the University of Queensland. Both analyse spatial
and temporal relationships in text data, but in complementary ways: Leximancer
focuses on thematic analysis, while Discursis focuses on sequential analysis.
Our report explains how they work, how to work with them and how visual
concepts are relevant to all stages of their use in analytic decision-making.
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1. Introduction

Scientific findings rely on structured processes that support, examine or test theories
in the light of different types of evidence. Computational techniques in quantitative
content analysis have been used since the 1950s (Krippendorff, 2012). Qualitative
computer-aided discourse analysis arrived later, but since the 1990s computer-aided
qualitative discourse analysis software (CAQDAS) applications have provided the
means for semi-automated analysis of conversation, interview, mass media and new
media data (Fielding & Warnes, 2009; Krippendorff, 2012; Ronen Feldman, 2006;
Schönfelder, 2011; Seale, 2010; Smith, 2000). In an almost parallel timeline, the
field of information visualisation has developed ways to make visual sense of rela-
tionships within data-sets (Tufte, 2001). We are now seeing the merging of text
analysis and visualisation in visual text analytics (Risch, Kao, Poteet, & Wu, 2008),
techniques that visually model text data for interpretation by a researcher. In this
introduction to Leximancer and Discursis, two new-generation visual text analytic
applications developed at the University of Queensland, we demonstrate their capac-
ity to dramatically widen the scope of analyses. As with many new tools, they
introduce new requirements into the workflow, and we also describe the concomi-
tant attention to visuality in the research workflow that underlies their effective use.

Both Leximancer and Discursis use word frequency statistics to generate their
respective visualisations, however, they facilitate distinct but complementary ana-
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lytic tasks. Common tasks that a researcher can perform using Leximancer include:
determining the main topics within a text; highlighting how topics relate to each
other; and indicating which source files (or individual authors/speakers) contain par-
ticular topics. In contrast, Discursis facilitates tasks that include: determining how
topics are used over time (global structure); finding critical time points where topic
changes occur; and dividing a conversation/text into regions of interest.

Well-established CAQDAS applications such as NVivo, Atlas.ti and MAXQDA
share with Leximancer and Discursis the ability to produce visual representations of
connections (see overviews such as Fielding & Warnes, 2009; Seale, 2010). How-
ever, Leximancer and Discursis highlight a visual approach to analysis which
changes the way text is used as evidence and forms the basis for decision-making.
CAQDAS applications are an invaluable tool for semi-automating, flexibly organ-
ising and presenting the results of open, axial and selective coding of grounded the-
ory (Glaser & Strauss, 1967; Moghaddam, 2006) and allied qualitative social
research methods. However, their workflow is effectively still textual. Automation
helps researchers find materials to code and then iteratively split, combine and
refine, but researchers do the work of metaphorically handling the text to create
themes for discussion. Visuality tends to be relevant mainly for display of the
researcher’s themes.

Leximancer and Discursis both automatically generate textual relationships that
are brought into focus for discussion through visual representations. The task of the
researchers is to make sense of the relationships so displayed, rather than defining
the relationships. Researchers can look for ways to split, combine and refine the
themes that are made apparent. Critically, this is a process of adjusting the soft-
ware’s automation rather than a process of manual arrangement using software. The
automated representation does not prevent the researcher from delving into that text
to explore and explain the research problem. Rather, it draws attention to value of
the visual for researchers as more than simply end-stage output for readers.

2. Leximancer

Instead of requiring analysts to iteratively design lists of concepts and codes, Lexi-
mancer generates its own lists and relationships based on the input text. An advan-
tage of generating the concept list automatically is that the list is statistically
reliable and reproducible, being generated from the input text itself, whereas manual
lists require checks for coding reliability and validity. Additionally, subtle or unu-
sual relationships may be more likely to emerge using automated concept list crea-
tion. Leximancer uses word occurrence and co-occurrence counts to extract major
thematic and conceptual content directly from an input text. This automated process
generates a tailored taxonomy which can be displayed graphically via an interactive
concept map, or as tables indicating key concepts and conceptual relationships.

Leximancer supports a visualisation process that enables an analyst to examine
concepts in the original text linked to a global perspective of the entire data-set pro-
vided by the automatically generated concept map: a typical workflow could first
generate a concept map, initially viewing only the largest theme. Then gradually
increase the map resolution, revealing additional concepts and noting how they a
linked through the spanning tree (also automatically generated). Finally, examine
the relative ranking of concepts, and drill down to show how pairs of concepts are
used in the original text through the linking buttons.
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Leximancer has been used previously to analyse opinion polling and political
commentary (McKenna, 2007); to evaluate incident reporting in a maritime environ-
ment (Grech, Horberry, & Smith, 2002); and to explore communication strategies
employed by care providers of persons with schizophrenia (Cretchley, Gallois,
Chenery, & Smith, 2010). Many more examples of the application of Leximancer
are available from the corporate website1.

The Leximancer plot (Figure 1) was generated from a transcript of the ABC
Enough Rope Programme that aired on Australian television on 4 October 2004.
The conversation is between the host Andrew Denton and interviewee Prof. Peter
Singer. The Leximancer map highlights the prominent concepts discussed during
the episode, and how each conversational agent relates to those concepts (how
much they use them). Nodes represent individual concepts with the size of the node
reflecting a measure of the prominence of the concept in the input text. Nodes are
grouped according to similarity with other concepts, and connecting lines added to
those concepts that share the strongest conceptual similarity. Large coloured circles
group concepts into themes.

3. Discursis

Discursis is an information visualisation technique that produces informative visual-
isation of input text that has an inherent temporal structure, for example, conversa-
tion transcripts. Discursis automatically builds an internal language model from an
input text (using a statistically based concept engine similar to Leximancer), tags
each temporal unit (a single turn in the context of a conversation) based on the con-
ceptual content and generates an interactive visual representation of the input text
by linking similar temporal units. The Discursis visual representation enables an
analyst to quickly overview an entire text and see at a glance the turn dynamics

Figure 1. Example Leximancer plot.
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(who speaks when and for how long), the thematic content of the text over time,
and regions of thematic coherence over short-time (turn-by-turn), medium-time (10
temporal units) and long-time (whole conversation) scales. Discursis is useful for
locating periods of conversation where participants engage in similar topics or
repeat their own content, in addition to periods that lack topical coherence. It then
facilitates detailed examination of regions of interest.

A significant advantage of Discursis over alternative visualisation techniques is
the ability to visualise topic usage patterns across a range of time scales

Figure 2. Example Discursis plot – full overview.

Figure 3. Example Discursis plot – zoomed.
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simultaneously. Recent studies (Angus, Smith, & Wiles, 2012a, 2012b; Angus,
Watson, Smith, Gallois, & Wiles, 2012) have analysed conversations from
Australian television talk shows, medical consultations, cockpit recordings and tele-
phone conversations, to understand topic convergence (on a turn-by-turn time scale)
between the participants, and whole conversation call-back behaviours (where early
mentioned topics were revisited much later in the conversation). The studies
indicated that a discourse analyst could use the visuals to confirm theoretically
motivated hypotheses about the type and magnitude of interaction (in terms of topic
reuse) between conversation participants, and as a forensic tool to discover patterns
of interaction and interesting time periods where conversation participants demon-
strated topic convergence characteristics.

The Discursis plots (Figures 2 and 3) were generated using the same data-set
as Figure 1. The light grey (normally red) blocks correspond to utterances by
host Andrew Denton, the dark grey (normally blue) blocks to utterances by inter-
viewee Peter Singer. Blocks are sized according to the amount of text in each
utterance and off-diagonal blocks correspond to conceptual consistency between
pairs of utterances on the diagonal. In the zoomed section of the Discursis plot
(Figure 3), annotations highlight the salient visual features together with the
original text.

4. Conclusion and future directions

Social research methodology that uses visual-first analytic methods is still in its
infancy, but tools such as Leximancer and Discursis are powerful techniques for
developing evidence-based global analyses that would otherwise tax the cognitive
abilities of an analyst. This report has drawn attention to the value of visual
analytics in existing studies, and shown that the field has already begun to shift
from simply using the visual as an end-stage output for readers, to one which can
be tied into critical reasoning and decision-making about study data.

The future direction for visual text analytics is to expand the number of theoreti-
cal frameworks that can be enhanced through the use of evidence-based visuality.
This is primarily a kind of new operationalisation of evidentiary procedures. One of
the more interesting likely requirements and outputs of such operationalisation will
be a library or taxonomy of visual motifs that can be drawn upon to help research-
ers make visual sense of their data. Such motifs would allow researchers from very
disparate fields to find patterns of relevance, both expected and unexpected. Over
time, the motifs could either allow for rapid re-evaluation of new data and to
improve the cumulative relevance of qualitative findings.

Lastly, and most importantly, we reiterate that techniques such as Leximancer
and Discursis are not designed to replace the role of the human analyst in the social
sciences; rather they are tools to help analysts perform and draw greater insight
from their data. The workflows required for such advances are an ongoing research
agenda.

Note
1. http://www.leximancer.com
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