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PREFACE

Test-based accountability systems are based on the belief that public
education can be improved through a simple strategy: require all
students to take standardized achievement tests and attach high
stakes to the tests in the form of rewards when test scores improve
and sanctions when they do not.

Test-based accountability has achieved broad support as a strategy
for improving public education. Standardized achievement tests
have been used to measure students’ educational progress for nearly
a century, but the prevalence of tests, and the number of purposes
they are being asked to serve, have grown substantially during the
past two decades. In addition to the measurement function for which
they were originally designed, large-scale achievement tests have be-
come an essential component of efforts to reform education more
broadly. Test-based accountability systems are in place in nearly ev-
ery state, and advocates of these systems believe that the use of high-
stakes tests will spur positive change in schools and classrooms.

But the emphasis on test-based accountability raises a number of
important questions: Do these high-stakes tests measure student
achievement accurately? How can policymakers and educators select
the right tests, evaluate the test scores correctly, and attach the right
consequences to the results of these tests to make accountability
systems work as intended? What are the costs of developing and
administering these tests? And what kinds of trade-offs do these
policies introduce?

There is an extensive literature on the psychometric properties of
achievement test scores and a much smaller, but still substantial, lit-
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erature on the ways in which tests affect students, teachers, and
other stakeholders in the education system. Yet for practitioners and
policymakers who are responsible for making decisions about as-
sessment and accountability systems, it is often difficult to find accu-
rate and accessible information to inform these decisions. This book
is intended to address that need.

With a grant from the National Science Foundation, RAND and other
researchers have combined their knowledge to create this book,
which should be of interest to practitioners, policymakers, and oth-
ers who are involved in some way in test-based accountability sys-
tems but who are not technical experts in measurement. This book
provides an overview of the major issues faced by those who develop,
implement, and use test-based accountability systems, including a
summary of the key technical considerations and a brief description
of what is known about the impact of these systems.

This material is based upon work supported by the National Science
Foundation. The research was carried out under the auspices of
RAND Education. Any opinions, findings, conclusions, or recom-
mendations expressed in this report are those of the authors and do
not necessarily reflect the views of the National Science Foundation.
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SUMMARY

This book was written in response to school policymaking’s growing
emphasis on testing. During the 1990s, a number of states imple-
mented educational accountability systems that assigned conse-
quences for students, teachers, or schools on the basis of student test
scores. The 2001 reauthorization of the Elementary and Secondary
Education Act (the “No Child Left Behind [NCLB] Act of 2001”)
makes such test-based accountability a requirement for all 50 states.
The goal of the law is “. . . to ensure that all children have a fair,
equal, and significant opportunity to obtain a high-quality education
and reach, at a minimum, proficiency on challenging state academic
achievement standards and state academic assessments.” The pur-
pose of this book is to help educators and educational policymakers
understand test-based accountability so they can use it effectively in
the service of this goal.

States have considerable flexibility in developing their accountability
systems, so long as those systems have at their core an appropriate
feedback mechanism. Data on student achievement are collected
annually and compared with a specific target. Failure to attain the
target leads to successively harsher sanctions for schools, including
ultimately reconstitution; success leads to recognition and financial
rewards. When combined with greater flexibility from federal regula-
tions and parental options to obtain supplemental educational ser-
vices or move students from less-successful schools, these test-based
incentives are supposed to lead to improvement for all schools.

The success or failure of these systems will depend, in part, on the
specific choices states make when translating these general guide-
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lines into practice and when refining their test-based accountability
systems after they are operational. Yet, many educators and educa-
tional policymakers are largely untrained in test design and valida-
tion, and they are unfamiliar with recent research about test-based
accountability systems. Greater knowledge about testing and ac-
countability can lead to better system design and more-effective
system management. It can also lead to more-effective use of test re-
sults for school planning, instructional improvement, and parental
choice. Thus, in an era of test-based accountability, policymakers,
educators at all levels of the system, and parents will benefit from be-
coming more “test wise.”

To provide that understanding, and with the sponsorship of the
National Science Foundation (NSF), we in RAND Education orga-
nized two conferences to share information about the state of the art
in achievement testing, and then we developed this book. It is in-
tended for educators, policymakers, and others who have an interest
in educational reform, including

e state-level personnel who design and implement accountability
systems, who determine the nature of and criteria for rewards
and sanctions, and who are responsible for communicating in-
formation about the systems to educators and the public

e district personnel, school board members, and others who must
interpret test scores and decide what actions to take

e teachers, principals, and other instructional leaders who must
make decisions about how to respond to incentives and how to
use data to change instructional practices.

This book is intended to help readers better understand these issues
and make practical decisions about which tests to select and how to
use the test scores. However, this is not the straightforward “how-to”
guide one might wish for. Although test-based accountability has
shown some compelling results, the issues are complex, the research
is new and incomplete, and many of the claims that have received
the most attention have proved to be premature and superficial. In
fact, our goal is also to sound a gentle warning by highlighting the ar-
eas where caution is warranted, where getting results in one area re-
quires trade-offs in another area, and where additional research is
needed.
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In Making Sense of Test-Based Accountability in Education, we dis-
cuss what policymakers and practitioners need to know in the
following four key areas and conclude with guidelines for the design
of effective test-based accountability systems:

1. How tests are used in test-based accountability systems

2. How to evaluate the technical quality of the tests and, therefore,
the trustworthiness of the information they provide

3. How test-based accountability affects the practices of teachers
and schools

4. How political considerations affect the policy debate.

UNDERSTANDING HOW THE TESTS ARE USED

A “test wise” educator or policymaker should understand something
about the ways in which tests are used, particularly how they can be
used in test-based accountability systems. For example, as explained
in Chapter Two, standardized test scores are commonly reported in
“norm-referenced” terms that indicate the relative standing of
students with respect to a larger group. This type of score is familiar
to many people, easy to interpret, and widely used in other areas of
endeavor. However, in the context of accountability, where tests are
used to determine student status with respect to specific content
standards, “criterion-referenced” score reports may have more
meaning. A criterion-referenced score indicates the degree to which
a student has mastered a specific body of knowledge and is directly
interpretable in these terms. Moreover, criterion-referenced scores
can also be used to assign performance levels, such as “proficient” or
“advanced,” to help users interpret performance. The important
thing to understand is that each reporting option has advantages and
disadvantages, and the best option may be to report scores in
multiple ways.

Chapter Two also explains many of the choices that confront devel-
opers of test-based accountability systems. These choices include the
types of assessments used, the ways scores are aggregated, adjust-
ments to scores to account for differences in student background,
how test scores are combined in accountability indices, how perfor-
mance goals are set, and how incentives are associated with student
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or school performance. Those responsible for designing test-based
accountability systems face an array of choices along these dimen-
sions, with each choice having its advantages and disadvantages. No
single set of choices is best in every circumstance, and policymakers
need to understand the trade-offs associated with each option.

EVALUATING THE QUALITY OF THE TESTS

A “test wise” educator needs to know how test quality is measured
and what the trade-offs are among the different aspects of quality.
Chapter Three provides a detailed discussion of the three criteria by
which the technical quality of tests can be evaluated: reliability, va-
lidity, and fairness.

e  Reliability refers to the degree to which a test’s scores provide
consistent information and are free from various types of chance
effects. One way to think about reliability is to answer the ques-
tion, What is the likelihood that a student’s score, proficiency
level, or pass/fail status would change if that student took the
same test again the next day or took another version of the same
test?

o  Validity refers to the extent to which the scores on a test provide
accurate information for the decisions that will be based on
those scores. Validity investigations should synthesize evidence
from a variety of sources and should be conducted with the test’s
intended purpose in mind.

e Appropriate interpretations of test scores also require that the
test be fair to all examinees. That is, the test should produce the
same score for two test-takers who are of the same proficiency
level. Unrelated characteristics of the test-takers, such as gender,
ethnicity, or physical disabilities, should not affect the scores
they receive.

One of the key points to understand in evaluating and using tests is
that tests should be evaluated relative to the purpose for which the
scores are used. A test that is valid for one purpose is not necessarily
valid for another.

A second key point is that test scores are not a definitive measure of
student knowledge or skills. No single test score can be a perfectly de-
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pendable indicator of student performance, and there is widespread
agreement among professional educators and measurement experts
that high-stakes decisions about individuals should be based on factors
other than test scores alone.

Finally, decisions about test design require trade-offs with respect to
reliability, validity, fairness, and costs. For instance, longer tests are
generally more reliable and can sample a wider range of content than
shorter tests, but also impose more testing time on students. Test de-
velopers and users need to understand these trade-offs to make the
best decisions when selecting and interpreting tests.

HOW THE SYSTEM AFFECTS TEACHING PRACTICES

A “test wise” educator must understand how test-based accountabil-
ity affects educational practices. Chapter Four provides evidence
about changes in behavior that have occurred as a result of high-
stakes testing programs at the state level.

On the positive side, test-based accountability can lead to more in-
structional time, and educators working harder to cover more mate-
rial in a given amount of time and working more effectively by
adopting better curricula or more-effective teaching methods. These
are the types of changes such systems were designed to promote.

However, test-based accountability can also lead to negative reallo-
cation of instructional time to focus on tested aspects of the stan-
dards to the exclusion of untested aspects of the standards. It can
lead to coaching students to perform better by focusing on aspects of
the test that are incidental to the domain the test is intended to rep-
resent. Such narrowing of the curriculum has been widely reported
in the research literature. At worst, test-based accountability can lead
to cheating on tests, a practice that may become more common as
the use of high-stakes testing increases.

Overall, the research suggests that large-scale high-stakes testing has
been a relatively potent policy in terms of bringing about changes
within schools and classrooms. Unfortunately, many of these
changes appear to limit students’ exposure to nontested curriculum,
which clouds the meaning of the test scores. Understanding these
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influences can help policymakers and educators to design ac-
countability systems with fewer negative consequences.

TAKING INTO ACCOUNT POLITICAL CONSIDERATIONS

A “test wise” educator should understand that testing policy repre-
sents a political solution to an educational problem. Chapter Five
points out that the impetus for the movement toward test-based
accountability comes from politicians, the business community, and
others outside the education establishment. In fact, student testing
has become a highly visible issue, characterized by the sort of politics
that surrounds other high-profile issues.

Policymakers and educators are frequently at odds over testing pol-
icy. For example, policymakers often desire to use tests for multiple,
high-stakes purposes, such as monitoring the status of the educa-
tional system, aiding instructional planning, motivating students to
perform better, acting as a lever to change instructional content,
holding schools and educators accountable, and certifying individual
students as having attained specific levels of achievement.
Policymakers often find themselves disagreeing with the professional
standards of the testing and measurement community, which cau-
tions against making high-stakes decisions on the basis of a single
test, demands that tests be validated for each separate use, and calls
for politicians to provide adequate resources for students to learn
before holding students accountable.

It may be possible to reconcile good testing standards with political
imperatives. Policymakers need to consider the full cost of the testing
systems they seek to implement, including the need to provide every
student who is subject to high-stakes testing with adequate and
appropriate opportunities to learn the content of the tests.
Policymakers need to persuade their constituents to be more patient
in their judgments about public education. At the same time, they
need to be more accepting of the limitations of tests and their poten-
tial uses. The testing and measurement community needs to provide
policymakers with alternatives to current testing regimens that ad-
dress the public’s desire for schools that are more accountable, re-
sponsive, and effective. In the short term, measurement experts can
identify changes that can be made to the existing tests and to the ac-
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countability systems to make them reasonably consistent with stan-
dards of good testing practice.

RECOMMENDATIONS FOR MORE-EFFECTIVE TEST-BASED
ACCOUNTABILITY SYSTEMS

Finally, being “test wise” involves understanding the potential
strengths and weaknesses of test-based accountability systems and
being aware of some important features that will improve the useful-
ness of those systems. Chapter Six provides a number of initial rec-
ommendations for developing more-effective test-based account-
ability systems. These recommendations can serve as starting points
for states as they address the challenges of the new regulations.

e Designers should recognize that accountability systems need not
be static but can benefit from being dynamic and flexible. Test-
based accountability systems should be monitored regularly to
see how well they are performing, they should be evaluated peri-
odically to assess their benefits and weaknesses, and they should
be revised as needed to respond to problems and to benefit from
insights gained in other contexts.

e Steps should be taken to maximize the technical quality of the
system. For example, the system will be improved by incorporat-
ing multiple measures and multiple formats for critical decisions,
by developing comprehensive student information systems that
maintain individual-level data for analysis, and by using more-
stable multiyear averages rather than single-year summaries as
the basis for judging changes in achievement.

e Designers should attempt to maximize the positive effects of the
accountability system on school and classroom practice while
minimizing the negative effects. This goal can be promoted by
conducting ongoing research to measure these effects, by pro-
viding appropriate professional development to make the pur-
poses and mechanism of the system clear to those who partici-
pate in it, by designing the incentive system to focus attention on
all students and reward gains at an appropriate level, and by at-
tending carefully to the effects the system has on the educational
opportunities provided to all students.
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e Designers should also be cognizant of the political aspects of
test-based accountability and take actions to incorporate the
perspectives of all constituents. For example, they should make
efforts to integrate the perspectives of politicians and educa-
tional measurement specialists, and they should attend to the
needs of parents. Eventually test-based accountability will be
held accountable itself in terms of its costs and benefits, and the
educators who develop and manage these systems would be wise
to gather as much information as they can on the cost and ben-
efits of alternative educational reform options.

This book will help educators and policymakers make sense of test-
based accountability. However, test-based accountability is a work in
progress, and there will be additional technical, operational, and
political challenges to overcome. Further insights will be developed
as researchers, policymakers, and educators work together over the
next few years to implement and improve these systems.
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Chapter One

INTRODUCTION
Laura S. Hamilton, Brian M. Stecher, and Stephen P. Klein

e How do we define terms such as large-scale, high-stakes tests and
test-based accountability systems?

e Why is test-based accountability so popular?

e Why do policymakers and practitioners need to know more?

Standardized achievement tests have been used to measure stu-
dents’ educational progress for nearly a century, but the prevalence
of those tests, and the number of purposes they are asked to serve,
have grown substantially during the past two decades. Today, large-
scale achievement testing is the linchpin of most state and national
reform efforts and dozens of states have adopted formal account-
ability systems based on achievement test scores. Universal testing in
reading and mathematics in the third through the eighth grades
coupled with rewards and sanctions is the cornerstone of the ESEA
(Elementary and Secondary Education Act) reform legislation passed
by Congress in December 2001.

In the current environment, it is essential that educational policy-
makers and practitioners understand the strengths and weaknesses
of large-scale tests—both as measurement instruments to judge stu-
dent and school performance and as policy tools to change practice.
Yet, most educators and educational policymakers are largely un-
trained in test design and validation, and they are unfamiliar with re-
cent research about test-based accountability systems. For example,
few understand the distinctions among different methods of estimat-
ing reliability, and fewer still know why this distinction may be im-
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portant. Similarly, observers are often baffled by news accounts of
the machinations surrounding accountability testing. Parents in one
state sue to prevent the use of test scores for anything, while parents
in another state sue to force the state to include their children in the
testing program.

It seems clear to us that in the current climate, a basic understanding
of testing gives educators and policymakers an important advantage.
To provide that understanding, and with the sponsorship of the
National Science Foundation (NSF), we at RAND organized two
conferences to share information about the state of the art in
achievement testing, and then we developed this book.

The purpose of this book is to explain the important issues in testing
and accountability and provide policymakers some direction for im-
proving the policies related to testing. In this introduction, we define
our terms and elaborate on the reasons why an understanding of
achievement tests and test-based accountability systems is critically
important for today’s policymakers and practitioners. In subsequent
chapters, we provide some background about the use of tests in ac-
countability systems, and we explore the technical aspects of as-
sessment, the effects of tests on practice in schools and classrooms,
and the politics of testing.

DEFINING THE TERMS

Large-scale tests are administered to large numbers of students
across classrooms, schools, and districts. They are developed and
mandated by parties external to a particular classroom or school.
Large-scale tests include commercially developed tests that are ad-
ministered as part of a district’s or state’s testing program, as well as
tests that are developed by districts or states themselves.

Among the tests that are widely used today are the Stanford Achieve-
ment Test and the National Assessment of Educational Progress (see
Chapter Two for more information on the tests). With the passage of
the No Child Left Behind (NCLB) Act of 2001, we expect both wider
use of the existing tests and a proliferation of alternative tests
developed by school districts and private companies.
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Tests have historically served an important measurement function,
helping parents, students, teachers, and others to understand which
students and schools were succeeding in which areas, and to identify
students or schools that might need additional help. Tests have also
been used, sometimes inappropriately, to determine what types of
educational opportunities and services should be provided to which
students.

Advocates of increased testing acknowledge the importance of these
two measurement purposes, and they argue strongly that testing can
also serve a third purpose—as a lever to influence instructional prac-
tice. They propose the following simple and direct strategy to achieve
all three of these goals: Test all students in core academic subjects,
reward schools and students who do well, and pressure those who do
not. This strategy is implemented in the form of a test-based account-
ability system—that is, a set of policies and procedures that provide
rewards and/or sanctions as a consequence of scores on large-scale
achievement tests. The tests that are used for such purposes are of-
ten referred to as “high-stakes” tests, in contrast to “low-stakes”
tests, which are used only to provide information on student perfor-
mance (to teachers, policymakers, parents, or others). Thus, the
terms high-stakes testing and test-based accountability are often used
to refer to the same set of policies.

A test-based accountability system has the following four interre-
lated components:

e Goals: presented as a statement of desired individual or system
performance

e Measures: quantitative indices of performance associated with
the goals

e Targets: desired levels of attainment or improvement

e Incentives: identifiable consequences—positive or negative—
based on the degree to which targets are attained.

Although different terms may be used, these are the basic elements
in the current wave of accountability systems. Goals are usually
stated in the form of curriculum or performance standards, leading
to the term standards-based reform. Measures usually include stan-
dardized tests, which are selected or developed to be “aligned” with
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the goals or standards. The term standardized refers to tests that
have standard tasks, administration conditions, and scoring rules.
The term does not imply a particular test format, such as multiple-
choice, or a particular type of score interpretation, such as norm-
referenced.

Annual targets are defined in terms of a desired performance level for
all students or a desired amount of improvement in performance.
High-performing schools receive rewards, which might include pub-
lic recognition, money to use for school improvement, or direct cash
bonuses for staff. Consistently low-performing schools face various
forms of intervention and possible reconstitution by state officials.
Increasingly, individual students can also earn rewards, such as
scholarship money, or they may face sanctions, such as retention in
grade or denial of a high school diploma. Thus, for students, teach-
ers, schools, districts, and states, the tests carry high stakes.

TESTS ARE USED WIDELY AND FOR SEVERAL PURPOSES

Large-scale testing is common throughout the K-12 education sys-
tem. In fact, recent surveys conducted by Education Week (2001) and
by the American Federation of Teachers (2001) indicated that all 50
states had testing programs in place in 2001. Nearly every public
school student in the United States takes numerous large-scale tests
during his or her K-12 career, and many students take multiple state
and district tests each year. Currently, almost every state tests
students in reading and math at one or more grade levels, and some
also test in other areas, such as writing, social studies, and science.

Student testing has become more widespread as schools and districts
have come to view test scores as useful for many different purposes.
(The question of whether or not these purposes are appropriate and
whether or not the tests satisfy them has not been settled, however.)
For example, in one or more states or districts, achievement test
scores are used to

e provide evidence of educational quality for public review

e provide information for teachers to help them improve instruc-
tional practices
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provide data for teachers, parents, and students to monitor stu-
dent progress

award cash bonuses to individual teachers, schools, and admin-
istrators

determine which schools enter and exit from mandatory school-
improvement programs

allow parents to transfer students from their home school to an-
other school

make parents eligible for vouchers that can be used to pay for
private schools

determine the success of private companies that manage public
schools

evaluate the effectiveness of reform efforts or curriculum pro-
grams

judge whether students should be promoted from one grade to
the next

place students into specialized educational programs (e.g., re-
medial, gifted, or bilingual classes)

determine whether students will receive a high school diploma.

Clearly, scores on large-scale tests can have profound effects on the
students who take them, and on the teachers and administrators who
educate those students. As we discuss later in this introduction, test-
based accountability systems are based on the assumption that using
tests for some of these purposes is likely to lead to improvements in
student learning.

NEW FEDERAL LEGISLATION MAKES TESTING
MANDATORY

While most states already use tests now, all of the states will be
reevaluating their assessment systems and making changes as neces-
sary as a result of the new ESEA legislation.
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The Elementary and Secondary Education Act (which is the authoriz-
ing legislation for the Title I compensatory education program) is the
largest and most comprehensive K-12 federal education law. The
Act, which was created in 1965 to provide educational assistance to
disadvantaged children, contains more than 40 education programs.
The most recent reauthorization of the Act occurred on January 8,
2002, when President Bush signed into law the NCLB Act. The reau-
thorization mandates annual reading and mathematics testing of
students in grades three through eight. However, the legislation pre-
serves much of the current variation among states in what tests are
administered and how scores are reported and used.

The law is based on four basic principles: stronger accountability for
results, increased flexibility and local control, expanded options for
parents, and an emphasis on teaching methods that have been
proven to work. Here are just a few of its provisions and require-
ments:

e Children in every state in grades three through eight will be
tested every year in reading and math.

e Data from those annual assessments will be available to parents,
citizens, educators, administrators, and policymakers in the form
of annual report cards on school performance and on statewide
progress.

o Statewide reports will include performance data disaggregated
according to race, gender, and other criteria not only to demon-
strate how well students are achieving overall but also to report
the schools’ progress in closing the achievement gap between
disadvantaged students and other groups of students.

e The Act will allow the creation of up to 150 local flexibility
demonstration projects for school districts interested in being
able to consolidate all funds they receive from several programs
in exchange for entering into an agreement holding them ac-
countable for higher academic performance.

e A sample of students in each state will participate in the fourth-
and eighth-grade National Assessment of Educational Progress
(NAEP) in reading and math every other year in order to help the
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U.S. Department of Education verify the results of statewide as-
sessments.

e All limited English proficient (LEP) students will be tested for
reading and language arts in English after they have attended
school in the United States for three consecutive years.

THE RATIONALE FOR TEST-BASED ACCOUNTABILITY
SYSTEMS IS COMPELLING

The rationale for test-based accountability systems is compelling to
many policymakers and observers. For example, the National
Alliance of Business recently published a report that urged increased
pressure for schools to perform at higher levels than they do now:

... It is increasingly clear to business leaders, however, that the
public education system will not respond to such calls for reform in
the absence of pressure to do so. . .. In public schools, educators
and students have faced few consequences for their failures and
even fewer rewards for their successes. The National Alliance of
Business believes that introducing such consequences and rewards
into public education is essential to raising student achievement
and spurring schools to continually improve (National Alliance of
Business, 2000, 1).

As this excerpt illustrates, one of the fundamental assumptions un-
derlying test-based accountability is that the information and incen-
tives that are built into these systems are not only beneficial but
necessary for ensuring that school personnel commit themselves to
the goal of improving student achievement. Views on the specific
reasons for this assumption vary. Some advocates argue that test-
based accountability is important primarily for the information it
provides—test scores inform teachers about which students are per-
forming well and which need extra help, thereby enabling teachers to
adjust their instruction appropriately. Others claim that the use of
rewards and sanctions is critical for motivating teachers and princi-
pals to focus their efforts on instruction in core academic subjects.
Without such incentives, they claim, school staff become distracted
from this central goal. Although views on the specific means by
which incentives improve instruction vary, the opinion that these
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types of incentives are necessary is widespread and has influenced
policy at the local, state, and national levels.

Proponents of test-based accountability argue that this approach has
been effective, citing evidence from states that have implemented
such systems and have subsequently seen their test scores rise. For
example, recent studies in Florida, North Carolina, and Texas suggest
that schools in the lowest category on the state’s performance scale
(and therefore subject to sanctions) tend to show more improvement
than those in the second-to-lowest category (Carnoy, 2001). Thus, it
appears that accountability systems are having the desired effect,
particularly on the lowest-performing schools.! Furthermore, al-
though its absolute cost is not inconsequential, testing is less expen-
sive than many other reforms, particularly those that seek to change
classroom practices through direct intervention (Linn, 2000). Its rel-
ative cost makes it attractive to educators and policymakers seeking
to change public education.

Partly as a result of such arguments and evidence, state and federal
policymakers have come to regard test-based accountability as the
most promising approach for improving education. Support for test-
based accountability has been growing throughout the past decade
among other key groups as well, including parents. Although there
have been some recent reports of a “testing backlash,” most surveys
of parents reveal strong support for the use of tests in evaluating
schools and students (Business Roundtable, 2001a). Lawmakers in
both major political parties have advocated for increased account-
ability, typically with the backing of most of their constituents. This
broad support makes it highly likely that test-based accountability in
some form is here to stay.

'As we discuss in later chapters, there are a number of alternative explanations for the
rapid test-score gains observed in many states and districts. One plausible explanation
is that the gains result from an influx of resources and support to low-performing
schools, but existing data make it difficult to separate any resource effect from other
influences.
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TEST-BASED ACCOUNTABILITY COMMANDS
SUBSTANTIAL RESOURCES

As we noted in the previous section, test-based accountability is rel-
atively inexpensive compared with the total cost of education and
the cost of large-scale classroom interventions. The research evi-
dence does not provide definitive information about the actual costs
of testing but the information that is available suggests that expendi-
tures for testing have grown in recent years. Achieve, Inc., for exam-
ple, recently estimated that total spending on testing among the 50
states increased from $165 million in 1996 to a projected $330 million
in 2000 (Achieve, Inc., 1999). Testing costs include expenditures for
designing, constructing, piloting, revising, distributing, and scoring
tests, as well as analyzing and reporting results. They also include the
costs associated with other components of the system, such as pro-
gram administration and financial rewards given to schools. In any
case, the cost of a formal accountability system is small relative to
other expenditures but is large enough to command the attention of
policymakers and call for careful decisionmaking.

Other costs imposed by test-based accountability systems are diffi-
cult to estimate. These include the value of the class time that is re-
quired for administering tests as well as the class time consumed by
test-preparation activities. The General Accounting Office (1993) in-
cluded class time in its estimate of the total cost of achievement
testing in the states in 1990 to 1991. Its estimate was $516 million,
figuring that the average amount of time spent in direct testing and
related activities was seven hours per student. The estimate does not
include time for more-extensive test preparation activities.

There are also costs associated with changes in school and classroom
practices that occur as a result of testing. The evidence is clear that
testing and accountability lead teachers to reallocate their time away
from some instructional activities and toward others (see Chapter
Four). If this reallocation lowers student achievement in subjects
such as history or science, it may be considered a cost. Advocates of
accountability often argue that this reallocation is actually beneficial
because it means that teacher time is spent on the “important” con-
tent and skills.
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Whether these changes represent a net benefit or loss is unclear at
present. In fact, how these changes add up may differ for individual
students. Consider the elementary school teacher who reduces sci-
ence instruction to provide more basic-skills instruction in mathe-
matics. For some students, particularly those students whose math-
ematics proficiency is low, more math instruction provides a critical
foundation for future learning. For other students, the reallocation
may result in increased boredom and reduced motivation as a result
of their spending less time on a favorite subject, and may therefore
represent a net loss. There may even be costs borne by families, such
as the costs of test-preparation materials or services that parents may
feel pressured to obtain. This pressure is likely to become greater as a
result of the increased use of test scores to determine graduation or
grade promotion.

Existing research does not provide evidence about the “right”
amount to spend on testing, for example, and it doesn’t answer the
question of whether the money spent on testing and accountability
would be more likely to lead to improved achievement if it were
spent on other efforts instead, such as raising teacher salaries or re-
ducing class sizes. If more testing yields a noticeable improvement in
achievement, the costs may be judged as acceptable.

ABOUT THIS BOOK

This book is intended primarily for educators, policymakers, and
others who have an interest in educational reform and who need in-
formation to help them understand and make decisions about the
current test-based accountability systems. The intended audience
includes

e state-level personnel who design and implement accountability
systems, who determine the nature and criteria for rewards and
sanctions, and who are responsible for communicating informa-
tion about the systems to educators and the public

e district personnel, school board members, and others who must
interpret test scores and decide on what actions to take
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e teachers, principals, and other instructional leaders who must
make decisions about how to respond to incentives and how to
use data to change instructional practices.

Some information in this report will be more useful to some groups
than to others. For example, the discussion in Chapter Three on how
to evaluate technical information on tests is probably most relevant
to those who are responsible for making decisions about which tests
to use.

At the same time, we believe that anyone affected by test-based ac-
countability systems should be broadly informed about the issues
addressed in this book. For example, although teachers and princi-
pals are usually not asked to decide what kind of reliability evidence
to obtain before a test is adopted, an understanding of what the reli-
ability information means (provided in Chapter Three) may help
them make better decisions about how to use test-score data for
school and classroom improvement.

The book focuses on large-scale, high-stakes tests used in account-
ability systems for K-12 schools and students. We do not address
other large-scale tests, such as those used for college admissions or
professional licensing. Although many of the same technical consid-
erations are applicable to these tests, the specific context of K-12 ac-
countability drives our presentation of technical and policy issues.

Chapters Two through Six address four key policy questions:

e How prevalent is large-scale high-stakes testing and how do
current test-based accountability policies vary across states?

e How should the trustworthiness of information produced by
high-stakes tests be evaluated?

e How does test-based accountability affect the practices of teach-
ers and schools?

e How do political considerations affect the use of tests?

We attempt to provide a straightforward summary of what is cur-
rently known about these issues, so that efforts to design, implement,
monitor, and improve accountability systems will be informed by
existing evidence.
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Making Sense of Test-Based Accountability in Education

The chapters in this book are organized as follows:

Chapter Two provides a discussion of the role of tests in ac-
countability systems, including a brief history of large-scale
testing, the relationships between standards and tests, and the
different methods of reporting test results.

Chapter Three summarizes the technical criteria for evaluating
large-scale tests, focusing on validity, reliability, and fairness.

Chapter Four reviews the consequences of high-stakes testing on
school policies and classroom practices, in particular on the be-
haviors of principals, teachers, and students.

Chapter Five looks at testing in a political context.

Finally, Chapter Six outlines our recommendations for im-
proving test-based accountability systems.



Chapter Two

TESTS AND THEIR USE IN TEST-BASED
ACCOUNTABILITY SYSTEMS

Laura S. Hamilton and Daniel M. Koretz

e Whatis the history of testing and accountability in America?

e How do today’s tests and accountability systems differ from
those in the past?

e What are the features of the tests that vary from state to state?

Although current test-based accountability systems are often pre-
sented as novel and innovative, they have roots in the policies of past
decades, and they represent a mix of new and long-standing ap-
proaches. Some of the most pressing issues raised by the current sys-
tems arose in earlier programs as well.

In this chapter, we provide a short history of large-scale testing and
test-based accountability.' We then describe features of the account-
ability systems and tests that are in place today. We describe several
ways in which state testing systems vary. We discuss content and
performance standards, which in today’s systems typically serve as
the means for communicating a common set of goals. Following that,
we present information on the features of tests. We then discuss sev-
eral other issues related to large-scale testing, including methods of

'Sections of the introduction to this chapter are reprinted and adapted from the fol-
lowing source, with permission of the publisher: Koretz, D. (1992). State and national
assessment. In M. C. Alkin (ed.). Encyclopedia of Educational Research, 6th ed., 1262—
1267, Washington, D.C.: American Educational Research Association.

13
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reporting, procedures for setting performance targets, and test-based
rewards and sanctions. Broadly speaking, these categories represent
key components in the process of implementing a test-based ac-
countability system: Standards are established, leading to the selec-
tion or development of tests in the relevant subjects. Tests are then
administered and scored, and results are reported. A target is estab-
lished, and rewards and sanctions are distributed as a function of
whether schools or students meet the specified target.

This chapter is intended to be primarily descriptive, and we do not
advocate a specific approach for any of the topic areas we discuss.
Instead, the discussions are intended to illustrate the range of op-
tions that may be considered when new tests and accountability
policies are put into place and to alert readers to some of the poten-
tial problems and trade-offs associated with some of these options.
(Chapter Six includes additional discussion of some of the issues
raised here and provides some guidance for those who need to make
decisions about which of these features to implement.)

A BRIEF HISTORY OF RECENT TRENDS IN LARGE-SCALE
ASSESSMENT

Large-scale external testing—that is, assessments using tests devel-
oped externally to the schools in which they are administered—dates
back to the 19th century in American education but initially was not
widespread. By the latter half of the century, such tests were used for
a variety of purposes, including monitoring the effectiveness of in-
structional programs and comparing schools and even teachers
(Resnick, 1982). The first standardized achievement test battery, the
Stanford Achievement Test, was originally published in 1923
(Resnick, 1982), and the role of standardized testing grew markedly
over the following years (Haney, 1981). It has been a fixture of ele-
mentary and secondary education ever since. Figure 2.1 illustrates
the major developments in the history of testing.

Nonetheless, large-scale testing between World War II and the 1960s
was fundamentally unlike current programs in several respects.
During that period, the primary functions of large-scale testing were
to assess individual students and to evaluate curricula (Goslin, 1963;
Goslin, Epstein, and Hallock, 1965). Tests were not commonly used
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to monitor educational systems or hold schools accountable for stu-
dent performance, as they are now, and with a few exceptions (in
particular, college admissions tests and tests used to determine
placement), the consequences of scores for teachers and students
were minor.

Using Assessments to Monitor Aggregate Academic
Achievement

The transformation of the functions of large-scale testing programs
began in the 1960s. The establishment of the National Assessment of
Educational Progress (NAEP), a recurring assessment of a nationally
representative sample of youth, was a major step in using assess-
ments to monitor aggregate academic achievement, even though for
many years NAEP did not provide information about performance at
the level of individual states. Another major step was enactment of
the Elementary and Secondary Education Act (ESEA), which estab-
lished the federal Title I compensatory education program and re-
quired that the program be evaluated. Standardized achievement
tests became a central means of evaluating Title I programs. Some
observers (e.g., Airasian, 1987; Roeber, 1988) viewed this as a key step
toward the use of tests as monitoring and accountability devices.

Despite these changes, most states still lacked statewide testing pro-
grams at the end of the 1960s. Statewide programs rapidly became
more common after that; by the end of the 1970s, roughly 60 percent
of the states had statewide testing programs, most of which were
mandatory, and by 1990, most did (Koretz, 1992). Currently, all states
but two (Nebraska and Iowa) administer uniform statewide exams.

This growth in state-mandated testing resulted in part from the rapid
spread of minimum-competency testing programs beginning in the
early 1970s (Jaeger, 1982). These programs required that students
pass a basic-skills test, most often as a requirement for graduation
(exit testing) but in some instances as a requirement for promotion
between grades (promotional-gates testing).
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Evolving from Minimum-Competency Testing to
Measurement-Driven Instruction

Although the minimum-competency testing movement began to re-
cede within a short time, it marked a lasting transformation in the
functions of large-scale testing. It made the great majority of stu-
dents, and by extension their teachers, accountable for performance
on these tests. More fundamentally, it changed the link between test
scores and educational improvement.

One could argue that before the minimum-competency testing
movement, the primary function of most large-scale testing was to
provide information about performance, and tests were designed
with this goal in mind. Tests were often used with the expectation
that this information would lead to educational improvement, but
educational change was not a primary function guiding the design of
testing programs. Minimum-competency testing, however, was ac-
companied by a growing acceptance of the notion of “measurement-
driven instruction” (Popham et al., 1985), that is, the idea that testing
programs could be designed specifically to generate changes in
educational practice. Measurement-driven instruction remains a
cornerstone of assessment policies today.

The Education Reform Movement and Increased Use of
Standardized Tests

The minimum-competency testing movement was rapidly followed
by the “education reform movement” of the 1980s. The early part of
that decade saw an upsurge of concern about perceived weaknesses
of the U.S. educational system. Debate about the decline in aggregate
test scores that had begun in the mid-1960s intensified, even though
scores had begun to rebound (see Koretz, 1986). Reports from NAEP
showed that many students were failing to master even rudimentary
skills, and several studies showed that American students compared
unfavorably to their peers in other nations. This period saw the pub-
lication of numerous influential reports calling for reforms, most
notably A Nation at Risk (National Commission on Excellence in
Education, 1983).

These concerns sparked a nationwide education reform movement,
one of the most consistent elements of which was an increased use of
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standardized tests. For example, Pipho (1985) noted that “Nearly ev-
ery large education reform effort of the past few years has either
mandated a new form of testing or expanded uses of existing test-
ing.” Existing testing programs were broadened, and tests were made
more difficult. Most of the testing of the 1980s relied on multiple-
choice tests, although some systems included other types of testing
as well, in particular, direct assessments of writing.

The new wave of testing was generally used for accountability, and
results were often tied to serious consequences for students or edu-
cators. In addition to exit and promotional-gates testing, states be-
gan to experiment with financial incentives and the threat of state
intervention in schools or districts performing poorly on the tests
(National Governors’ Association, 1989).

The Second Wave of Reform: Testing Higher-Order Skills

By the end of the 1980s, however, skepticism about the testing initia-
tives of the 1980s was becoming widespread. Critics pointed to evi-
dence of two negative effects: degraded instruction, as some teachers
focused on various undesirable forms of test preparation and inap-
propriate teaching to the test rather than enriched instruction, and
inflated test scores, that is, increases in scores that did not signify a
commensurate improvement in achievement. Growing acceptance
of this criticism was one impetus for a change in testing during the
1990s that some observers called the “second wave of education re-
form.”

The second wave of education reform retained confidence in mea-
surement-driven instruction. The establishment of formal rewards
and sanctions for educators based on test scores continued to grow.
Both financial rewards for improved scores and sanctions for poor
performance, such as state intervention or reconstitution of schools,
were implemented in numerous states across the nation.

The new reforms, however, called for major changes in the assess-
ment programs used for accountability. The weaknesses of the as-
sessment programs of the 1970s and 1980s were attributed by many
observers to the forms of testing used, and many reformers therefore
called for using types of assessment that would, they hoped, circum-
vent those problems. In particular, reformers called for “tests worth
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teaching to”—that is, tests designed in such a way that, if most in-
struction was targeted at helping students do well on the tests, the
students would still be receiving high-quality instruction. In addi-
tion, policymakers in many states wanted assessments to focus on
so-called higher-order thinking skills. The resulting changes in as-
sessment generally entailed reliance on formats other than multiple-
choice questions, including portfolios of student work, hands-on
standardized performance assessments, essays, short-answer ques-
tions, and hybrid tasks that entailed both group and individual work.
Concurrent with these changes in testing was the nationwide effort
to create new state-level content and performance standards, and
the new assessments were often presented as implementing these
new standards.

While the focus on measurement-driven instruction continues to be
a centerpiece of education policy, the nature of large-scale assess-
ments and accountability systems has continued to evolve since the
onset of the second wave of education reform in the early 1990s. The
recent changes have been of six types:

e New efforts at both the federal and state level to include students
with special needs (those with disabilities or limited proficiency
in English) in the large-scale assessments used for the general
student population

e In response to statutory requirements, ongoing efforts to inte-
grate Title I accountability testing into general statewide assess-
ment programs

e In some states, increasing specificity of the content and perfor-
mance standards undergirding large-scale assessments

e A shift in some jurisdictions back toward more reliance on tradi-
tional (i.e., multiple-choice) forms of assessment

e A movement in some jurisdictions away from survey assess-
ments (those that cover a broad content area such as mathemat-
ics) and milepost testing (testing a subject at only a few grade
levels, such as 4, 8, and 11) and toward curriculum-based as-
sessments (tests that assess the objectives of particular courses,
such as geometry)
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¢ A resurgence of high stakes attached to the test results for indi-
vidual students.

The reinstitution of high stakes for individual students has paralleled
the minimum-competency testing movement in that exit testing is
more common than promotional-gates testing. The current form of
high-stakes testing differs from minimum-competency testing, how-
ever, in numerous respects, including the difficulty of many of the
performance standards students must meet, the inclusiveness of the
testing requirement, and in many states and districts, the coupling of
high stakes for students with high stakes for educators (sometimes
labeled “balanced” or “symmetric” incentives).

HOW LARGE-SCALE TESTS ARE USED TODAY

As discussed in Chapter One, although current accountability sys-
tems in education take various forms, they all share a number of fea-
tures:

e Goals that indicate desired content and performance standards

e Measures of progress toward those goals, including tests and re-
porting strategies

e Targets for performance; e.g., status and change measures

e Incentives, such as rewards or sanctions, based on the attain-
ment of the targets.

Most states have some form of a test-based accountability system in
place that incorporates these features, and policymakers have peri-
odically discussed the merits of a national system that would serve a
similar purpose. The No Child Left Behind (NCLB) Act of 2001, which
reauthorized the Elementary and Secondary Education Act of 1965,
mandates some specific components of a test-based accountability
system, such as annual reading and mathematics testing of students
in grades three through eight, the use of tests aligned with standards,
specific forms of reporting, and the imposition of an accountability
system that tracks annual changes in school performance. None-
theless, substantial variation among states in the nature of testing
programs is likely to persist.
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Content and Performance Standards

Like earlier versions of ESEA legislation, the NCLB legislation em-
phasizes the need for assessments that are tied to clear and rigorous
content and performance standards. Most state accountability sys-
tems, as well as some districts, share this emphasis. For example, as
stated in the NCLB Act of 2001, the new law calls for

Challenging academic content standards in academic subjects that
specify what children are expected to know and be able to do; con-
tain coherent and rigorous content; and encourage the teaching of
advanced skills; and challenging academic achievement standards
that are aligned with the State’s academic content standards; de-
scribe two levels of high achievement (proficient and advanced)
that determine how well children are mastering the material in the
State academic content standards; and describe a third level of
achievement (basic) to provide complete information about the
progress of the lower-achieving children toward mastering the pro-
ficient and advanced levels of achievement.

This language from the NCLB act is similar to that included in earlier
versions of the ESEA. It refers to two broad classes of standards: aca-
demic content standards and academic achievement standards. The
latter are often called performance standards. The Council of Chief
State School Officers (CCSSO) published a handbook to assist states
in setting standards consistent with 1994 federal legislation
(Hansche, 1998). The handbook defines content and performance
standards as follows:

Content standards answer the question, What should students
know and be able to do? They are descriptions of the knowledge and
skills expected of students at certain grade levels.

A system of performance standards includes (1) performance levels,
labels for levels of achievement; (2) performance descriptors, de-
scriptions of student performance at each level; (3) exemplars, illus-
trative student work for each level; and (4) cut scores, score points
on a variety of assessments that differentiate between performance
levels (Hansche, 1998, 12 and 14).

Both content and performance standards play important roles in the
process of communicating goals and expectations, and it is therefore
critical that the process of developing standards be informed by in-
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put from representatives of all relevant stakeholders. However, a dis-
cussion of how to develop standards is beyond the scope of this re-
port. For clear and useful advice on this topic, we refer readers to the
CCSSO handbook mentioned earlier.

In the remainder of this section, we discuss two topics that are criti-
cal to understanding how tests are used in a standards-based system:
norm-referenced and criterion-referenced score interpretations and
alignment between tests and standards. Use of test-score informa-
tion in a standards-based system requires that performance be re-
ported based on what students have accomplished rather than where
they rank among their peers. It also requires that assessments accu-
rately reflect what is communicated by the standards; in other words,
that standards and tests be well aligned.

Norm-Referenced Score Reporting

Although some observers use the term “norm-referenced” incor-
rectly to refer to the type or content of tests, the term properly refers
solely to the manner in which scores are reported. Norm-referenced
reporting involves describing the performance of an individual unit
(which can be a single student or an aggregate, such as a school, dis-
trict, state, or even an entire nation) in terms of its position in a dis-
tribution of scores of other units. The most common examples are
tests that report the performance of students in terms of a distribu-
tion of scores, using metrics such as national percentile ranks or
normal curve equivalents (NCEs).” The major commercial achieve-
ment tests provide reporting of this sort, placing the performance of
each student on the distribution of performance in national samples.
Table 2.1 lists some examples of scores that are often provided by
commercial testing companies.

2NCES and T-scores (see Table 2.1) are described here as a form of “standard scores.”
In some applications, they are actually “normalized scores,” which means the original
distribution of scores was converted to create a normal or bell-shaped distribution.
This distinction is unimportant for most applications.
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Table 2.1

Types of Norm-Referenced Scores

Percentile rank Indicates the percentage of a reference group (often, the na-

(PR) tional population of students) who obtained lower scores than
a given student. Thus, a student with a national percentile rank
(NPR) of 75 scored higher than 75 percent of a national sample
of students.

Standard score Expresses a student’s performance in terms of how far the stu-
dent’s test score is from the mean. The scores are transformed
to have a specific mean and standard deviation (or SD—a
measure of the spread of scores). Examples are z-scores
(mean=0, SD=1) T-scores (mean=50, SD=10), and normal
curve equivalents (or NCEs—mean=50, standard devia-
tion=21.06). (See Footnote 2.) Thus, a student with a T-score of
60 is one standard deviation above the mean, which is roughly
a PR of 84.

Grade Expresses a student’s performance in terms of the grade level

equivalent (GE) at which that performance would be typical. GEs are generally
expressed in decimal form, such as 5.7, in which the first num-
ber is the grade and the second is the month (for ten academic
months, with zero representing the performance of students
first entering that grade level). A student who scores a 5.7 on a
fourth-grade test has the same level of performance as would a
median student in the seventh month of fifth grade if that stu-
dent took the same test. GEs are a developmental scale de-
signed to examine growth. In any subject and at any level, the
median increase in performance over a year of growth is
1.0 GE.

Test results may be reported in terms of a variety of norms. For ex-
ample, users of the Iowa Tests of Basic Skills can obtain normative
reports that compare the performance of students to those of other
students in large cities, students in Catholic and private schools, stu-
dents in schools in low- or high-socioeconomic areas, and students
in international schools. Users may also obtain reports using school
norms that compare the average performance of individual schools
to the distribution of school averages, which are much less variable
than the distribution of students’ scores (Hoover et al., 1994). Some
of the results of NAEP are reported in terms of state norms—that is,
states are compared with each other in terms of average scores, vari-
ous percentiles, and the percentages of students reaching each of the
performance standards, which are called “Achievement Levels” in
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NAEP reports. The results of the Third International Mathematics
and Science Study (TIMSS) are also primarily presented in terms of
country norms—that is, the performance of each country is reported
in terms of a distribution of country means. Although neither of
these tests is designed to support the kinds of norm-referenced in-
terpretations that are common with many commercial tests, many of
the results are nonetheless typically reported in a normative way.

Criterion-Referenced Score Reporting

The principal alternatives to norm-referenced test score reporting
are criterion-referenced reporting and standards-based reporting.
Technically, criterion-referenced tests report performance in terms
of the degree of mastery of a specific criterion, which could be a
specified range of content. In practice, however, the term “criterion-
referenced” is generally used to refer to a test that reports perfor-
mance relative to one or more fixed levels of performance, such as
minimum-competency tests. The term “standards-based” reporting
is typically used in the same way. Standards refers to both the mate-
rial students are expected to master (content standards) and the
fixed levels of performance they are expected to reach (performance
standards). Neither standards-based nor criterion-referenced report-
ing requires any comparison among students or other units.

The growth in standards-based accountability has led to increasing
use of this form of reporting, which many educators and policymak-
ers believe is necessary for conveying information about whether
students have met the standards and for providing clear learning
goals for students and teachers. California provides an example of a
state that has supplemented its norm-referenced reporting with ad-
ditional measures designed to convey information about students’
progress toward achieving state-developed standards. In the case of
California, performance on criterion-referenced tests is reported us-
ing five categories: Advanced, Proficient, Basic, Below Basic, or Far
Below Basic. The state established the Proficient level as the goal for
all students. Some states, such as Massachusetts, have assessment
programs that provide only standards-based information in certain
grades.

The method of reporting has implications for the design of a test. For
example, a test that is intended to support criterion-referenced in-
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terpretations should reflect a specific content framework or set of
standards so that performance can be interpreted in terms of what
students know and can do. In theory, neither the difficulty of test
items nor the items’ ability to differentiate among high-performing
and low-performing students is necessarily important; if all students
show mastery, then that is what the test should reveal. In contrast, if
a test is designed to differentiate among higher-performing and
lower-performing students, it is important that the items show a
reasonable range of difficulty, are not too difficult or too easy, and
show some degree of differentiation among higher- and lower-
performing students.

Comparing the Two Types of Score Reporting

In practice, however, the design of norm-referenced and standards-
based tests is often not as different as the considerations that we pre-
sent here suggest.

Most standards-based assessments (including all of those mandated
by the recent reauthorization of ESEA) report performance at more
than one level, and typically at three levels. Using multiple levels re-
quires that the tests include items with a considerable range of diffi-
culty. Moreover, the developers of standards-based tests must ad-
dress item difficulty when the tests are used for high-stakes decisions
because the range of item difficulty will affect the reliability of scores.

Conversely, the design of norm-referenced achievement tests starts
with the consideration of content. Typically, an examination of cur-
ricula and textbooks is used to create a matrix of content and skills
common to many curricula. This matrix is loosely analogous to the
content standards that underlie current standards-based tests. Items
are then written to map to that matrix. Statistical considerations are
used to choose among those items; for example, items that map well
to the matrix but are too difficult for most test-takers to answer will
generally be avoided. However, items that meet statistical criteria
and differentiate among higher- and lower-achieving students would
not be retained if they did not map to the matrix of desired content
and skills.

In fact, some tests are used for both norm-referenced and standards-
based reporting. NAEP provides an interesting example. Originally,
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NAEP was designed simply to describe the performance of American
youth. It included neither performance standards nor a formal set of
norms. In the 1980s, however, the assessment was redesigned. In the
process, it developed some of the characteristics of a norm-
referenced test, such as a developmental scale, but it still did not
include norms such as national percentile ranks. In recent years,
NAEP has accrued additional functions, and it is now reported in
both norm-referenced and standards-referenced forms. For
example, the performance of a participating state is reported in
terms of both a ranking of states (that is, state norms) and the per-
centage of students reaching each of three performance levels (the
NAEP Achievement Levels, which are labeled Basic, Proficient, and
Advanced).

In one sense, the recent evolution of NAEP, in particular the estab-
lishment of the achievement levels and their growing prominence,
has made the assessment more standards-based. But the standards
have also been used for normative reporting, perhaps indicating
both a desire for comparative information and the utility of norm-
referenced reporting for making sense of performance. The perfor-
mance of states and other groups is reported in terms of the per-
centages of students reaching each standard (among other ways of
reporting performance), but states are then ranked in terms of these
percentages.

Although norm-referenced reporting is sometimes criticized as not
providing information about what students have actually accom-
plished, its continuing use in state, national, and international as-
sessments reflects its usefulness. Norm-referenced reporting is
familiar and easily understood, and users turn to normative data to
interpret a wide range of performance information. For example, the
score a college applicant receives on the SAT I or American College
Test (ACT) college-admissions test is norm-referenced; even if the
student pays no attention to the percentiles supplied with the scale
scores, the student will know whether his or her score is a relatively
good one by comparing it with the scores of other applicants, by
long-standing expectations of the school that is considering the ap-
plicant, and by the admissions records of colleges. Few college appli-
cants need to be told that a combined SAT I score of 1500 is very
good or that a combined score of 900 is weak, even though few if any
would be able to describe the level of mastery (that is, the perfor-
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mance criterion or standard) corresponding to a given score.
Similarly, the great attention paid to the “horse-race” aspects of state
NAEP comparisons and the results of TIMSS indicates the usefulness
of normative reporting, even though many of the users of those re-
sults do not realize that those results are norm-referenced.

Normative information is also commonly used in interpreting a wide
range of performance information other than that provided by
achievement tests. For example, when a Washington, D.C.-area high
school student recently ran a mile in just under four minutes, people
took note for normative reasons: Runners that fast are rare, and no
high school runner had ever before run a mile that quickly. Another
example comes from the use of growth charts that provide informa-
tion on typical height and weight for children of various ages. Most
parents are familiar with these charts. Understanding where a child
ranks at several points in time enables parents and pediatricians to
evaluate whether the child is progressing at a slower or faster rate
than other children.

Nonetheless, norm-referenced reporting does not directly inform the
user about the test-taker’s mastery of important knowledge or skills.
For that reason among others, many states have placed primary em-
phasis on standards-based systems in which they report the percent-
ages of students who reach one of several predetermined perfor-
mance standards. This form of reporting entails difficult decisions
about how many performance levels should be created, what method
should be used to set those levels, how high they should be set, and
what they should be called.

Disadvantages to Reporting Performance Solely as Norm or
Criterion Referenced

Although the use of performance levels is intended to provide infor-
mation about examinee proficiency that is clearer than what is avail-
able via norm-referenced reporting, there are some disadvantages to
reporting performance solely in standards-referenced or criterion-
referenced form:

e First, regardless of the method used to establish standards, the
choice of cut points is fundamentally judgmental and is often
called into question. There are a number of approaches to stan-
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dard setting, many of which are considered defensible if carried
out properly, but all share a reliance on expert judgment.’ Users
of test-score data are often unaware that the determination of
what scores constitute “proficient” or “advanced” performance
might change if the panel had been constituted differently or had
been given different instructions for setting the standards.

e Second, the use of levels or cut scores reduces the amount of in-
formation that is conveyed relative to other types of scores be-
cause it fails to distinguish among scores that fall within a par-
ticular category, no matter how far apart those scores are. In
other words, there is no distinction between the student whose
performance is slightly above the cut score and one whose per-
formance is far above it. As a result, many changes in perfor-
mance will go unrecognized. Consider two schools, each of
which improves student performance by 20 test-score points
over the course of a year. If one school starts with students who
are just below the cut score and moves them above the cut score,
whereas the other starts with students whose performance is far
below the cut score and whose later performance is just slightly
below it, interpretation in terms of the cut score will reveal im-
provement at the first school but not at the second. In the con-
text of high-stakes accountability systems, the use of perfor-
mance levels or cut scores may create incentives for educators to
focus their efforts on improving the achievement of students
whose performance is close to the cut score and to ignore those
whose scores are far above or below it.

These examples illustrate that all of the methods of reporting have
both advantages and disadvantages. For this reason, it is often bene-
ficial to report results in several forms. For example, reporting per-
formance in terms of several different performance standards lessens
(but does not eliminate) some of the disadvantages of standards-
based reporting. Alternatively, standards-based reports can be paired
with reporting that is based on a continuous scale. Using a norm-
referenced scale, such as percentile ranks or GEs, as the continuous

%A discussion of procedures for standard setting is beyond the scope of this report.
Interested readers should see Hambleton (1998) for an overview of current methods
and Hambleton et al. (1998) for a discussion of procedures used with performance as-
sessments.
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scale offsets some of the limitations of each kind of scale and
provides information for parents, students, and teachers who want to
know what content and skills students have mastered and how they
are doing compared with other students.

ALIGNING TESTS AND STANDARDS

For a standards-based accountability system to work properly, there
must be some assurance that the tests that are used are aligned with
the standards. In other words, the content and level of difficulty of
the test items must reflect what is communicated by the standards.
Alignment between tests and standards is in fact an explicit require-
ment of the Title I legislation, both the recently adopted version and
the earlier ones.

As of 2001, 12 states had contracted with an outside organization to
conduct a review of alignment between tests and standards (Educa-
tion Week, 2001). The early results indicate that there is much work
to be done: Of the ten states whose standards and assessments were
examined by Achieve, Inc., only one, Massachusetts, was judged as
having developed “strongly aligned standards and tests” (Achieve,
Inc., 2002, 33).

However, what alignment means operationally is unclear, and a wide
variety of assessments can be developed to link to a single set of
standards. Alignment is typically evaluated by content-area experts
who examine the test items and standards and evaluate whether they
appear to be capturing the same content knowledge or skills. One
factor that sometimes makes this evaluation difficult is the lack of
specificity in many published standards. Many states have been crit-
icized for promulgating standards that are vaguely worded and diffi-
cult to interpret. Analyses conducted annually by the American
Federation of Teachers (AFT) suggest this problem has diminished:
29 states were classified by the AFT as having English, mathematics,
science, and social studies standards that were “clear and specific” in
2001, compared with 22 states in 1999 and only 13 states six years ago
(American Federation of Teachers, 2001). Standards that do not
clearly convey what is expected at each grade level make it difficult
for teachers, administrators, parents, and students to gear their ef-
forts toward meeting those standards and increase the risk that edu-
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cators will focus too intently on the specific content of tests to ascer-
tain what should be emphasized in instruction.

Alignment between standards and assessments can also be limited
by considerations of cost. The expense associated with developing a
new assessment, combined with a desire for norm-referenced infor-
mation, have led many states to use commercially available tests in
their assessment programs, either with or without adaptation. In
addition, states do not always test in all of the subjects for which they
have developed standards, and research shows that teachers tend to
pay more attention to tested subjects than those that are not tested,
regardless of whether there are published standards for those sub-
jects (see Chapter Four for a further discussion).

One of the rationales for using standards to guide test development
is that the standards approach will improve the utility of tests as in-
structional tools. Some of the difficulties associated with using stan-
dards to guide instruction are highlighted in a recent report by the
Commission on Instructionally Supportive Assessment (2001), a
group convened by several teachers’ and administrators’ organiza-
tions to produce a guide for policymakers implementing test-based
accountability systems. The commission of experts in instruction,
curriculum, and assessment published a set of nine requirements for
state-mandated tests. These requirements are intended to promote
the use of tests that improve the quality of instruction children re-
ceive. For example, the commission suggests that states prioritize
their content standards, create tests that focus on a relatively small
number of high-priority standards, and produce individual student-
level scores for each of these standards. This would undoubtedly im-
prove the value of test-score information for teachers, parents, and
students alike.

As the commission acknowledges, however, implementation of these
recommendations may lead to narrowed instruction that focuses
only on the small number of standards included in the test. To cir-
cumvent this problem, the commission suggests that states offer
classroom-based assessments of standards that are not addressed by
the formal accountability system and that states monitor the curricu-
lum to ensure that inappropriate narrowing does not occur. These
are useful suggestions, but neither of them is likely to address the
problem entirely. Without incentives to improve performance in ar-
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eas that are included in the standards but not on the test, the class-
room-based assessments are unlikely to have a significant impact on
instruction. And there are currently few known cost-effective ap-
proaches for gathering valid data on curriculum and instruction at
the classroom level.

This lack of clear solutions to the problem of aligning tests and stan-
dards illustrates the continuing tension between the need for ac-
countability system developers to communicate clear goals to educa-
tors and the risks of narrowing instruction. It is also important for
developers and users of these systems to resist the temptation to
make a given set of assessments serve multiple purposes.

As we discuss later in this book, tests that produce reasonably valid
information for one purpose may not be valid for another. It is natu-
ral for educators and others who are concerned about the amount of
instructional time being devoted to testing to want the tests to be
useful for instructional purposes. However, the kinds of tests used for
large-scale assessments typically cover a broad range of content and
are not tailored to a specific curriculum, and the necessity of scoring
large numbers of tests means that results are often not available until
several months after test administration. As Linn (2001, 3) points out,
such tests “are more suitable for providing global information about
achievement than they are the kind of detailed information that is
required for diagnostic purposes.” Therefore, developers of account-
ability systems must carefully weigh the competing objectives of
large-scale measurement and instructional improvement, and must
be wary of claims that any one set of measures will adequately and
fully address both concerns.

Types of Assessments

An examination of statewide assessment programs across the United
States reveals great diversity in the types of assessments used and the
contexts surrounding their administration. Recent surveys con-
ducted by Education Week and by the American Federation of
Teachers indicated that all 50 states had testing programs in place in
2001, although several midwestern states continue to permit a large
amount of local district latitude in standard-setting and reporting
(Education Week, 2001; American Federation of Teachers, 2001). In
particular, Nebraska and Iowa require districts to report student
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achievement but allow the districts to choose the test. In this section,
we discuss several of the key variables that distinguish state testing
programs—subjects and grade levels tested, use of commercially
developed versus state-developed tests, and test format.

Subjects and Grade Levels Tested. Although every state has an as-
sessment program in place, the subjects and grade levels tested vary
widely. In 2001, 28 states had or were planning tests in each of the
four core subjects of reading, mathematics, science, and social stud-
ies in at least one grade in all three levels—elementary, middle, and
high school (American Federation of Teachers, 2001). In many states,
English and mathematics are tested more frequently than are science
and social studies. For example, students in Mississippi and Cali-
fornia take reading and math tests in nearly every grade in elemen-
tary and middle school, but do not take a science or social studies
test until they are in high school (American Federation of Teachers,
2001).

Because the NCLB Act emphasizes reading and mathematics testing,
it is likely that many states will continue to test primarily in those
subjects. This introduces yet another trade-off: Focusing testing in
this manner underscores the particular importance of reading and
mathematics and makes the testing program more manageable, but
it creates the risk of some undesirable curriculum reallocation ef-
fects, which are discussed in Chapter Four.

Commercial Versus State-Developed Assessments. Some states use
commercially available standardized tests whereas others develop
their own assessments or hire contractors to do so. Here again, each
choice has its advantages and disadvantages. Commercial tests are
generally of high quality, with extensive pre-testing of items, and
they provide national norms against which to compare students’
performance. However, many states do not consider the available
tests to be well aligned with their own standards. In response, many
states that use commercial tests either pair them with state-specific
tests or augment them with additional items that are intended to
reflect the state’s standards. These additional items are, in some
cases, developed by the same publishers that provide the original
tests and may be drawn from the same item pool as the original
items.
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California’s Standardized Testing and Reporting program (STAR)
provides one example of this approach. In spring 2001, California
administered the Stanford 9 test to students in grades 2 through 11
for the fourth consecutive year, allowing the state to track growth in
scores and to compare their students’ performance with that of the
Stanford 9’s national norming group. Because the Stanford 9 was not
originally designed to measure California’s standards, there was a
need to supplement it with other measures. The California Standards
Tests were added to the program and were scheduled to be included
in the state’s formal accountability system in 2002. In 2001, for exam-
ple, fourth-grade and seventh-grade students also took a 60-minute
open-ended writing test. Although some critics of the program have
expressed concern over the increased testing time required to
accommodate these tests, others view the addition of the California
Standards Tests and the writing test as a positive development that is
likely to lead to better instruction on previously neglected skills and
topics. California plans to reduce emphasis on the original Stanford 9
over time and instead focus on the newer Standards Tests. For states
that need to adopt new tests quickly to comply with NCLB, the
practice of supplementing commercial tests with state-specific items
or test forms may provide an approach to designing a program that
can be implemented rapidly but that is aligned with state standards.

Test Formats. States also vary in the formats of the tests they admin-
ister. All 48 states with uniform statewide assessment programs in-
clude multiple-choice items, partly because of the low costs and gen-
erally high reliability of such exams. In recent years, the majority of
states administered short-answer items in at least some grades and
most also used extended-response (e.g., essay) items to test writing
in English. The use of extended-response items in subjects other
than English has been relatively rare; in 2001, only seven states ad-
ministered such items. Two of these (Kentucky and Vermont) in-
cluded portfolios of student work (Education Week, 2001).

Formats other than multiple-choice are generally costly, in large part
because they are almost always scored by people rather than ma-
chines. Other formats also typically consume more testing time and
they can generate a number of technical problems, such as lower re-
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liability per unit time and greater difficulty in equating test forms."
Nonetheless, many educators and policymakers consider these dis-
advantages to be offset by other attributes of non-multiple-choice
formats. For example, many educators believe that open-response
formats are better able than multiple-choice tests to measure prob-
lem solving and higher-order thinking skills and that open-response
tests are necessary to ensure alignment with state standards.

Another justification for using tests with formats other than multiple
choice, as discussed earlier in this chapter, is the belief that they are
“worth teaching to”—that is, the use of such tests should, in theory,
reduce the likelihood that teachers will respond to high-stakes test-
ing by emphasizing discrete facts and should encourage teachers and
students to focus more closely on sophisticated forms of reasoning
and knowledge. There is some evidence that this has happened in at
least some states that have implemented non-multiple-choice for-
mats (see Chapter 4). This creates yet another trade-off among the
choices facing states: Multiple-choice items are less expensive than
many other formats (and, as discussed in Chapter Three, generally
more reliable) but may not capture the range of skills and knowledge
addressed by the state’s standards.

Reporting the Results of Large-Scale Assessments

Effective test-based accountability requires accurate and accessible
reporting of assessment results. The type of reporting influences
both the usefulness of the information to stakeholders and the in-
centives that the accountability system creates. One critical reporting
decision is the choice between norm-referenced versus criterion-
referenced interpretations, discussed earlier in this chapter. In this
section, we discuss three additional reporting-related issues: the unit
of reporting (e.g., individual or school), the use of adjustments for
student or school background characteristics, and the process of
creating an index for accountability purposes.

Individual Versus Aggregate Reporting. An important reporting de-
cision involves the unit of reporting. Teachers and parents typically

4 . .
Several systems for computer scoring of essays have been developed, but none is cur-
rently used in a statewide testing program.
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receive scores for individual students. For other reporting purposes,
however, scores are generally aggregated to the level of the class-
room, school, district, or, as in the case of NAEP, the entire state or
nation.

Decisions about unit of reporting have implications for the design of
assessments. For example, an advantage of reporting only aggregate
scores is that matrix sampling of items is possible. Matrix sampling
involves administering different sets of items to different students to
enable larger coverage of a domain than is possible when all students
must take the same test. This makes the results of the test a better
indicator of mastery of the curriculum, and it makes inappropriate
narrowing of instruction more difficult. However, matrix sampling
has its disadvantages as well. Foremost among them is that it makes
it very difficult (and often impossible) to provide valid scores for in-
dividual students because the scores from the various forms of the
test are not comparable. Therefore, the recent trend toward in-
creased student-level accountability, as is evident in the increased
use of high school exit exams, makes it difficult for states to use ma-
trix sampling.

One state that has used matrix sampling is Maryland. Its Maryland
School Performance Assessment Program (MSPAP), which is being
administered for the last time in spring 2002, included tests in several
academic subjects administered to students in grades three, five, and
eight. Because the tests consisted of performance-based tasks that
require more administration time than do multiple-choice items,
matrix sampling allowed a fairly broad range of content to be as-
sessed in a relatively brief testing time. However, although the state
computed individual-level scores for students, testing experts
warned that those scores were not sufficiently reliable or valid for the
purposes of reporting to parents or others (Hambleton et al., 2000),
and in most cases those scores were given to families only upon re-
quest.

Although this testing system has served some purposes well in
Maryland to date, Maryland and other states that have used matrix
sampling in the past have abandoned it because of demands by poli-
cymakers and others for student-level scores. At least one state
(Massachusetts) uses matrix sampling but uses only common items
(those administered to all students) as the basis of scores for stu-
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dents; both common and matrix items are used to report results for
schools and districts. The matrix-sampled items are included for the
purpose of trying the items out to understand how they function and
to determine whether they should be included as common items in
subsequent years. This approach is useful as a means of cycling new
items into the assessment but offers none of the other advantages of
matrix sampling.

Some states, as well as the NCLB legislation, require that perfor-
mance be reported separately for groups of particular interest to
policymakers, such as minority students and students with disabili-
ties. This type of reporting is generally referred to as disaggregated
reporting.” Some accountability systems go a step further, holding
schools accountable for raising scores among all groups for which
disaggregated scores are reported. Although such policies are usually
intended to ensure that schools attend to the instructional needs of
all students, the requirement that schools meet separate targets for
each group may actually result in disproportionate failure rates
among diverse schools. There is some measurement error associated
with each computation (see Chapter Three), and the more targets
that are set, the greater the chance that a school will fail to achieve
one or more of them simply because of random error. (Kane, Staiger,
and Geppert [2001] provide a more technical discussion of this
problem.)

It is also important to keep in mind that the degree of accuracy is in-
fluenced by the level of aggregation. School-level scores typically
display greater degrees of accuracy than do individual-level scores,
although in some cases, such as when there is significant student
mobility at a school, school-level information may be misleading.
Decisions about whether to report school-level, classroom-level, or
student-level scores, and whether to disaggregate for specific groups,
should be informed by the purposes for which scores will be used
and the desire on the part of stakeholders for specific types of
information. However, as the earlier discussion of matrix sampling

5 . 1 .

Use of the term “disaggregated” in this context may be confusing because the result-
ing reports are aggregated from individual students to groups of students. The term
“disaggregated” refers to breaking apart the scores of a larger unit of aggregation, such
as a school.
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indicates, these decisions are also affected in large part by cost and
feasibility.

Adjusting for Student Background. In some testing contexts, re-
ported scores are adjusted for school and student characteristics.
There is a strong relationship between student achievement and so-
cioeconomic status and other aspects of student background.
Therefore, schools that serve certain types of students, such as poor
children, tend to face lower achievement levels at the time of entry
than do schools that serve children from more advantaged families.
Some policymakers and educators have argued that test scores
should be adjusted to take these differences into consideration. The
principal argument in favor of adjusting is that it is fairer in the sense
that schools are compared with others that have more-similar popu-
lations. Schools with disadvantaged populations, for example, are
not compared directly with schools with highly advantaged popula-
tions.

The principal contrary argument to using adjusted scores is that they
have the effect of institutionalizing different standards for different
students. An additional complication is the generally poor measure-
ment of student background characteristics in school databases,
which makes most adjustments inadequate. For example, poverty is
typically measured using the percentage of students participating in
the free or reduced-price lunch program, but this is a very coarse in-
dicator that masks extensive variation in income and wealth. Yet an-
other problem with adjusting scores for background characteristics is
that the quality of education may be correlated with these character-
istics—for example, disadvantaged schools may have less-capable
teaching staffs. To the extent that this is true, adjusting scores for
background characteristics may remove information about differ-
ences in school quality that policymakers hope to measure.

Some systems report both adjusted and unadjusted scores, or pro-
vide information so that users can compare a school with others that
have similar student populations. California, for example, provides a
decile ranking on its Academic Performance Index (API), which is a
summary of test-score information that shows how a school is per-
forming relative to all other schools in the state. In addition, each
school is given a decile ranking based on similar schools, which indi-
cates how well it is doing relative to other schools that serve compa-
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rable student populations and have similar resource constraints.
Although the similar-schools ranking is not used as part of the state’s
accountability program, these rankings are often reported in local
newspapers, and are sometimes cited by school personnel as evi-
dence that a school is doing well even when it does not receive a high
overall APL.

Combining Results in Accountability Indices. In addition to deter-
mining how to report test scores to teachers, students, and parents,
states with high-stakes accountability systems must devise strategies
for summarizing scores and assigning a rating to the unit that is be-
ing held accountable, which is typically a school. These summary
ratings are often called accountability indices. Although stakes for
students have been increasing, most systems do not involve the con-
struction of an accountability index for students. Instead, a student
usually must meet one or more criteria, such as scoring above a par-
ticular cut score on one exit examination (as in Massachusetts) or on
each of several examinations (as in New York). Therefore, we focus
this discussion on school-level accountability indices.

Accountability indices range from fairly simple test-score averages to
quite complicated sets of decision rules. Linn (2001), for example,
discusses Florida’s system of grading schools for accountability,
which combines information about Florida Comprehensive
Assessment Test (FCAT) scores in several subjects and dropout rates
for high schools, and which takes into account both current perfor-
mance and improvement. To receive a grade of A, a school must:

e Meet the following criteria in reading, writing, and math perfor-
mance for the current year:

— At least 50 percent of students score Level 3 or above in reading
on FCAT

— Atleast 50 percent of students score Level 3 or above in math on
FCAT

— At least 67 percent of students score Level 3 or above in writing
on FCAT.

o Testatleast 95 percent of eligible students
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e Maintain or improve the reading scores of its lowest-performing
students (i.e., the percentage of students scoring in the lowest 25
percent in the state in reading must decrease or remain within
2 percentage points from the previous year)

e Demonstrate substantial improvement in reading and no sub-
stantial decline in math or writing scores (i.e., an increase of
more than 2 percentage points in students scoring FCAT Level 3
and above; requirement is waived for some high-performing
schools)

e Have a dropout rate no higher than one standard deviation
above the previous year’s state average or show improvement in
the dropout rate from the previous year (high schools only)
(Florida Department of Education, 2001).

As this example illustrates, the interpretation of a single grade or ac-
countability “score” can be quite complex. Decisions about how to
create an accountability index must weigh the importance of provid-
ing easily understood information against the need to incorporate
multiple measures and levels of performance. Many of the reporting-
related issues we discussed earlier are relevant to these decisions.
Those responsible for developing and implementing accountability
systems must decide whether the index used to determine a school’s
success or failure uses norm-referenced or criterion-referenced in-
formation, whether it takes into account the performance of sub-
groups of students, and whether information other than test scores
(e.g., attendance or graduation rates) is included.

Regardless of the index chosen, policymakers must also choose an
“evaluative standard”—that is, they must decide how performance
on that index will be used to determine whether the performance of
the unit (usually the school) is eligible for rewards or sanctions. We
turn to this issue in the next section.

SETTING TARGETS FOR PERFORMANCE

A test-based accountability system requires that targets be set for
performance of schools or other units that are subject to rewards or
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sanctions.® Current practice at the state and district level includes
two broad approaches to setting targets, which we call “status” and
“change” measures. Status measures compare a unit’s performance
at one point in time with a single standard, which may be a perfor-
mance criterion set by a state, the average performance of similar
units, or a historical average. Change measures compare a unit’s
performance at one time with some measure of prior performance.’

Measuring Status

Many state accountability systems (as well as federal legislation)
have established moderate- or long-term targets that are applied to
all schools, regardless of the level of achievement at which they start
or of the conditions under which they operate. For example, numer-
ous states have set a date by which all schools must have a specified
percentage of students at or above one of the state’s performance
standards. The percentage and the standard used as a target vary;
however, one recent study reported that “seven states specify that
they expect 90 to 100 percent of students to reach proficiency, eight
states specify they expect 60 to 85 percent to reach this level, and
another eight states set the goal at 50 percent meeting the assess-
ment target” (Goertz and Dufty, 2001, 20).

These rules create more-ambitious short-term targets for schools
with initially lower performance. The rationale for this approach is
the goal of holding all students and schools to the same high stan-
dards—a goal that is commonly expressed by politicians and educa-
tors alike. However, in the absence of clear explanations for initial
differences in performance, it is not clear that greater expectations
for lower-performing schools are necessarily realistic. Indeed, identi-
cal expectations for change are not necessarily realistic even for
schools with identical initial performance. For example, consider two
hypothetical schools that initially have identical levels of perfor-
mance that are far below the long-term performance goal. One of

6 s .

We focus here on schools rather than individual students. Targets for students typi-
cally take the form of a cut score on a test. Procedures for setting cut scores were dis-
cussed earlier in this chapter.

T -
Decisions about whether to use status or change measures also arise in the construc-
tion of an accountability index, as the Florida example earlier illustrates.
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these schools has a stable population of students, most of whom
speak English as a native language, but has a weak curriculum and an
unmotivated teaching force. The second school has an able and mo-
tivated teaching force but a student population that includes many
recent immigrants who do not speak English as a native language
and has a very high rate of transience, so teachers often have little
time to work with a given student before he or she is tested. Faced
with strong incentives to improve scores, these schools might show
very different rates of gain.

In addition, the moderate- or long-term performance goals estab-
lished by some states are typically arbitrary in the sense that they are
not based on empirical information about performance, such as
normative data about the performance of high-quality schools or re-
search on the plausible effects of large-scale interventions. The re-
sulting targets can be extremely high, particularly for initially low-
scoring schools that are required to show more rapid gains than
other schools. For example, Koretz and Barron (1998) analyzed the
gains required by the Kentucky Instructional Results Information
System (KIRIS) accountability system for much of the 1990s:

The required thresholds would require gains in many cases of ap-
proximately two standard deviations or more over 20 years, and
possibly three standard deviations in some extreme cases. Thus, in
each two-year accountability cycle, schools would need to raise
scores roughly 0.2 standard deviation or more. To obtain rewards
would require somewhat more improvement, increasing the total
required gain by roughly an additional 10 to 20 percent each bien-
nium . . . These expected rates of change are by any standard very
large—indeed, unprecedented in large-scale educational interven-
tions (Koretz and Barron, 1998, 21).

Koretz and Barron argued that these unrealistically high targets may
have contributed to the inflation of scores that they observed in
Kentucky; they reasoned that teachers faced with targets they cannot
reach by legitimate means will have strong incentives to cut corners
in ways that may corrupt scores.
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Measuring Change

This section describes three methods for measuring change in per-
formance:

e The cross-sectional approach: comparing this year’s fourth-
graders with last year’s fourth-graders

e The quasi-longitudinal approach: comparing this year’s fourth-
graders with last year’s third-graders

o The longitudinal approach: linking individual student scores to
compare students with themselves over time.

Linn (2001; see also Carlson, 2000) discusses several approaches to
summarizing improvement in test scores to obtain change measures.
The cross-sectional approach involves comparing students in a par-
ticular grade in the current year with those who were in that same
grade in the previous year; e.g., comparing this year’s fourth graders
to last year’s fourth graders.® This may be the only option for measur-
ing change in states that test students only in nonconsecutive grades.

In the quasi-longitudinal approach, scores for students in a particu-
lar grade are compared with those for students in the prior grade that
are obtained the previous year; e.g., this year’s fourth-graders are
compared with last year’s third-graders. This approach represents an
effort to track the same students over time, but without requiring
student-level data.

The final approach, longitudinal, uses student-level data linked over
time, producing a school-level index that synthesizes the actual test
score gains achieved by students in that school. This is often called
“value-added” evaluation because it attempts to measure the addi-
tional achievement, or value, added by a period of schooling by the
unit in question.

®Note that the “cross-sectional” method is not cross-sectional in the usual sense of
using data from only one point in time. Rather, it entails comparing cross-sectional
summaries from two different cohorts in two different years. We use the terms “status”
and “change” here to avoid confusion with Linn’s use of the terms “cross-sectional”
and “longitudinal.”
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Using longitudinally linked data may be particularly important in
school systems with high mobility rates, in which case this year’s
fourth-graders and last year’s third-graders may include many stu-
dents who were not present both years and therefore were not con-
sistently provided the quality of services offered by that school.
However, in such cases the use of longitudinal data will result in the
loss of data for some students and, if the highly mobile students also
tend to be the lower performers, may not provide a full picture of
student achievement at a particular school.

Although several states have testing programs that would permit the
linking of individual student records over time, few have actually
implemented such an approach. Nevertheless, interest in doing this
linking is growing. The Tennessee Value Added Assessment System
(TVAAS), which uses individual student data to evaluate the effec-
tiveness of teachers (Sanders and Horn, 1998), has garnered
widespread attention even though it is currently not used in the
state’s formal accountability system. One of the perceived strengths
of these approaches is that they provide a method for tying student
performance to individual teachers within a school, although the use
of scores for evaluating teachers faces a number of technical and
political hurdles.

REWARDS AND SANCTIONS

In this section, we briefly discuss the kinds of rewards and sanctions
that are being adopted to hold schools, teachers, and students ac-
countable for performance (for a recent state-by-state description,
see Goertz and Duffy, 2001). In some states, although the number of
those states is shrinking, consequences are presumed to result from
simply publicizing scores. For example, parents and administrators
can use scores to exert pressure on schools with low scores. Parents
may also use information about test scores to decide where to buy
houses or, in a choice-based system, where to send their children to
school.

The increasing popularity of Web-based information has led many
states to provide school-level information, or “report cards,” to the
public via the Internet. In addition to test scores, these report cards
may include data on student enrollment, teacher qualifications,
special programs, and other information that is likely to be of interest
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to the public. There is currently no substantial evidence on the ef-
fects of published report cards on parents’ decisionmaking or on the
schools themselves. Research in Florida suggests that the social
stigma associated with that state’s grading system (which uses letter
grades of A through F) leads staff members at both low- and high-
performing schools to target their instructional efforts toward main-
taining a high grade, and that the stigmatizing effect of a low grade
may be more important to teachers than are the threats of specific
sanctions such as vouchers for private school tuition (Goldhaber and
Hannaway, 2001).

A principal element in current education reform, however, is to tie
specific rewards and sanctions to performance on tests rather than
simply publish results. This trend is made evident by the recent
changes in the testing programs of many states and some districts,
and it is the focus of the NCLB Act.

School-Level Incentives

Many of the state policies put in place during the 1990s imposed test-
based rewards and sanctions on schools or educators, but not on
students. There are several general types of sanctions currently being
used, and some are less severe than others. All states that sanction
schools require low-performing schools to create and implement an
improvement plan, or mandate that another entity, such as the state
or a school district, do so. Harsher sanctions include placing a low-
performing school on probation, removing a low-performing
school’s accreditation, withholding funding from a low-performing
school, reconstituting a low-performing school, closing a low-
performing school, taking over a low-performing school, and offering
tuition vouchers to students at low-performing schools (Ziebarth,
2000).

It should be noted that some of these actions are not necessarily in-
tended to be punitive and may in fact be helpful to schools. Targeting
assistance, as well as resources, to low-performing schools may
prove to be an effective strategy to remedy problems and promote
improved achievement. Goldhaber and Hannaway (2001) found that
in Florida, some low-performing schools that received resources as a
result of poor performance used the money to reduce class sizes,
provide new instructional materials and staff development, and offer
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after-school tutoring programs. This example illustrates how difficult
it is to disentangle the effects of holding schools accountable from
the effects of additional spending when trying to determine if test-
based accountability improves achievement.

In addition to sanctions for low-performing schools, many states of-
fer rewards to motivate and recognize schools whose students per-
form well. In 2001, 17 states rewarded schools for their performance
on test scores. Most of the states offered some type of financial re-
ward to the schools, and all of these states except five allowed the
money to be used to reward teachers through bonuses. In addition,
some states offer financial rewards to individual teachers based on
the performance of students in their schools (Education Week, 2001).
For example, in 2001, California awarded bonuses of up to $25,000 to
teachers at schools whose students had demonstrated large test-
score gains. These programs have not been in place long enough to
permit a judgment of whether they are effective at motivating teach-
ers and administrators.

Student-Level Incentives

More recently, a growing number of states and districts have turned
to test-based consequences for students, either alone or in conjunc-
tion with consequences for schools or educators. Promotion and
graduation may be tied to performance on state or district tests, and
some states have proposed monetary rewards. As with the minimum
competency testing movement of the 1970s, the most common form
of serious consequences for students in current state testing systems
is a requirement that students pass one or more tests to graduate
from high school. As of 2000, more than half of the states had imple-
mented or were developing some form of a high school exit exam,
and several of these states planned to administer at least one such
exam in each of the four core subjects of English, mathematics, sci-
ence, and social studies. Other tested subjects include world lan-
guages, health, and the arts, although these subjects were much less
common.

Many of these exit exams, like the tests administered at lower grades,
are designed to provide a broad survey of achievement in a particular
subject such as math or reading. Others, such as those planned in
Virginia and Maryland, are end-of-course exams that assess
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achievement of the objectives of a particular course, such as algebra
(see Olson [2001] for an overview of recent state initiatives). New
York’s new Regents examination system represents a new direction
in curriculum-based high school testing. In the long-standing system
that is now being replaced, students intending to attend college took
the Regents examinations; the exam was not required for high school
graduation. The tests were tied to specific yearlong courses, such as
algebra, geometry, and trigonometry. The new Regents examina-
tions, which are being phased in as a requirement for a high school
diploma for all students in the state, are tied to curricular areas but
not to specific courses. For example, the new lower-level mathemat-
ics test, Mathematics A, includes a considerable amount of basic al-
gebra but is not restricted to algebra and is not tied to a specific
course; it is expected that students will take the exam early in high
school, but the courses preparing students for the exam may vary in
content and length from one district or school to another.

Although there is widespread agreement among the public that stu-
dents should be required to pass a test before receiving a diploma
(Business Roundtable, 2001b), several states have recently delayed
the implementation of their high school exit exams. Their main
concern stems from low pass rates on initial administrations of the
tests and the possible implications of denying diplomas to large
numbers of students. In Arizona, for example, lawmakers recently
voted to postpone the test-based graduation requirement until 2006,
the fourth such postponement since 1996 (Bowman, 2001). The
move was designed to give the state time to investigate the sources of
poor student performance, explore possible alternative routes to
diplomas for students who do not pass, and ensure that the curricula
in place in the state’s schools were providing the necessary skills to
help students pass the test. The delay was controversial, with many
critics arguing that it will derail the state’s efforts to hold schools ac-
countable for student performance. Faced with similar challenges, a
number of other states have recently rescinded their decisions to im-
pose exit examinations, delayed their implementation, or lowered
their initial cut score for passing (Education Commission of the
States, 2001).

Now, as in the 1970s, strict promotional-gates policies (i.e., the use of
test scores to determine whether students are promoted to the next
grade) are less common than high school exit exams at the state level.
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Eighteen states have policies that incorporate students’ scores on
state or district assessments into decisions about retention in grade;
two states have policies for retaining students solely on the basis of
test scores. In addition, a number of large school districts, such as
New York City and Chicago, have tied promotion to performance on
a single test. Some states also mandate interventions for low-scoring
students; these interventions may include summer school, tutoring,
or other forms of supplemental instruction. And a few states provide
performance incentives, such as scholarship money for high-scoring
students. As with school-level accountability, the consequences of
low test scores for students are not necessarily negative. The sup-
plemental instruction that students receive may help ensure that
those students do not fall through the cracks, especially if efforts are
made to monitor the quality and effectiveness of the instruction.

Several professional organizations have cautioned against using a
single test score to make high-stakes decisions about individuals
(see, for example, American Educational Research Association
[2000]). Many policymakers involved in the development of account-
ability systems have acknowledged the importance of including
multiple measures of student and school performance, but there is
disagreement on the meaning of “multiple measures.” Several states
use indicators other than test scores in their school-level account-
ability indices. These indicators typically include attendance and
dropout rates. They are typically weighted much less heavily than
test scores, however, and in some states, data limitations have pre-
vented nontest indicators from being included at all. Also, while
numerous states employ more than a single test in their assessment
systems, a few include more than one test in their accountability
system at a given grade. Thus, the experts’ advocacy of multiple mea-
sures has not yet had a strong influence on the designs of state ac-
countability systems.

One important distinction that should be made is the one between
compensatory models, in which poor performance on one measure
may be offset by good performance on another, and conjunctive
models, in which meeting a target and receiving a reward (or avoid-
ing a sanction) is contingent upon success on each of a set of mea-
sures. An example of a conjunctive model is one in which students
must pass a reading test and a math test in addition to achieving a
certain record of attendance in order to graduate; failure on one of
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these indicators would result in denial of a diploma. Although the
system incorporates multiple measures, it is not consistent with
professional guidelines because students may be prevented from
graduating on the basis of a single score.

SUMMARY

In this chapter, we discussed ways in which the role of large-scale
testing has evolved over the past several decades, and we presented
descriptive information about current state tests and accountability
systems. Current assessment policy has been shaped in large part by
federal education legislation, and will likely continue to change
markedly in response to the 2001 NCLB legislation.

Those responsible for developing test-based accountability systems
face an array of often difficult decisions at all stages, including decid-
ing what to test, choosing a form of testing, selecting methods for re-
porting results, creating an accountability index, and determining
the rewards and sanctions that will be attached to performance. This
chapter described variation in the decisions that states have made to
address these issues. The major options at each stage all have their
advantages and disadvantages. In some cases, we have noted that
some choices bring with them serious disadvantages; we do this not
to argue against any approach, but rather to help clarify the trade-
offs inherent in these decisions. For example, developing a test
specifically for a state can offer a means of ensuring alignment
between the test and the state’s standards but at the cost of not
providing normative information that many parents, students, and
educators find useful. Reporting test results only at the school level
permits the use of matrix sampling, which offers better coverage of
content and less incentive to narrow instruction, but at the cost of
not providing reliable and valid scores for individual students.

Despite the well-publicized and specific requirements of the NCLB
Act, state-level variation in assessment and accountability systems is
likely to continue, and those who are responsible for designing those
systems will face many of these trade-offs. Decisions should be in-
formed by an understanding of the likely consequences of alternative
approaches, and should take into consideration both the needs of
various stakeholders and the constraints on resources. The details of
how a system is implemented are critical for determining whether it
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will have beneficial or adverse consequences. In Chapter Six, we re-
visit some of these issues and provide some suggestions for those
who are involved in the design of test-based accountability systems.






Chapter Three

TECHNICAL CRITERIA FOR EVALUATING TESTS
Vi-Nhuan Le and Stephen P. Klein

*  How do we know if a test supports content standards?
e How do we know if test scores reflect students’ actual learning?

e How can we measure the fairness of the tests and the reliability
of test scores?

The previous chapter discussed features of test-based accountability
systems. The focus of this chapter is on the technical quality of the
tests themselves. In this chapter, we discuss the three main technical
criteria by which the technical quality of tests should be evaluated:
reliability, validity, and fairness. We begin by defining reliability. We
then discuss certain factors that affect reliability, ways to quantify re-
liability, and the two most common reliability indices. Next, we de-
scribe judgmental and quantitative evidence that can be used to as-
sess a test’s validity. This is followed by a discussion of fairness,
which includes issues of bias as well as of comparability in oppor-
tunities for students to learn and demonstrate their knowledge. We
conclude by discussing the trade-offs among reliability, validity, fair-
ness, testing time, and costs. (The specifics of how to calculate rele-
vant psychometric statistics can be found in standard texts on this
topic; e.g., Crocker and Algina, 1986.)

FIRST, SOME BACKGROUND

As background for what follows, it is important to appreciate that a
test contains only a sample of all the questions that could be asked in
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a subject matter area or “domain,” such as fourth-grade mathemat-
ics. Test scores are only useful to the extent that they accurately re-
flect the students’ mastery of the domain the test is designed to mea-
sure. In other words, is it reasonable to infer from the test results how
well the students would have performed if they had been asked a
much larger and broader sample of questions from the domain? In
short, how well can we generalize from the test (which is a sample) to
the domain itself? And, are the scores reasonably free from bias and
the effects of chance? The answers to these questions depend on sev-
eral factors, including the way in which the test is designed and con-
structed and the ways in which the scores are used.

Because tests are samples, the confidence that can be placed in their
scores depends on how well the test covers the range of knowledge
and skills it is supposed to measure. No test can measure everything
in a domain. However, a well-designed test can provide useful (albeit
not necessarily comprehensive) information about the domain it is
supposed to assess. Consequently, two tests that are designed to
measure the same domain can differ substantially in content cover-
age, format, and problem types. And, these differences can affect the
quality of their scores and the interpretation of what they mean.

Test quality hinges not only on how well the test is designed and con-
structed, but also on how its scores are used. For example, if scores
are used to make high-stakes decisions about individual students
(such as whether they receive a high school diploma), then it is im-
perative that these scores be stable indicators of student perfor-
mance. Such consistency is not as critical when the students’ scores
are used to assess the outcomes of an educational program because
the effects of chance are more likely to be balanced out across stu-
dents within a program.

SCORE RELIABILITY

Reliability refers to the degree to which a test’s scores are free from
various types of chance effects. One way to think about this is to an-
swer the question: What is the likelihood that a student’s score, profi-
ciency level, or pass/fail status would change if that student took the
same test again the next day or took another version (i.e., another
“form”) of it?
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Reliability is a characteristic of the scores on a test as distinct from a
characteristic of its questions. For example, a test that is much too
difficult for a particular group to answer (and results in everyone
picking answers at random) will produce very unreliable scores for
this group even though it may yield highly reliable scores for the stu-
dents for which the test was intended. In this section, we discuss the
factors that affect score reliability, the main quantitative indices of
reliability, and how the decision about what constitutes “adequate”
reliability depends on how the scores are used.

Factors That Affect Score Reliability

A student’s score, proficiency level, or pass/fail status on a test can
vary from one form of that test to another (or from one day to the
next on the same form) for reasons that have nothing to do with any
learning or maturation that took place in between the test sessions.
The four broad classes of factors that can lower score reliability are
item sampling, transitory variables, rater agreement, and test length
and format.

Item Sampling. Various questions can be constructed to assess stu-
dent knowledge of a given topic. Some of these questions can be put
into one form of a test while others can be put into another form.
Although both of these sets of questions are designed to be compa-
rable, a given student may do better on one set than on another set
while the reverse may be true for another student. In short, a stu-
dent’s score may fluctuate as a function of the particular version of
the test taken. By definition, such inconsistency lowers reliability.

For example, suppose an examinee studied the contributions made
to women’s rights by Susan B. Anthony but not those by Elizabeth
Cady Stanton. Suppose further that one form of the test covers the
women’s suffrage movement by asking questions about Ms. Anthony
while another form has questions about Ms. Stanton. The student
who studied Ms. Anthony’s contributions is likely to do better on the
first form than on the second one while the reverse is true for
someone who learned only about Ms. Stanton’s contributions. Thus,
a student’s score may depend on the particular sample of questions
that are asked about a topic and the nature of a student’s knowledge
about that subject. This “student by task interaction” lowers score
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reliability because it is a matter of chance which form of the test a
student takes.

Transitory Factors. There are a host of factors that have the potential
for affecting student scores on a particular administration of a test
that are independent of the particular sample of questions that are
asked. These factors—all of which have the potential for lowering
score reliability—include whether the student was healthy or ill, re-
laxed or anxious, or rested or tired on the day the test was given; the
time of day the test was given; the room lighting and other environ-
mental conditions during the test; the degree of adherence to in-
structions and time limits; the quality of the test booklets and other
materials; the encouragement that teachers and others gave to stu-
dents to do well on the test; and other such factors. The extent to
which such transitory variables actually affect scores (and thereby
lower reliability) depends on other factors, such as the nature of any
disturbances that occurred during the test session and each student’s
response to such disturbances.

Rater Agreement. Raters (also called readers or judges) are needed to
score student responses to essay questions, performance tasks, and
other types of open-ended test questions. The reliability of a stu-
dent’s score on a test is reduced if these raters disagree with each
other in the score they assign to an answer (or if a rater assigns
different scores to the same answer on different occasions).

There are three basic ways in which raters can differ from each other.
They can have different average scores (i.e., some raters are more le-
nient than others), score spreads (i.e., how much they use the full
range of possible scores), or relative standings (i.e., the extent to
which they agree on which answers are better than others).
Corresponding differences can also arise when a rater evaluates the
same answers on different occasions. Many studies have shown that
a high degree of rater agreement can be obtained if there is a well-
constructed and field-tested scoring guide (or “rubric”) and if the
raters receive extensive training in the use of these guidelines
(Shavelson, Baxter, and Gao, 1993).

High rater agreement by itself does not mean that the students’ test
scores are highly reliable. For instance, readers can agree perfectly
with each other on the scores that should be assigned to the answers
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the students wrote to essay question number 1, but the scores on this
question may not correlate with the scores these students earned on
the test’s other essay questions.

Test Length and Format. All other factors being equal, longer tests
(e.g., those with more questions) yield more reliable scores than
shorter ones. And, obtaining a highly reliable estimate of an individ-
ual student’s proficiency level often requires asking a large number
of questions. The reason longer tests usually produce more reliable
scores than shorter ones is that longer tests can contain a larger
sample of questions from the domain being assessed. This is analo-
gous to the benefits derived from conducting an exit poll at 20
precincts rather than just 5 precincts.

Tests that rely on essay questions or other types of open-ended tasks
generally require far more testing time per student to achieve a given
level of score reliability than do multiple-choice tests (Dunbar,
Koretz, and Hoover, 1991; Linn, 1993; Wainer and Thissen, 1993).
This is especially so when computer adaptive tests are used
(Hamilton, Klein, and Lorie, 2000). However, multiple-choice tests
cannot assess certain types of knowledge and skills. That is one of the
reasons why score reliability is not the sole criterion for evaluating
test quality.

Quantifying Score Reliability

For users of test data, arguably the most important reliability con-
cern is the degree of confidence that can be placed on the scores. In
other words, a key issue is how dependable are the scores? While
there are a number of different methods used to estimate reliability,
the most widespread procedures are test-retest, alternate forms, in-
ternal consistency, and generalizability theory. These methods pro-
vide a reliability statistic that quantifies the inconsistency of scores,
namely a reliability coefficient or standard error of measurement
(SEM). The following discussion is intended to be a conceptual in-
troduction to ways in which to estimate and quantify reliability.
Readers interested in a more technical discussion are referred to
Feldt and Brennan (1989).

Methods of Estimating Reliability. There are three generic ways of
estimating reliability: alternate forms, test-retest, and internal con-
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sistency. The alternate forms method involves having each student
take two forms of the test, and correlating their scores on these
forms. The test-retest method involves the students taking the same
form of the test on two different occasions and examining the corre-
lation between their scores on these occasions. The internal consis-
tency method looks at the correlation among all the different ques-
tions within a single form of the test (such as between the even and
odd numbered questions) or among the items within each subtest or
section.

Each approach has its own set of assumptions, advantages, and limi-
tations. Consequently, the reliability coefficient obtained with one
method may differ substantially from the coefficient obtained with
another method. Some of the factors that could lead to different co-
efficients are how much the scores depend on how fast the student
answers, the degree to which the items within a test measure the
same skills and knowledge, and the amount of time between test
administrations.

A drawback of the reliability procedures just described is that they do
not differentiate among multiple sources of error. For example, sup-
pose two raters judged student performance on two different tasks
that were administered on two different testing occasions. Using
test-retest, alternate forms, or internal consistency methods, test
users would not know the extent to which score inconsistencies were
due to differences in raters judging the tasks, differences in the diffi-
culty of the tasks, or differences in transitory factors (e.g., student fa-
tigue) across testing occasions. This problem can be addressed by
conducting a generalizability study that explores multiple sources of
error simultaneously.

A typical generalizability study might involve students answering the
same or comparable questions on different occasions, with two or
more readers grading each student’s answers to two or more ques-
tions. Such a study provides separate estimates for the various error
sources (i.e., raters, tasks, occasions, and other sources of error). One
of the strengths of a generalizability study is that it can identify the
most serious sources of error, and this information can be used to
guide decisions about what steps need to be undertaken in order to
ensure more dependable scores. For instance, large error compo-
nents associated with raters suggest that more reliable scores can be
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obtained by increasing the number of raters, the training of raters, or
both. However, generalizability studies often involve a lot more
grading and testing than is typically present in most assessment pro-
grams.

Reliability Statistics. After reliability is estimated, this information is
reported via a reliability statistic. One of the most common reliability
statistics is the reliability coefficient, which is an index that takes on
any value from 0.0 to 1.0. A reliability coefficient of 0.0 indicates that
the scores are completely undependable (i.e., the scores are no better
than chance scores), whereas a coefficient of 1.0 indicates that the
scores are completely dependable. For instance, a test that has per-
fect alternate-forms reliability means that an examinee’s relative
standing on one form of the test is entirely consistent with that
examinee’s standing on another form of that test. In practice,
reliability coefficients are never 1.0, although all tests should aspire to
yield coefficients as close to 1.0 as possible.

The second major reliability statistic is the standard error of mea-
surement (SEM). The SEM is a function of the reliability coefficient
and the degree to which the scores on a test tend to spread out
around the average score (i.e., the standard deviation of these
scores).' The SEM is analogous to a margin of error in a public opin-
ion poll. For example, if a student’s score on a test is 75 and the test
has a SEM of 4, then the chances are roughly two out of three that the
student’s “true” score will fall between 71 and 79 (although 75 re-
mains the best estimate of that score). The SEM is often useful for
judging whether small differences in scores on a test are meaningful.
For example, in this case, a score of 75 is fairly comparable to a score
of 77 but is not comparable to a score of 80.

In general, the reliability coefficient is most useful for comparing the
score reliabilities on different tests, whereas the SEM is especially
useful for comparing scores within a test or for assessing the margin
of error around a passing score (because the SEM is only meaningful
in terms of the score scale on that test). As noted later in this section,
what constitutes “adequate” reliability depends on several factors,

1 . . . ,
The size of the SEM for a given score depends on how close that score is to the test’s
mean score. The further the score is from the mean, the larger its SEM.
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including whether the scores are used to make decisions about indi-
vidual students versus educational programs.

Score Reliability and Decisionmaking

As noted at the beginning of our discussion on reliability, one way to
think about reliability is in terms of the likelihood that the test would
result in the same pass/fail decision about a student (or put that stu-
dent in the same proficiency category) regardless of the particular
form of that test the student took (or whether the student took the
same test at one time or another). A high degree of consistency in
making that decision would coincide with the commonsense usage
of the term reliability. However, the story is bit more complicated be-
cause the chance of making the same decision is also a function of
the passing rate. Specifically, it is difficult to be inconsistent if almost
everyone passes or almost everyone fails. On the other hand, score
reliability is a particularly important consideration when the passing
rate is anywhere between 25 and 75 percent.

Table 3.1 illustrates this relationship. It shows the percentage of stu-
dents whose pass/fail status would change (i.e., from pass to fail or
fail to pass) if they just took another form of the same test (or took
the same test again). The table shows that the percentage of students
whose pass/fail status would change is a function of both the passing

Table 3.1

Percentage of Students Whose Pass/Fail Status Would Change as a
Function of the Passing Rate and Score Reliability

Percent Score Reliability

Passing 0.00 0.10 0.20 030 040 050 0.60 0.70 0.80 0.90
90 19 18 17 16 15 13 12 11 9 6
80 32 30 28 27 25 23 20 17 14 10
70 42 39 37 35 31 29 25 22 17 12
60 48 45 42 39 36 32 29 25 20 14
50 50 47 44 40 37 33 30 26 21 14
40 48 45 42 39 36 32 29 25 20 14
30 42 40 38 35 32 29 26 22 18 13
20 32 30 28 27 25 23 20 18 14 10
10 19 18 17 16 15 13 12 11 9 6

SOURCE: Klein and Orlando (2000).
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rate and score reliability. For example, suppose a large urban school
district decides that it will promote third-grade students to the fourth
grade only if they are able to earn a certain score on a reading test.
Those who fail must go to summer school to take remedial instruc-
tion in reading. Suppose further that 70 percent of the district’s 5,000
third graders meet this standard and that the test used to determine
whether the standard is met has an alternate-forms reliability coeffi-
cient of 0.70 in this population of students.

Under the conditions just described, about 22 percent of the children
would have their pass/fail status affected if they simply took another
form of the same test. In other words, about 11 percent of the 5,000
third graders who were initially identified as having to participate in
the summer school program would now be exempt from having to
attend, whereas another 11 percent (or 550 children) would be in the
opposite situation. Put another way, over a third of the 1,500 stu-
dents who were required to take the summer program would not
have been so classified if they had simply taken another form of the
test. Increasing score reliability to 0.90 would cut the number of in-
consistent classifications almost in half.

Examples like the one above illustrate the importance of score reli-
ability when test scores are used to make important decisions about
individual students. In contrast, score reliability is usually less a con-
cern when scores are aggregated to the classroom or educational
program level. This is because aggregating over large groups of
examinees means that many (but not necessarily all) of the item
sampling and transitory factors are balanced across students.

Whether test scores are considered “adequately” reliable depends on
several factors, chief among them are the particular policies that are
adopted for using those scores. Scores that are used to make
decisions about individual students will require higher levels of
reliability than scores that are used to make decisions about
educational programs. For example, Koretz et al. (1994) found that
the scoring of student portfolios in Vermont was too inconsistent to
yield accurate interpretations about individual students, but that the
results at the state level were reliable enough to monitor changes
over time. Test users who wish to make decisions about individual
students should be aware that a student’s score is likely to vary much



60 Making Sense of Test-Based Accountability in Education

more across test administrations (i.e., have a much larger SEM) than
will the mean of that student’s classroom or school.

VALIDITY

Validity refers to the extent to which the scores on a test provide ac-
curate information for the decisions that will be based on those
scores (Cronbach, 1971; Messick, 1989). Validity is not an inherent
characteristic of a test. It is a characteristic of the decisions that are
based on the test scores and the subsequent uses of those scores
(Cronbach, 1988). A given test may provide accurate information for
one purpose but not for another. For instance, a test that requires ex-
aminees to multiply single-digit numbers can provide valid informa-
tion about the multiplication skills of second graders, but it is not a
valid measure of their proficiency in arithmetic because it does not
assess addition, subtraction, or division skills. Moreover, if this same
test is given to adults, it is probably more a measure of their percep-
tual speed than their multiplication skills.

The term validity is often used to encompass the reasonableness of
both score-based inferences and the effects of a given use of a test,
which are then referred to as “consequential validity.” For clarity, we
consider only the quality of inferences here. We consider the effects
of testing separately in Chapter Four.

The kinds of interpretations that can be supported by test scores de-
pend on the knowledge and skills that the test is supposed to assess.
Thus, validity is necessarily related to test development. Test devel-
opment consists of three main stages: framework definition, test
specification, and item selection (National Research Council, 1998). In
the framework definition stage, test developers use content stan-
dards to describe the scope of the domain to be assessed. The next
stage involves the development of test specifications that delineate
how the domain will be represented. In addition to circumscribing
the format, time limit, and number of items that appear from each of
the standards to be measured, test specifications may also describe
the level and type of cognitive processes that students will need to
draw upon in answering questions correctly. In the final stage, items
are developed and selected to meet the test specifications. As will be
discussed in the following sections, each of these stages affects the
validity of the test.
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The remainder of this section discusses the different types of judg-
mental and quantitative evidence that can be used to support the va-
lidity of a test’s scores and the validity of scores and gains under
high-stakes conditions.

Forms of Validity Evidence

In the past, it was common to think of the evaluation of tests as com-
prising several different “types” of validity tied to specific forms of
evidence. For example, information on the appropriateness of test
content was labeled “content validity” and information on the accu-
racy with which scores predict future performance was called
“predictive validity.” This terminology, however, has been largely
abandoned because it is now generally recognized that the validity of
an inference is a unified concept. Different types of evidence can
contribute to that unitary judgment, and they should be taken to-
gether to evaluate the soundness of the interpretations with respect
to the purposes of the test. There are still some instances in which
people refer to specific types of validity; for example, the notion of
“instructional validity,” i.e., the degree to which students have had
the opportunity to learn the content of an achievement test, still has
wide currency.2 However, these exceptions do not contradict the
general notion that validity represents an integrative summary of
evidence.

We next discuss different kinds of validity evidence, which are
broadly categorized as those based on expert judgment and on
quantitative data. This discussion is intended to be illustrative rather
than comprehensive.

Evidence Based on Expert Judgment. A first step in evaluating the
support a score provides for a given inference is to evaluate the con-
tent of the test. The framework and specifications for a test reflect the

’Some measurement experts argue that “instructional validity,” while important,
should not be considered an aspect of validity at all; whether a test adequately sup-
ports an inference about students’ proficiency in a given area does not depend on
whether the students were taught that material in school. In practice, whether instruc-
tional validity is relevant is in large part a function of the kinds of inferences that are
being made on the basis of scores (e.g., whether scores are interpreted as indicators of
student academic attainment or of school effectiveness).
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inferences the test designers intend the test to support. Thus, if the
test is being used for purposes consistent with that intent, evaluation
of the consistency of the test’s content with its framework and speci-
fications can provide useful validity evidence.

For state testing programs, the test specifications are designed to
capture the state’s content standards. Most state testing programs
convene a group of content experts to ensure that the test specifica-
tions reflect the content standards, and that the test items reflect the
test specifications. The steps are particularly important if commer-
cially developed exams are used to monitor student progress toward
state standards because such exams are not designed to reflect the
content standards of any particular state. Some states, such as
Delaware, use only test items that have been judged to address a
content standard in their calculations of a standards-based score.
Other states, such as California, augment the commercially devel-
oped exams with additional items that were developed to improve
the overall alignment of the combined test with the content stan-
dards.

Because tests are samples from a content domain, they may omit or
poorly represent some important aspects of the larger domain. This
failure to capture the entire domain is called construct underrepre-
sentation. If a test fails to capture important elements of the domain,
scores can only justify narrow or qualified conclusions about perfor-
mance. For instance, a test that is intended to assess knowledge of
19th-century American history but omits items about the Civil War
provides an incomplete picture of students’ knowledge of that period
of history. Content experts can help safeguard against construct un-
derrepresentation by identifying whether any of the excluded or de-
emphasized material represents important elements whose absence
would seriously compromise the proposed interpretations.

Similarly, experts may find that the final set of test items includes
content that is not pertinent to the intended inferences. This is called
construct-irrelevant content. Some states, such as Maryland, assess
student knowledge of mathematics with items that require written
explanations. This may be a source of construct-irrelevant content
because a low score in mathematics may indicate a lack of verbal
skills to communicate an answer as opposed to a lack of mathemat-
ics knowledge (Hambleton et al., 2000). If that occurred it would un-
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dermine validity because a student who is actually comparable to a
peer in terms of mastery of mathematics may receive a lower score
solely because of differences in writing ability.” There also are issues
regarding how much weight is given to different topics within a test
(and because of statistical reasons, this weight may not coincide ex-
actly with the number of items allocated to each topic).

Although content-related evidence is both essential and intuitively
appealing, it has numerous limitations:

e  First, test specifications are sometimes intentionally vague so as
to avoid fostering overly narrow assessment goals (Popham,
1992).

e Second, the apparent content of an item, even when judged by
an expert, is not always a trustworthy guide to the skills and
knowledge that students will actually bring to bear in answering
it. Research suggests it is difficult to determine the skills that are
needed to answer a given item correctly by simply inspecting the
surface features of the question (Hamilton, Nussbaum, and
Snow, 1997). Instead, other methods such as interview proce-
dures that ask students to “think aloud” as they solve the test
items may be needed to provide evidence that the cognitive pro-
cesses assumed to be underlying a given item are in fact elicited.

e Third, validity evidence about how well the test content corre-
sponds with the test specifications may not be the most appro-
priate evidence in all situations. For example, when inferences
attached to test scores are not those intended by the test’s devel-
opers, the match between the test’s framework and the test con-
tent is not as important as whether the test content can justify
the actual (as opposed to intended) inferences.

For example, the SAT I is designed to predict subsequent perfor-
mance in college. Although some high school curriculum is in-
cluded in the content, the SAT I is not intended to measure mas-

*Whether assessing mathematics achievement with written explanations constitutes
construct irrelevance depends upon how mathematics achievement is defined. If
mathematics achievement is defined to include the ability to communicate
mathematics concepts in writing, then writing would probably not be considered
construct-irrelevant content.
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tery of high-school curricula. Despite caveats from the sponsor of
the SAT I that “it is completely inappropriate to use the [SAT I] as
a measure of comparison between states, school systems, or
schools” (Toch, 1984), the U.S. Department of Education never-
theless published the famous “wall charts,” which used state av-
erage SAT I scores as a measure of the quality of states’ educa-
tional systems (Ginsburg, Noell, and Plisko, 1988)." Because the
content of the SAT I is not intended to represent what students
are taught in school, scores cannot adequately support infer-
ences about how well that material has been taught or learned
(and there are large differences across states in the characteris-
tics of the students who choose to take this test). Although the
wall charts are gone, misuse of the SAT I and other admissions
test scores continues to occur in various contexts. Thus, a key as-
pect of validation is clarifying whether the actual inferences
drawn from test scores can be supported by the test content and
its empirical relationships with other variables, as well as
whether those inferences are consistent with the purposes for
which the test was designed.

The above example underscores the importance of validating each
proposed use of a test. Although it may be tempting to use an exist-
ing test for multiple purposes, a test developed and validated for one
purpose cannot be assumed to be valid for another because the test
content may not lend itself to interpretations other than the ones for
which it was originally intended. Therefore, extreme caution should
be exercised when test scores are used for purposes for which they
have yet to be validated.’

Evidence Based on Quantitative Data. Because content evidence
alone may not provide a sufficient gauge of the support a test score
provides for a given inference, it is often important to examine em-
pirical evidence based on actual performance on the test.’ Two of the

4During this time, the SAT I was known as the SAT.

In some instances, it may be necessary to conduct reliability and validity studies after
the test has been administered, but before the scores are used to make decisions about
individuals or programs.

6 . . S N
Although there are published standards to guide validity investigations, there are no
clear-cut rules regarding what evidence is important in what contexts. For example, in
a court case related to the California Basic Educational Skills Test for teachers, the
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most important types of empirical evidence are (1) the pattern of re-
lationships among the scores on different measures (including the
one being investigated) and (2) the pattern of relationships among
the items within a test.

Pattern of Relationships Among Measures. The kinds of skills and
knowledge a test is thought to assess provide a guide to the patterns
of relationships among measures that should be found. A test that
purports to assess certain kinds of skills should show stronger rela-
tionships with other measures that assess those same skills than with
measures that assess different skills (Campbell and Fiske, 1959).
Scores from a mathematics test, for instance, should show stronger
relationships with scores from another mathematics test than with
scores from a reading test. This type of evidence, called convergent-
discriminant evidence, has played an important role in recent years
in evaluating large-scale assessments. Yen and Ferrara (1997) con-
ducted a convergent-discriminant analysis of Maryland’s state test,
the Maryland School Performance Assessment Program (MSPAP),
and found that MSPAP reading scores showed as strong a
relationship to the math scores from the Comprehensive Test of
Basic Skills/4 (CTBS/4) test as they had with the CTBS/4 reading
scores. This result, which may have stemmed in part from the
interdisciplinary nature of the MSPAP, raises possible concerns about
the MSPAP’s validity (Hambleton et al., 2000). Specifically, the math
scores appear to be heavily influenced by a student’s reading skills.

Depending on the inferences they are used to support, scores on
tests can be compared with a variety of variables (i.e., not just the
score on other tests). For example, the SAT I and the ACT composite
are used to predict performance in college. Therefore, the most
common approach to assessing the validity of inferences supported
by these tests is to assess how well they correlate with grades in col-
lege. This is most often done by examining the prediction of fresh-
man-year grade point average (GPA), but studies have also looked at
cumulative GPA over a longer period (Baron and Norman, 1992),
persistence in college (Wilson, 1980), and graduation rates (Astin,

federal court held that content validation alone was sufficient for establishing the va-
lidity of a certification or employment test; i.e., criterion-related evidence was not re-
quired to determine whether the test scores were valid for the purposes for which they
were being used (Mehrens, 1999).
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Tsui, and Avalos, 1996). It is also important to evaluate whether the
criterion measure that the test is designed to predict (such as first-
year grades in college) is itself a reliable indicator of student
performance and whether the test provides equally accurate pre-
dictions across groups (because differential prediction may suggest
test bias). This is discussed in more detail later in this chapter in the
section on fairness.

Relationships Within Measures. Many testing programs report scores
separately by skill or by knowledge type, often called “subtest” or
“subscale” scores. It is not uncommon, for example, to find mathe-
matics performance reported as two scores, such as “problem solv-
ing” and “computation.” An implicit assumption in reporting sub-
scale scores is that there are sets of items within the test that measure
the distinct skills included in each subscale. In order to explore
whether this assumption is warranted, an examination of the interre-
lationships among individual test items needs to be undertaken. If a
test does indeed justify separate subscale scores, then items that
measure the same skill will behave more like each other than like
items on another scale. If all items show similar relationships to each
other, then the test does not support interpretations based on sub-
scale scores, and a total score should be reported instead.”

Validity of Scores and Gains Under High-Stakes Conditions

One area aspect of validity that has drawn increasing attention in re-
cent years is the validity of inferences attached to high-stakes mea-
sures. A particularly serious threat to the validity of such inferences is
the risk that the scores will become inflated. That is, increases in test
scores are considerably larger than increases in student proficiency,
so that inferences about student learning are biased. Score inflation
can occur, for example, if teachers focus unduly on the specific con-
tent of a test at the cost of de-emphasizing untested material that is
nevertheless important to the curriculum. Score inflation can also
arise when teachers coach students by focusing on incidental aspects

"There are exceptions to this principle. For example, while the pattern of correlations
among items may coincide with the intended subscales when the student is the unit of
analysis, it still may be possible that the subscales may vary as a function of schools or
educational programs.
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of a test, such as the particular rubrics used in scoring. Various forms
of cheating also cause score inflation.

Score inflation is a particular concern when assessments are used to
support inferences about gains in student performance. Under high-
stakes conditions, scores may become progressively more inflated
over time. Inflation of gains, however, can arise even in the absence
of score inflation. For example, if an assessment is sufficiently novel,
initial scores may be misleadingly low because students may not un-
derstand the directions or the kinds of responses that are expected of
them. In this case, students’ increasing familiarity with the test may
mean that after one or two years scores are more accurate.
Nonetheless, the change in scores from the starting point to the more
accurate ending point would be exaggerated. In many instances,
however, inflated gains arise from score inflation at the end of the
period being considered, as opposed to unduly low scores when the
assessment was first administered.

To evaluate possible score inflation, it is necessary to have some ba-
sis for comparing the level of scores. This can be done in at least two
ways. In one district, Koretz et al. (1991) used national norms to place
the results of two tests on the same scale and then compared mean
scores across tests at one time. They also looked at trends over time
within a single test. Both methods showed sizable score inflation.
The more common approach, however, has been to compare trends
on two tests. The logic of this approach is that gains on a high-stakes
test should generalize to other measures. Although one would not
expect perfect agreement (because even tests designed to measure
similar domains differ), gains on a high-stakes test, if they are a valid
indicator of improved student performance, ought to be reflected to
a substantial degree in score gains on other measures that assess
similar skills. For example, Koretz and Barron (1998) found that gains
in mathematics scores in Kentucky during the 1990s on the high-
stakes Kentucky Instructional Results Information System (KIRIS) as-
sessment were nearly four times larger than the gains in Kentucky on
the National Assessment of Educational Progress (NAEP). Similarly,
Hambleton et al. (1995) found that Kentucky’s initial rapid gains on
the KIRIS reading assessment were not reflected in that state’s NAEP
reading scores. Klein et al. (2000) found similar results for the
statewide achievement tests that are used in Texas.
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Research on the inflation of gains remains too limited to indicate
how prevalent the problem is. However, most studies that have
specifically examined relevant evidence have found score inflation,
and it has usually been severe. Thus, the research to date suggests
that inferences based on scores from high-stakes tests should be
validated using methods that are sensitive to score inflation.

FAIRNESS

Appropriate interpretations of test scores require that the test be fair
to all takers. That is, the test should produce the same score for two
test-takers who are of the same proficiency level. Unrelated charac-
teristics of the test-takers, such as gender, ethnicity, or physical dis-
abilities, and differences in administrative conditions should not af-
fect the scores test-takers receive. Like validity, fairness is not an in-
herent property of the test but depends upon the use of the test. For
a testing system to be fair, there are three key requirements: (1) the
items and the test must be free of bias; (2) examinees must have
comparable opportunities to demonstrate their knowledge and skills
(i.e., there must be equitable treatment during the process of test-
ing); and (3) examinees must have sufficient opportunity to learn the
tested material (i.e., unless the purposes of the testing program
include identifying students who have not had that opportunity). We
next discuss each of these requirements.

Bias-Free Items and Tests

It is not uncommon for educators, policymakers, and the public to
assume that a test is biased if there are large differences in average
scores among groups. However, group differences in test scores may
simply indicate that the groups differ in the knowledge, skills, and
abilities that are being tested. Thus, freedom from bias does not nec-
essarily entail score equality. By way of analogy, a fair test of some
aspects of physical strength would not show that women and men
are on average equally strong, but to be fair, it must give the same
rating to individuals with comparable strength regardless of their
gender.

Item Bias. Developers of most large-scale tests take a number of
steps to detect and prevent bias on individual items. They have pan-
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els review the test to confirm that the items do not contain offensive
or otherwise inappropriate language for various groups. They ensure
that the exam corresponds to its test specifications and its curricu-
lum frameworks or guidelines. They also may conduct statistical
studies (i.e., differential item functioning [DIF] analysis) to flag ques-
tions that do not function in the same manner across groups.
Specifically, DIF analysis flags an item when students who have the
same total score on the test but belong to different groups have dif-
ferent probabilities of answering the item correctly. Although the
presence of DIF in and of itself does not necessarily indicate that the
item is flawed, some of the items flagged by the DIF analysis may be
reviewed and excluded from the test before final scores are com-
puted.

DIF analyses may be especially useful for suggesting sources of group
differences on particular types of items. To illustrate, one of the items
on a basic skills test for teachers in California asked, “How many
half-pint servings are there in 5 gallons of milk?” White and black
candidates performed better on this item than would be expected
given their scores on the remaining items of the exam and the overall
difficulty of this item among all candidates. The opposite was true for
Hispanic and Asian candidates. It was hypothesized that Hispanic
and Asian candidates were less familiar with the English system of
measurement, and an item about the metric system would have
shown the reverse pattern of group differences.

Whether information about group differences should be used in the
test development process is open to debate. It is certainly true that
the use of certain formats and content can affect the magnitude of
group differences (Stocking et al., 1998; Willingham and Cole, 1997).
For example, the extent to which gender differences in mathematics
are manifested depends in part on the test’s emphasis on reasoning
skills (Harris and Carlton, 1993). Although some researchers believe
it is the responsibility of test developers to select content that mini-
mizes group differences while maintaining validity (Cole and Zieky,
2001), there has yet to be a consensus among the measurement
community on whether group differences should be an explicit cri-
terion when choosing test content.

Differential Prediction. A common method for examining bias in a
test involves examining the predictive power of the test for different
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groups. This method is especially important when tests are used for
the purpose of predicting who will do well in a future endeavor. For
example, an increasing number of states are developing or are al-
ready using exams to certify that students have met the standards for
high school graduation (Heubert and Hauser, 1999). There also is
interest in using the scores on such tests for determining a student’s
eligibility for admission to state colleges and universities; i.e., as a re-
placement for the SAT I and ACT exams.

If high school graduation exams are to be used for these purposes,
and if the large differences in scores (and passing rates) among
racial/ethnic groups persist on these tests, then test developers will
need to show that these differences do not stem from the exams be-
ing “biased” against the minority groups. One of the standard ways of
examining this issue is to investigate whether minority and nonmi-
nority students with the same admission test scores do equally well
in college. In general, if minority students do better, then the test is
considered to be biased against them, whereas if they do less well
than their nonminority classmates, then the test is biased in favor of
the minority students. Previous research suggests that the latter out-
come is much more likely to occur than the former (Linn, 1982).

Comparable Opportunities to Demonstrate Knowledge

Fairness requires that all examinees be afforded appropriate and
equitable testing conditions. Standardization of administration
conditions, which is common in most large-scale testing systems, is
designed to ensure fair treatment by allowing all examinees to have
the same amount of time to take the test, to receive the same instruc-
tions, and to take the test in comparable physical environments. In
some instances, students are provided accommodations because
they have disabilities or other challenges that prevent them from
fully demonstrating their knowledge and skills under normal testing
conditions. The accommodations are intended to offset the influence
of construct-irrelevant factors on performance but, as we discuss
next, have raised some validity questions in some instances.

Disabilities and Accommodations. The use of accommodations in
large-scale testing has increased partly due to growing pressures to
include all students in the assessment program and changes in the
law stemming from the Americans with Disabilities Act. As is often
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mandated by a student’s Individualized Education Plan (IEP), dis-
abled students are granted accommodations to remove temporary or
permanent disability-related barriers to performance that are ancil-
lary to the construct the assessment is designed to measure. Test-
based accountability policies have also contributed to increased at-
tention to testing accommodations, as many states have sought to
include students who had traditionally been exempted from testing
requirements.

Currently, many state testing programs are struggling with ways in
which disabled students can be accommodated. The major challenge
is to balance students’ needs for accommodations while maintaining
comparability of score interpretations for students who have taken
the test under standard conditions. A few states allow students to
take state achievement tests under conditions that do not maintain
score comparability (Consortium for Policy Research in Education,
2000). In Delaware, for example, some students are allowed to have
the passages or text read to them during the reading test. Other
states, such as Massachusetts and Maryland, have developed alter-
native assessments, such as portfolios, to be submitted in lieu of the
state achievement test.

Relatively little is known about how testing accommodations affect
score validity, and the few studies that have been conducted on the
subject have had mixed results. Tippets and Michaels (1997) studied
item interrelationships for accommodated and nonaccommodated
students on the MSPAP and found the relationships to be compara-
ble across the two groups. Similarly, Rock, Bennet, and Kaplan (1987)
found that accommodated SAT I administrations were comparable
to nonaccommodated administrations with respect to item interre-
lationships and reliability.

Other studies have found that accommodations may have been ap-
plied in ways that diminished validity. In one such case, disabled
subgroups who had received accommodations demonstrated im-
plausibly high scores, outperforming nondisabled students by nearly
one-half a standard deviation (Koretz, 1997). The effect disappeared
when the test was administered two years later, but it is impossible to
determine what caused the change (Koretz and Hamilton, 2000).
More research is needed to understand the sources of these findings.
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Limited English Proficient Students and Accommodations. Because
every test necessarily entails language to some degree, the perfor-
mance of limited English proficient (LEP) students reflects factors
that are ancillary to the intended construct and may result in under-
estimating their knowledge.’ To circumvent this problem, many state
testing programs offer accommodations that range from extending
time limits to allowing the test instructions to be read orally in the
student’s dominant language (Consortium for Policy Research in
Education, 2000).

A few states, including Vermont, New York, and New Mexico, offer
versions of their assessments in languages other than English.
Administering non-English versions of a measure has proved prob-
lematic, particularly because of equivalence problems. A translated
test may not be comparable in content or rigor (and hence validity)
as the original version because many words do not have the same
frequency rates or difficulty levels across languages. Studying the
comparability of an NAEP test that had been translated to Spanish,
Anderson, Jenkins, and Miller (1996) concluded that comparisons
across different language versions of a test were not possible because
of substantial translation problems, including confusing language,
varying vocabulary meanings, and increased potential for misun-
derstanding by LEP students. Other studies have reported that
translated versions may be longer than the English version, thereby
placing more demands on memory (Valencia and Rankin, 1985).

Beyond lack of translation equivalency, it cannot be assumed that a
score obtained from the translated version should be interpreted in
the same way as if it were obtained from the original test because test
items may not function in the same manner. Studies have shown
that psychometric properties are not always robust across the two
languages, and in some cases, the translated items show poorer
technical quality (Anderson, Jenkins, and Miller, 1996). As with the
research on students with disabilities, more work is needed to under-
stand how to interpret scores from these tests and how to develop
tests that provide valid measures of achievement for all students.

8 . . .
Language and reading tests are exceptions to this concern.
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Opportunities to Learn. For tests that are used to deny or award stu-
dents a high school diploma or that have other high-stakes outcomes
for students, equity concerns require that all examinees have had suf-
ficient exposure to the material on the test. The landmark Debra P. v.
Turlington (1981) decision established that legally defensible high
school graduation tests must have “instructional or curricular valid-
ity.”* That is, students should have had an opportunity to learn the
skills and gain the knowledge that the test is designed to measure.

It is unclear how to evaluate whether students have had an oppor-
tunity to learn the tested material. Some believe instructional validity
should hinge on the actual instruction students receive rather than
the formal written curriculum (Airasian and Madaus, 1983). In other
words, it is not enough for the test content to reflect the content
standards; instead, there must be evidence that the content was ac-
tually delivered within the classrooms. However, given that it may be
impossible to show that every student was exposed to the necessary
content, it has been argued that aligning tests to the published con-
tent standards is sufficient for demonstrating opportunity to learn.
These issues are far from resolved, and the increasing emphasis on
student-level accountability may lead to additional litigation.

Opportunity-to-learn issues are relevant not only to individual stu-
dents but also to schools and school systems. Differences in test
scores across schools with students who seem to be similarly situated
may signal differences in educational opportunity. For that and other
similar reasons, a state may want to administer tests to all students in
order to help identify educational programs that are not providing
sufficient educational opportunities. The fact that some students
have not received opportunities to learn the content covered on a
test should not prevent the testing of that content, although this lack
of opportunity does influence the interpretation and use of the test
scores. In this situation, scores may provide useful information about
the effectiveness of different school programs, but in the interest of
fairness, the scores should not be used to make high-stakes decisions
about individual student mastery.

9See Phillips (1993) for a discussion of the Debra P. v. Turlington court decision.
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TRADE-OFFS: TESTING TIME, COSTS, AND OTHER
FACTORS

How test scores are used affects decisions about test design, which in
turn affect decisions about content coverage, test length, format
(multiple-choice versus essay and other open-response formats),
administration and scoring procedures, and other factors. And, all of
these decisions are likely to affect reliability, validity, fairness, testing
time, costs, and other variables. For example, if scores are used to
make high-stakes decisions about individual students, such as
whether they are promoted, then a high degree of score reliability is
needed. However, obtaining the score reliability that is needed to
make decisions about individuals usually requires a substantial
amount of testing time per student (which drives up costs) and/or
narrowing the range of content standards that are assessed (such as
not assessing those standards that require open-ended responses).

In contrast, if the scores are used to assess program effectiveness,
then adequate score reliability can often be obtained with far less
testing time per student and with greater validity. This result is
achieved by having some students answer one set of questions and
having other students answer other sets. As was discussed in Chapter
Two, this strategy, which is called “matrix sampling,” may increase
validity because it facilitates obtaining a more comprehensive as-
sessment of the students’ knowledge and skills with less testing time
than would be feasible had every student responded to every ques-
tion. That is why a number of large-scale testing programs, such as
NAEP, use matrix sampling. It is also why these programs do not re-
port scores for individual students; i.e., such scores are not reliable
enough for making decisions about individuals because a given stu-
dent may see questions from only a small proportion of the content
domain that the total test is assessing.

When test scores are used for making decisions about both individ-
uals and programs, and when the testing time and other resources
that are available for assessment activities are limited (as they almost
always are), then there has to be some compromise among score re-
liability, validity, and costs. For example, a district may purchase a
commercially developed test that is not especially well aligned with
its standards, but which provides reliable scores in a relatively short
amount of testing time and at a price the district can afford.



Technical Criteria for Evaluating Tests 75

Tasks such as essays or performance assessments may be seen as
more “authentic” indicators of student performance than multiple-
choice tests and they can assess certain skills that are not measured
well with the multiple-choice format. However, compared with mul-
tiple-choice items, the answers to open-response questions are
much more costly to score (Stecher and Klein, 1997) and those scores
are generally less reliable per hour of testing time (Wainer and
Thissen, 1993).

Trade-offs in test design may also affect fairness. Girls, for example,
tend to earn higher scores than boys on essay tests while the reverse
is true on multiple-choice tests (Bolger and Kellaghan, 1990; Breland
et al., 1994; Mazzeo, Schmitt, and Bleistein, 1993). Decisions about
test design can therefore influence differences in scores among
groups (Klein et al., 1997).

Issues regarding trade-offs with fairness also arise in decisions about
releasing test questions to the public. For instance, many poli-
cymakers would like to have parents and teachers review a test
before it is used so that they can provide input on what is assessed.
Others would like a test’s questions disclosed at least after the exam
is administered so that they can check the accuracy of scoring keys
and rubrics as well as to have guidance for better aligning curriculum
and instruction with what is assessed. Indeed, that was how a signifi-
cant error was discovered in the scoring key on a state’s high school
graduation test. However, releasing questions can lead to abuses that
seriously undermine test validity (Cizek, 1998). For example, if in the
weeks leading up to a state exam, students are taught how to solve
the particular types of math problems that appear on this test, then
their scores on the exam will reflect this specialized knowledge, but
contrary to the purpose of the test, these scores will not generalize to
the larger content domain that the test is designed to measure. In
short, the scores will not be valid indicators of the students’ mastery
of the domain.

One partial solution to the disclosure dilemma that strives to main-
tain both validity and fairness involves (1) releasing a sample of the
test’s questions, (2) adding further safeguards to protect against
scoring key problems, and (3) calibrating the next version of the test
to the previous one through a set of secure items that are used on
both tests. Another approach is to use a computer-based testing
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system in which students in the same classroom answer different
questions that are drawn from the same bank of thousands of ques-
tions that are released but constantly updated and expanded
(Hamilton, Klein, and Lorie, 2000).

CONCLUSION

With the increasing reliance on test scores as instruments of educa-
tional policy reform, it becomes more important than ever that tests
are technically sound. To conclude this chapter, we summarize some
of the key points in evaluating and using tests.

Tests should be evaluated relative to the purpose for which the
scores are used. A test that is valid for one purpose may not be valid
for another purpose. For example, tests that are used to evaluate the
effectiveness of a given educational program may not be appropriate
for making high-stakes decisions about individual student mastery.
Similarly, test scores that are considered reliable enough to hold
schools accountable may not be sufficiently reliable to make deci-
sions about individual students.

Test scores are not a definitive measure of student knowledge or
skills. An examinee’s score can be expected to vary across different
versions of a test because of differences in the particular sample of
items that are asked, differences in the way graders evaluate student
responses, and differences in transitory factors, such as the exami-
nee’s attentiveness on the day the test was taken. For these reasons,
no single test score can be a perfectly dependable indicator of stu-
dent performance, and high-stakes decisions about individuals
should be based on factors other than the score on a single test
(American Educational Research Association, American Psycholog-
ical Association, and National Council on Measurement in Educa-
tion, 1999).

It is important to recognize that decisions about test design (i.e., de-
cisions on test length, item format, content coverage, and other con-
siderations) require trade-offs with respect to reliability, validity,
fairness, and costs. For instance, tests that include essay items may
assess certain skills that cannot be measured with multiple-choice
items, but are also more costly and less reliable per hour of testing,
and in some cases may give female test-takers a relative advantage
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over male test-takers. Longer tests are generally more reliable and
can sample a wider range of content than shorter tests. They also can
provide more diagnostic information about student strengths and
weaknesses. However, longer tests require more student testing time,
which is time that is typically taken away from instruction. Thus, de-
cisions about test design should be informed by the ways in which
scores will be used and by resource constraints as well.

The issues discussed in this chapter regarding reliability, validity, and
fairness highlight some of the many challenges that are faced by
those who develop measures, implement test-based accountability
systems, and use test results to make decisions about students and
educational programs. Because test scores are numeric, they are of-
ten assumed to have a degree of precision that is not always justified.
That is why those who use test scores to make decisions need to
evaluate the technical characteristics of those scores relative to the
purpose or purposes for which the scores are used. This evaluation is
needed to make informed decisions about what the scores actually
mean and how much confidence can be placed in them.






Chapter Four

CONSEQUENCES OF LARGE-SCALE, HIGH-STAKES
TESTING ON SCHOOL AND CLASSROOM PRACTICE

Brian M. Stecher

e  Why should we care about the effects of testing?

e What research has been done about the effects of high-stakes
testing?

e What are the positive and negative effects of testing on class-
rooms? On schools?

This chapter examines the consequences of high-stakes testing on
the educational system. We focus on the effects of high-stakes tests
on students, teachers, and principals because the evidence of these
effects is comparatively strong. High-stakes testing may also affect
parents (e.g., their attitudes toward education, their engagement
with schools, and their direct participation in their child’s learning)
as well as policymakers (their beliefs about system performance,
their judgments about program effectiveness, and their allocation of
resources). However, these issues remain largely unexamined in the
literature. As a result, this chapter concentrates on the impact of
large-scale, high-stakes testing on schools and classrooms and the
adults and students who teach and learn in these environments.

THE IMPORTANCE OF THE EFFECTS OF TESTING

There are a number of reasons to be concerned about the conse-
quences of testing on schools and classrooms, but two are particu-
larly compelling:

79



80 Making Sense of Test-Based Accountability in Education

e First, the goal of changing educational practice is one of the ma-
jor justifications for implementing high-stakes tests. Advocates
hope test scores will prompt schools to reform policy, encourage
teachers to adopt more effective practices, and motivate students
to work harder. Under these circumstances, the Standards for
Educational and Psychological Testing make it clear that broad
evidence about the consequences of testing is necessary for a
thorough investigation of test validity (American Educational
Research Association et al., 1999). Information about the broad
impact of tests on the educational system is necessary when the
purported benefits of tests include behavioral changes such as
improved instruction or increased student motivation. There-
fore, we need to examine whether these changes are occurring to
ascertain whether high-stakes testing is meeting policymakers’
goals for reform.

e Second, changes in behavior may, in turn, affect the validity of
various interpretations of test scores. For example, some reac-
tions to high-stakes tests, such as changes in the conditions un-
der which tests are administered, will affect the relationship be-
tween test scores and achievement. These behaviors can lead to
increases in scores without concomitant increases in knowl-
edge—i.e., score inflation—which was discussed in Chapter
Three. Without monitoring such changes in behavior, we will not
know the extent to which gains in scores are due to real im-
provement in achievement rather than differences in testing
conditions or other factors.

The Effects of Testing and Test Validity

It is worth making a brief detour at this point to explain why infor-
mation about changes in school and classroom practices is impor-
tant in judging the validity of test scores. As we have discussed, large-
scale tests measure an extremely limited sample of behaviors—only a
few questions are asked and they are limited to those that can fit into
a few formats. People who use test scores—from policymakers to
parents—do so in the hope that performance on the test questions is
indicative of performance in a broader domain, such as third-grade
language arts or first-year algebra. Under appropriate conditions,
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well-developed tests will support inferences from test scores to
broader domains such as these.

However, certain practices can reduce the meaningfulness of test
scores as indicators that students have mastered large subject-matter
domains. For example, if the same test form is used repeatedly,
teachers may become familiar with the specific items that appear on
that form. If the test content becomes well known, teachers may shift
their instruction accordingly. Such targeted teaching to those skills
that are represented on a test can raise scores without increasing
mastery of the broader domain. Although it is quite likely that stu-
dents who learn the full curriculum will do well on a test that is
sampled from that curriculum, the converse is not necessarily true.
Students who do well on specific test questions that have been em-
phasized in their class may not have mastered the full curriculum. If
this situation occurs, then the use one makes of the test score infor-
mation—judging program quality, retaining students in grade, re-
warding schools, and other such decisions—will be suspect.

Broadened Use of High-Stakes Testing to Promote Changes
in School Practice

As we described in Chapter Two, there was little concern about the
effects of testing on teaching prior to the 1970s. The federal govern-
ment and the states used large-scale tests to monitor the status of the
educational system and provide information that might be helpful to
teachers and students. However, specific rewards or sanctions were
seldom associated with performance. For example, the National
Assessment of Educational Progress (NAEP), which is the only large-
scale federally commissioned achievement test, was designed solely
with a monitoring role in mind. William Bennett, former U.S.
Secretary of Education, described this role as “supplying the
American people with prompt, reliable, and comprehensive data on
the educational performance of our children” (National Assessment
of Educational Progress, 1987, 3). He likened NAEP to a measuring
tool: “It is the closest thing we have to a barometer of our educational
performance . . . as a nation . . .” When tests are conceived in this
manner by policymakers, there is little concern about their direct
impact on practice.
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Beginning with the minimum competency testing movement in the
1970s, policymakers began to use test results in new ways—specifi-
cally, as the basis for decisions about individual performance. Tests
grew more common in the 1980s, and the rationale for large-scale
testing expanded from judging performance to influencing practice
(Popham, 1987). With the advent of formal accountability systems in
the 1990s, policymakers embraced a new, more potent vision for the
role of assessment. They envisioned tests (often in combination with
standards) as a mechanism to influence changes in practice, some-
thing that could be used “to exert a strong positive effect on school-
ing ...” (Achieve, Inc., 2000, 2). Testing programs built in this mold
provide incentives and/or sanctions for individual students (e.g.,
graduation, retention-in-grade) and/or for schools (e.g., cash re-
wards, administrative review) on the basis of test scores. The incen-
tives indicate that performance has become an important issue to
policymakers.

Test-based accountability systems, such as those that provide incen-
tives and sanctions for both students and schools, are designed to
affect schooling in multiple ways. For example, the California
Department of Education articulated five ways that high-stakes,
standards-based reform would lead to positive school changes (Cali-
fornia Department of Education, 1998, p. 4):

1. Signal important content to teachers so that they can improve in-
struction

2. Identify learning that is below what is expected of students, thus
motivating students and parents to put more effort into school
work

3. Raise public awareness and prompt citizens to bring pressure to
bear on ineffective schools

4. Encourage greater parental involvement

5. Facilitate the targeting of resources to schools that are in trouble.

This list of positive outcomes is typical of the rationale that other
states provide to justify their high-stakes testing programs to policy-
makers and the public.
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GATHERING EVIDENCE ABOUT THE EFFECTS OF HIGH -
STAKES TESTING

In light of the changes that occurred in the uses of large-scale testing
in the 1980s and 1990s, researchers began to investigate teachers’ re-
actions to external assessment. The initial research on the impact of
large-scale testing was conducted in the 1980s and early 1990s. In the
mid-1990s, states began to implement statewide, test-based ac-
countability systems, prompting renewed interest in the effects of
testing on the practice of teaching. Large-scale studies of test validity
and the effects of testing were conducted in a number of states that
implemented such accountability systems. Research on these issues
continues to the present day.

The bulk of the research on the effects of testing has been conducted
using surveys and case studies. Typical of the survey research was a
study conducted in 1991 by Shepard and Dougherty as part of a
larger effort to examine the validity of test scores as well as the effects
of testing on practice. The study was conducted in two large school
districts with student populations in excess of 50,000. The re-
searchers surveyed a sample of approximately 850 third-, fifth-, and
sixth-grade teachers in approximately 100 schools. Surveys were
administered in the spring, near the end of the school year. The sur-
veys included questions about pressure to improve test scores, the
effects on instruction, test preparation activities, controversial test-
ing practices, use of the test results, and the effects—both positive
and negative—of standardized testing.

More recently, the scope of survey research has been expanded to
include statewide samples of teachers and principals, and the meth-
ods have expanded to include both written and telephone surveys. In
the 1990s, researchers at RAND conducted a number of studies of
state accountability systems, including those in Kentucky, Maryland,
Vermont, and Washington. These studies usually included surveys of
principals and teachers as well as quantitative analyses of test scores.
For example, Koretz et al. (1996a) studied the effects of Kentucky’s
educational reform effort, which included a test-based accountabil-
ity system that used portfolios of students’ written work as well as
more-traditional tests. A stratified random sample of 80 elementary
schools and 98 middle schools was selected for the study. Both com-
puter-assisted telephone interviews and written surveys were used to
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collect data. Representative samples of 186 fourth-grade teachers
and 175 eighth-grade mathematics teachers were interviewed and
surveyed. In addition, principals in the sampled schools were asked
to participate in a telephone interview. The interviews with the prin-
cipals focused on general support for the reform effort, the princi-
pals’ own responses to the reform, the effects of the reform on their
schools, how the test scores are used, and the burdens imposed by
the testing program. Teachers were questioned on some of the same
issues and also on test preparation, instructional practices, and their
understanding of the testing program, particularly the portfolio
component. Similar methods were used in the other states studied
by the RAND researchers.

Case studies have also been used to examine the effects of high-
stakes testing on practice. In a study published in 1991, Smith et al.
conducted detailed observations of teachers in two Arizona ele-
mentary schools whose students took tests that had significant con-
sequences. During the fall 1987 semester, the authors conducted
daylong observations in 29 classrooms. Lessons were also audio-
taped. The researchers also observed and recorded staff meetings. In
January 1988, they selected a subset of 20 teachers for detailed open-
ended interviews covering the validity of the tests, the effects of the
tests on teachers, test preparation methods, and the effects of the
tests on pupils. Subsequently, six teachers were selected for more-
extensive observations occurring one, two, or three days a week
during the spring of that year. In total, the six classes were observed
for 81 days. The purpose of the observations was to understand
“ordinary instruction”; therefore, the observers focused on what was
taught, the methods used, the allocation of time, language and
interaction among teachers and pupils, teaching materials, and
classroom interruptions. The researchers used a variety of tech-
niques to review and summarize the data and compare the situation
in these classrooms to the literature on testing and its effects.

Other researchers have used case study techniques to study teaching
practices within the context of high-stakes testing. McNeil and
Valenzuela (2000) accumulated information from hundreds of Texas
teachers and administrators over a period of a decade while the state
implemented a test-based accountability system. Their research in-
cluded in-depth longitudinal studies in three high schools as well as
many years of professional development work with hundreds of
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teachers and dozens of principals and administrators. Borko and
Elliott (1999) and Wolf and Mclver (1999) focused their case studies
of testing effects in a slightly different direction. They identified six
“exemplary” elementary and middle schools in Kentucky (and later
in Washington State) and conducted observations and interviews to
see how the most respected administrators and teachers were react-
ing to testing mandates.

THE POSITIVE AND NEGATIVE EFFECTS OF HIGH-STAKES
TESTING

The earlier discussion suggests that researchers need to cast a wide
net when examining responses to large-scale, high-stakes testing
programs because the developers of those programs envision them
operating through many different mechanisms. On the positive side,
one might expect to find changes in school policies that are designed
to make schools more effective, changes in teaching practice that will
enhance student achievement, and changes that result in increased
motivation on the part of students. However, one might also find
changes that most would consider negative, such as narrowing of the
curriculum to tested topics to the exclusion of other domains of
learning, inappropriate test preparation, or even cheating. Table 4.1
provides a partial list of the potential effects of high-stakes tests on
students, teachers, administrators, and policymakers, differentiating
between those effects that would be considered positive and those
that would be considered negative.

Two issues complicate the problem of judging the net effect of large-
scale, high-stakes testing:

e Many of the effects suggested by Table 4.1 are difficult to mea-
sure. For example, it is difficult to assess psychological variables
such as motivation or competitiveness with any accuracy.
Similarly, it is difficult to track the influence of diverse factors on
policymaking. Furthermore, while it is possible to measure the
quantity of many of the potential effects of high-stakes testing
(e.g., how many hours were spent teaching decimal place val-
ues?), measuring the quality of those effects can be vexingly diffi-
cult (e.g., how well were place-value lessons taught?). As a result,
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Table 4.1
Potential Effects of High-Stakes Testing

Positive Effects Negative Effects
Effects on Students
Provide students with better informa- Frustrate students and discourage them
tion about their own knowledge and from trying
skills Make students more competitive
Motivate students to work harder in Cause students to devalue grades and
school school assessments

Send clearer signals to students about
what to study

Help students associate personal effort
with rewards

Effects on Teachers

Support better diagnosis of individual Encourage teachers to focus more on
student needs specific test content than on curriculum
Help teachers identify areas of strength standards
and weakness in their curriculum Lead teachers to engage in inappropriate
Help teachers identify content not test preparation
mastered by students and redirect Devalue teachers’ sense of professional
instruction worth
Motivate teachers to work harder and Entice teachers to cheat when preparing
smarter or administering tests
Lead teachers to align instruction with
standards

Encourage teachers to participate in
professional development to improve
instruction

Effects on Administrators

Cause administrators to examine school  Lead administrators to enact policies to

policies related to curriculum and increase test scores but not necessarily
instruction increase learning

Help administrators judge the quality of = Cause administrators to reallocate
their programs resources to tested subjects at the

Lead administrators to change school expense of other subjects
policies to improve curriculum or Lead administrators to waste resources
instruction on test preparation

Help administrators make better Distract administrators from other school
resource allocation decisions, e.g., needs and problems

provide professional development
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Table 4.1 —Continued

Positive Effects Negative Effects
Effects on Policymakers

Help policymakers to judge the Provide misleading information that
effectiveness of educational leads policymakers to suboptimum
policies decisions

Improve policymakers’ ability to Foster a “blame the victims” spirit among
monitor school system performance policymakers

Foster better allocation of state Encourage a simplistic view of education
educational resources and its goals

few of these potential consequences have been studied systemat-
ically. Research primarily focuses on school and classroom prac-
tices using teacher and principal surveys to gather information.

e The effects that are measurable are not measured in a common
metric. For example, the amount of additional professional de-
velopment teachers receive might be measured in hours, but re-
laxation of test administration rules to benefit students would
have to be measured in some other way. As a result, there is no
way to combine positive and negative effects to produce a “net”
judgment about impact.

To make sense of the research on the effects of high-stakes testing on
practice, it is helpful to differentiate among responses to high-stakes
testing at different levels of the educational system. Most of the re-
search has been conducted at the classroom level, and it has focused
on changes in curriculum and instruction under the control of
teachers. There is also some evidence about changes at the school
level, including decisions about curriculum emphasis, teacher sup-
port, and programmatic changes. Less is known about the use of
high-stakes test results by state policymakers.

Teacher Response to High-Stakes Testing

It is also helpful to differentiate among types of responses to high-
stakes testing. Koretz, McCaffrey, and Hamilton (2001) identify seven
categories of teacher responses to high-stakes tests and their likely
effects on test scores and student learning (see Figure 4.1). They dif-
ferentiate between three types of teacher responses: those that are
positive (i.e., they have beneficial effects on learning and lead to valid
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RAND MR1554-4.1

Positive teacher * Providing more instructional time
responses * Working harder to cover more material
* Working more effectively

Ambiguous teacher ¢ Reallocating classroom instructional time
responses ¢ Aligning instruction with standards

¢ Coaching students to do better by focusing
instruction on incidental aspects of the test

Negative teacher .
response e Cheating

Figure 4.1—Seven Categories of Teacher Responses to High-Stakes Testing

increases in scores), those that are negative (i.e., they lead to distor-
tions of learning or inflated scores), and those whose impact is am-
biguous (i.e., they can be positive or negative depending on the
specific circumstances).

Some forms of teacher response, if handled effectively, are clearly
positive: providing more instructional time, working harder to cover
more material in a given amount of instructional time, and working
more effectively by adopting a better curriculum or more-effective
teaching methods. These are precisely the effects that proponents of
high-stakes testing hope will occur. All of these effects have been
documented to some extent by researchers, and all should generate
real increases in student achievement.

Other forms of teacher response to high-stakes testing have ambigu-
ous effects—that is, they can lead to real gains in student under-
standing and achievement or to inflation of scores (i.e., gains that do
not generalize to other measures) or both, depending on the specific
ways those gains are realized. Ambiguous responses include reallo-
cating classroom instruction among topics or subjects to emphasize
tested content instead of content that receives little or no emphasis
on the test; aligning instruction with standards, which is a special
case of curriculum reallocation motivated by attention to curriculum
standards; and coaching students to do better on a test by focusing
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instruction on aspects of the test that are partly or entirely incidental
to the definition of the domain the test is intended to represent.

Reallocation of instruction, alignment of instruction with test con-
tent, and coaching can be classified as positive effects when they fo-
cus on important aspects of the domain the test is designed to mea-
sure or specific skills that help students demonstrate their actual
achievement. Those effects will be negative when they focus on
specific features of test content or format that are not broadly reflec-
tive of the domain. For example, reallocation of classroom time to
emphasize topics covered by the test can be beneficial if the coverage
that was reduced or eliminated is on topics that are clearly less im-
portant than those given added emphasis. Conversely, reallocation
can be negative if classroom time is taken away from important as-
pects of the domain that do not happen to be represented in the test
(for example, because they are difficult to assess in a multiple-choice
format).

Similarly, efforts to improve alignment can lead to a focusing of in-
struction that may either be beneficial or lead to inflation of test
scores. If teachers focus more intently on desired outcomes at the ex-
pense of relatively unimportant material and do so effectively, the re-
sult should be higher achievement in terms of the desired outcomes
and higher scores. On the other hand, if the material being de-
emphasized as a result of this refocusing is important, scores may
become inflated. The extent to which greater alignment—that is,
sharper focus—or any other reallocation produces real gains in total
achievement rather than score inflation depends in part on what
goes out of focus as well as what comes into focus. The issue is further
complicated because reasonable people may differ in their judgment
about the relative merits of the topics that are emphasized or de-
emphasized. For example, some may think that greater emphasis on
spelling, grammar, and punctuation is appropriate while others may
think that the time should be spent on other topics related to good
writing, such as studying literary genres or learning to write for dif-
ferent audiences and different purposes.

A similar principle applies to coaching. Reasonable efforts to famil-
iarize students with the format and other aspects of a test can in-
crease the validity of scores. If students do not understand the test
instructions or the question formats, or how they should record their
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answers, their scores will underestimate their actual learning.
Removing these obstacles to performance by familiarizing students
with the testing procedure makes their test results more valid.
However, coaching can also inflate scores when it improves test
performance by focusing on features of the test that are incidental to
the domain the test is supposed to measure. Because these features
are incidental, learning about them does not produce real improve-
ments in students’ knowledge of the domain.

A teacher can also respond to high-stakes testing by cheating, a re-
sponse that is clearly negative and can only lead to inflation of
scores.

Positive Classroom Effects

On the positive side, there is evidence that high-stakes tests have led
teachers to work more effectively. Case studies revealed how high-
stakes testing that includes innovative forms of assessment can en-
courage teachers to change their instructional practices in positive
ways (Wolf and Mclver, 1999; Borko and Elliott, 1999). They also re-
veal how some schools can seize on assessment requirements to
rededicate themselves to quality (Wolf et al., 1999) and how testing
programs can influence schools to refocus professional development
and support services (Borko, Elliott, and Uchiyama, 1999). Bishop
(1986) cites evidence from Ireland to support the contention that
curriculum-based external examinations promote “the development
of mentoring relationships between teachers and students.” He also
found that teachers in “all Regents” high schools in New York
(schools that require all students to take demanding Regents courses
in five core subjects) were inspired to work harder by their school’s
commitment to student success on the high-stakes Regents exami-
nation (Bishop and Mane, 1999).

States have also had some success using high-stakes tests as
“instructional magnets” (Popham, 1987) to persuade teachers to
reallocate instructional time to include new elements of the state
curriculum. For example, both Vermont and Kentucky used test-
based accountability systems as pivotal elements in large-scale
curriculum reform efforts. Statewide surveys revealed that teachers
in Vermont increased the amount of time they spent teaching
problem-solving and mathematical representations to prepare



Consequences of Large-Scale High-Stakes Testing 91

students for the state’s portfolio-based high-stakes assessment
(Koretz et al., 1994). Similar survey results in Kentucky showed that
the high-stakes, performance-based assessments in writing and
mathematics strongly influenced teachers to make their instruction
more consistent with the state curriculum in these areas (Stecher et
al., 1998; Koretz et al., 1996a).

In addition, testing can provide useful information for curriculum
and instructional decisionmaking. For instance, the majority of
teachers in two high-stakes testing districts surveyed by Shepard and
Dougherty (1991) said test results were helpful in identifying student
strengths and weaknesses and in attracting additional resources for
students with the greatest needs.

Neutral and Negative Classroom Effects

Despite these positive findings, a large share of the published re-
search on the impact of high-stakes testing on educational practice
describes neutral or deleterious effects.

Firestone, Mayrowetz, and Fairman (1998) found that high-stakes
testing in Maryland and Maine had little effect on instructional prac-
tices one way or the other. Similarly, Jones et al. (1999) reported
mixed effects of tests on teaching methods in North Carolina. For ex-
ample, roughly equal percentages of teachers said they had either in-
creased their use of inquiry projects (thought to have educational
benefits but not necessarily useful in preparing students for the tests)
or decreased their use. The same was true for the percentage of
teachers who increased or decreased their amount of lecturing, use
of textbooks, and use of worksheets.

Negative Curriculum Reallocation. In contrast, the evidence on neg-
ative reallocation of classroom instruction among certain topics or
subjects is widespread. Researchers first began to notice that high-
stakes tests led to negative reallocation in the late 1980s; the effect
was described at the time as “narrowing” of the curriculum (Shepard
and Dougherty, 1991). Moreover, the greater the stakes, the more
likely that such narrowing would occur (Corbett and Wilson, 1991).
For example, one of the first studies of the effects of testing
(conducted in two Arizona schools in the late 1980s) showed
reallocation among subjects that reduced the emphasis on important
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material. The study revealed that teachers neglected subjects such as
science, social studies, and writing that were not part of the
mandated testing program (Smith et al., 1991). Similar declines in
instructional time for nontested subjects have been observed in
statewide studies in other states including Maryland, North Carolina,
and Washington (Koretz et al., 1996b; Jones et al., 1999; Stecher et al.,
2000a). Figure 4.2 shows the shifts in instructional emphasis reported
by fourth-grade teachers in Washington State, which has high-stakes
testing in four of the eight subjects covered by state standards.

Research in Kentucky shows that the size of subject-to-subject shifts
in emphasis can be substantial. Table 4.2 shows the average number
of hours per week that fourth- and fifth-grade Kentucky teachers
spent on seven different subjects. What makes the table interesting is
that Kentucky tested some subjects in fourth grade and others in fifth

RAND MR1554-4.2
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SOURCE: Stecher et al., 2000a, 21.

Figure 4.2—Percentage of Teachers Increasing or Decreasing Instructional
Time in Tested and Nontested Subjects
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Table 4.2

Mean Weekly Classroom Hours per Subject, Self-Contained Kentucky
Fourth-Grade and Fifth-Grade Classrooms

Fourth Grade Fifth Grade

Subjects tested in fourth grade

Reading 5.2 4.7

Writing** 5.8 4.0

Science** 5.2 3.5
Subjects tested in fifth grade

Mathematics** 4.9 6.4

Social studies** 3.5 5.6

Arts and humanities** 1.5 24

Practical living/vocational education** 1.4 24

Note: **Significant at p<0.01.
SOURCE: Stecher and Barron, 1999.

grade. Teachers responded accordingly, leading to between-grade
differences of an hour and a half per week or more in student expo-
sure to subject content. Reallocating instructional time across grades
to better align the available time with the subjects that are tested in
each grade runs the risk of inflating scores on a grade-by-grade basis.

Negative reallocation can also occur within a subject area when
teachers change their emphasis on specific topics in response to a
test. Early research found that teachers tend to change course objec-
tives and the sequence of the curriculum to correspond to the con-
tent and timing of new tests (Corbett and Wilson, 1988; Herman and
Golan, [n.d.]; Darling-Hammond and Wise, 1985). Teachers also
place more emphasis on topics that appear on the test and less em-
phasis on topics that are not tested.

For example, Romberg, Zarinia, and Williams (1989) surveyed a na-
tional representative sample of eighth-grade mathematics teachers
and found that they increased coverage of basic skills, paper-and-
pencil computation, and topics emphasized on their local tests while
decreasing coverage of extended project work, work with calculators,
and topics not emphasized on these tests. Shepard and Dougherty
(1991) found that two-thirds to three-quarters of all teachers in two
districts gave more emphasis to basic-skills instruction, vocabulary
lists, word recognition skills and paper-and-pencil computation as a
result of mandated tests that emphasized these topics.
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Middle school teachers in Maryland and Maine also shifted their
topic emphasis to correspond to the primary topic areas covered on
the state test, although researchers reported that the extent of the
change was not as dramatic as had been reported in other studies
(Firestone, Mayrowetz, and Fairman, 1998). Opposite shifts were ob-
served in Kentucky, where the testing program was designed to em-
phasize problem-solving in mathematics and extended writing in
language arts. Teachers reduced their emphasis on computation and
algorithms in mathematics and on the mechanics of writing (Koretz
et al., 1996a). Researchers also found that pressure to improve test
scores caused some Arizona teachers to neglect important curricu-
lum elements that were not tested, including “reading real books,
writing in authentic context, solving higher-order problems, creative
and divergent thinking projects, longer-term integrative unit pro-
jects, [and] computer education” (Smith et al., 1991).

Adapting Teaching Styles to Test Formats. A more subtle type of
negative reallocation—one that can shade into negative coaching—
occurs when teachers adapt their teaching styles to make classroom
presentations more like the format of the test or adopt instructional
approaches that resemble testing methods.

For example, Shepard and Dougherty (1991) found that many
teachers in two high-stakes testing districts were asking students to
practice finding mistakes in written work rather than producing
writing of their own. Smith and Rottenberg (1991) reported that
teachers they studied in two Arizona schools had students solve only
the type of math story problems that are found on the Iowa Test of
Basic Skills (which was mandated in Arizona at the time). Stodolsky
(1988) studied math and social studies instruction in 11 school dis-
tricts in the Chicago area and found that high-stakes testing discour-
aged teachers from using joint- or team-teaching approaches and
from changing their methods to facilitate serious student learning.

In Vermont, where the portfolio testing program encouraged teach-
ers to include mathematical problem-solving in their curriculum, re-
searchers found that many teachers focused narrowly on the aspects
of problem-solving that would result in higher scores with the spe-
cific rubrics used in the tests rather than on problem-solving in the
broadest sense (Stecher and Mitchell, 1995). This approach, which
the authors labeled “rubric driven instruction,” is an instance in
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which the distinction between substantively important and inciden-
tal aspects of the test is vague and the distinction between realloca-
tion and coaching is blurred. If students’ performance appears to
improve when scored with one set of rubrics but does not appear to
improve as much using another reasonable rubric, then scores may
be inflated.

Negative Coaching. The literature contains other examples of nega-
tive coaching, i.e., activities that focus excessive amounts of time on
incidental aspects of a test. For example, several studies have shown
that “test preparation” activities (such as becoming familiar with the
format of the test questions and learning how to record answers) can
consume substantial amounts of limited instructional time. Herman
and Golan (n.d.) surveyed upper-elementary schoolteachers in nine
states and found that between one and four weeks of class time were
diverted away from other learning activities and given to test prepa-
ration. Similar amounts of test preparation time (up to 100 hours per
class) were reported in Arizona (Smith, 1994).

More recently, Jones et al. (1999) reported that 80 percent of teachers
in North Carolina said their students spent more than 20 percent of
their total instructional time practicing for end-of-grade tests. In
these instances, the phrase “test preparation” was not clearly defined
and exactly what activities occurred in preparing for the end-of-
grade test is uncertain. However, this amount of coaching would cer-
tainly entail the loss of considerable learning time. In general, it is
very difficult to quantify the extent of coaching without monitoring
instruction for extended periods of time. An activity that uses a test-
like format or representation may be quite appropriate in the short
run, but the continuing use of such approaches to the exclusion of
others constitutes coaching. In part because it is so difficult to detect,
there is little research evidence about the extent of negative coach-
ing. However, research on score inflation suggests that coaching is
widespread in high-stakes testing situations.

Cheating. Cheating is the most extreme negative reaction to high-
stakes testing. Cheating can take many forms: providing the actual
test items in advance, providing hints during test administration,
suggesting revisions, making changes to answer sheets before scor-
ing, leaving pertinent materials in view during the testing session,
and so on. Cheating scandals surface frequently. For example, in a
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recent case in New York City, investigators charged that dozens of
teachers had cheated over a period of five years by giving students
answers to the mathematics and reading tests that are used both as
promotional gates and to rank schools. Educators told students
which answers to change, had them put their initial answers on scrap
paper and then corrected the students’ answers before transferring
them to the answer sheet, and gave them practice tests containing
questions from the operational test (Goodnough, 1999).

Data on the incidence of cheating are scarce, but high-stakes testing
can be expected to increase cheating. In a study of Kentucky educa-
tors’ responses to the high-stakes Kentucky Instructional Results
Information System (KIRIS) assessment, Koretz et al. (1996a) found
that 36 percent of teachers reported seeing test questions rephrased
during testing time either occasionally or frequently. Twenty-one
percent reported seeing questions about content answered during
testing time, and the same percentage reported seeing revisions rec-
ommended either during or after testing. Seventeen percent reported
observing hints provided on correct answers. The corresponding
percentages were somewhat lower in a parallel study of the lower-
stakes Maryland School Performance Assessment Program (Koretz et
al., 1996b).

School-Level Effects

Less is known about changes in policies at the district and school
levels in response to high-stakes testing, but mixed evidence of some
impact has appeared.

Positive Effects. Positive changes include revising district curriculum
and testing programs to be consistent with state curricula and pro-
viding professional development opportunities for teachers (Stecher
et al., 2000a). Bishop (1986) argues that external examination can
also lead districts and schools to use their resources more effec-
tively—for example, by hiring more qualified teachers and by provid-
ing essential instructional materials.

Testing programs can also be credited with helping focus resources
on students or schools most in need. For example, about one-half of
the principals in Washington State indicated that their school had
added summer sessions in response to low test scores (Stecher and
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Chun, 2001). Schools also reported adding after-school sessions and
Saturday school to address the needs of low-performing students
(Stecher et al., 2000a). State accountability systems can formalize this
reallocation of resources based on test results. For example,
California’s accountability system provides additional financial re-
sources as well as professional assistance to schools with low test
scores to help them improve their effectiveness. Similarly, the new
Elementary and Secondary Education Act (ESEA) legislation requires
poor-performing schools to provide funds for tutoring for students
whose test scores do not show adequate progress toward proficiency.
Testing programs can also influence attitudes among staff; for ex-
ample, they can promote greater cohesion, openness to new ideas,
and esprit de corps, although these effects have only been docu-
mented anecdotally.

Negative Effects. On the other hand, researchers have also docu-
mented changes that appear to be designed to improve scores with
little regard to their larger educational implications. For example,
Koretz et al. (1996b) found that about one-third of principals in
Maryland reassigned teachers among grades to improve the relative
quality of teaching in the assessed grades. Because such shifts do not
improve the quality of teaching across the grades, it is likely to inflate
scores. Many Washington principals offered incentives to students in
the form of parties and field trips for good test performance (Stecher
etal., 2000a).

Other potential negative effects of high-stakes testing have recently
come to the public’s attention. Scores can be increased artificially,
for example, by excluding low-scoring groups of students (e.g., stu-
dents with disabilities, limited proficiency in English, or just low
performance); by retaining low-scoring students in grades below
those in which the test is administered; by allowing an increase in
absences on test days; by granting waivers (exemptions from testing)
demanded by parents; and by increasing dropout rates. Other po-
tential effects would not inflate scores but could be important never-
theless. For example, Hauser, Pager, and Simmons (2000) argue that
while current racial/ethnic differences in rates of retention in grade
can be “almost entirely explained by social and economic depriva-
tion among minority youth,” group differences in test scores are
larger than generally expected as a result of social and economic fac-
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tors. Therefore, they suggest that tying promotion to test scores
could increase racial/ethnic disparities in retention rates.

The extent to which these negative effects have occurred and the
factors that may influence their occurrence remain uncertain, but
there is a clear need for further monitoring of these effects and re-
search on them. Although numerous news articles have addressed
the negative effects of high-stakes testing, systematic research on the
subject is limited. For example, a recent article in the Texas media
argued that “schools that climbed in the state’s accountability ratings
in 1999 had substantially larger increases in TAAS [Texas Assessment
of Academic Skills] exemptions for special education students than
did other schools.” However, the article also suggested that more in-
vestigation is needed to clarify the relationship between exclusions
and accountability ratings (Dallas Morning News, 2000). Parent
hostility to testing has led to increased requests for waivers for stu-
dents to be exempted from testing in California and increased ab-
sences during the testing period (Neufeld, 2000).

Certainly, testing that creates “gates” through which students must
pass in order to be promoted will lead to an increase in retention in
grade, but it is unclear to what extent other forms of high-stakes
testing will do the same. Grade retention has increased in Texas in
recent years, particularly for African-American students (see, for ex-
ample, Haney, 2000). The timing of this increase is not consistent
with the implementation of the most recent high-stakes testing pro-
gram in Texas (Carnoy, Loeb, and Smith, 2000), but it may be related
to earlier waves of high-stakes testing in Texas. A study of the first
years of Kentucky’s high-stakes KIRIS assessment program found no
evidence of increased retention in grade (Koretz and Barron, 1998).

Effects on Equity

It is important to note that while one of the rationales for test-based
accountability is to improve educational equity, it is not clear that
these accountability policies lead to more-equal educational oppor-
tunities or outcomes for students from different backgrounds.
Indeed, some observers have argued that the negative effects of high-
stakes testing on curriculum and instruction appear to be greater for
low-performing students and low-scoring schools than they are for
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high-performing students or high-performing schools (Shepard,
1991).

Research regarding the effects of test-based accountability on equity
is very limited. For example, McNeil (2000) reports that high-stakes
testing in Texas is widening the gap between what is taught in histor-
ically low-performing schools (with predominantly minority and
poor students) and what is taught in high-performing schools. Other
observers have argued that the Texas system of statewide testing has
improved the quality of instruction for students from all back-
grounds. They point to the decreasing gap between racial/ethnic
groups in their mean scores on the Texas state test (TAAS). However,
recent evidence shows that the relative gains of Texas minority stu-
dents on the TAAS were not echoed in the NAEP (an external, low-
stakes test); the racial/ethnic gap in Texas did not narrow at all on
the NAEP. This might reflect greater inflation of the scores of minor-
ity students (Klein et al., 2000) or artifacts of the testing program,
such as “ceiling effects” that occur when a test is relatively easy for
the students who are taking it, leading to an excessive number of
students answering most questions correctly.

Another study showed that in Arizona, the amount of class time
spent on test preparation and test administration was greater in ur-
ban, low-income, high-minority districts (Smith, 1997). Conversely, a
high-stakes accountability system in Kentucky led some teachers to
increase their academic expectations for students; however, more
teachers reported increased expectations for high-achieving students
than reported increased expectations for low-achieving or special
education students as a result of the high-stakes tests (Koretz et al.,
1996a).

SUMMARY

The net effect of high-stakes testing on policy and practice is uncer-
tain. Researchers have not documented the desirable consequences
of testing—providing more instruction, working harder, and working
more effectively—as clearly as the undesirable ones—such as nega-
tive reallocation, negative alignment of classroom time to emphasize
topics covered by a test, excessive coaching, and cheating. More im-
portant, researchers have not generally measured the extent or
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magnitude of the shifts in practice that they identified as a result of
high-stakes testing.

Overall, the evidence suggests that large-scale high-stakes testing has
been a relatively potent policy in terms of bringing about changes
within schools and classrooms. Many of these changes appear to
diminish students’ exposure to curriculum, which undermines the
meaning of the test scores. It will take more time and more research
to determine on balance whether the positive impact on teaching
practice and student learning outweigh the negative ones. Similarly,
a new type of research will be needed to try to determine how to de-
sign accountability systems to maximize benefits and minimize neg-
ative consequences. In Chapter Six, we offer some recommendations
for changing accountability systems to maximize the positive effects
and minimize the negative consequences identified in this chapter.



Chapter Five

ACCOUNTABILITY AS SEEN THROUGH
APOLITICAL LENS

Lorraine M. McDonnell

e What political constituencies have an interest in the testing
debate?

e How does public opinion influence elected officials?

e How are the actions of some policymakers at odds with stan-
dards of good testing practice?

To a large extent, recent federal and state educational assessment
policies represent a political solution to an educational problem. Not
only has the impetus for the movement toward large-scale achieve-
ment testing and test-based accountability systems come from
politicians, the business community, and others outside the educa-
tion establishment, but the definition of the problem to which they
are the solution has a decidedly political cast to it. At the heart of the
problem, as policymakers and others have defined it, is inadequate
and unequal educational achievement: All students need to achieve
at higher levels, particularly those who have been hampered by low
expectations and insufficient opportunities to learn. But linked to
this education-focused definition is a strong assumption that at least
part of the problem can be attributed to the schools’ lack of account-
ability to parents and other taxpayers who fund public education and
give it legitimacy.

Consequently, standards and assessment policies embody both edu-
cational and political elements. The education portion of the solu-

101
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tion focuses on the articulation of clear standards for academic con-
tent and student performance to guide teaching and learning and the
alignment of classroom instruction with those standards. Testing is
certainly part of the educational dimension of this policy; it provides
a way to measure overall progress in meeting the standards and
make instructional decisions about individual students. But testing is
even more central to the political dimensions of the standards
movement for which it primarily serves as an accountability mecha-
nism. It is important, then, that we consider testing and accountabil-
ity from a political as well as an educational perspective.

In this chapter, we elaborate on the idea that testing and account-
ability have become political issues. Then we describe the various
constituencies that have an interest in educational assessment. We
examine the political incentives that motivate policymakers and their
constituents and how these incentives shape policy.' Finally, we dis-
cuss the implications of a political perspective on testing and
whether political interests can be reconciled with the requirements
for high-quality, fair, and accurate testing and with the concerns of
professional educators.

Before proceeding, two caveats are in order:

e First, this chapter can only describe the issues that are raised
when one looks at testing from a political perspective. Because of
the lack of systematic studies on the topic, it does not evaluate
the impact of politics on the design of the tests, or what happens
when tests are used to advance policy or political purposes.

e Second, readers need to keep in mind that the implied claims by
politicians that they can speak and act authoritatively on educa-
tional testing differ from similar claims made by educators or
testing and measurement experts. In contrast to educators who
speak with legitimacy derived from norms of professional prac-

Political incentive is a widely used generic term that refers to those factors that moti-
vate politicians, interest group representatives, and other citizens to act in the political
arena. These motivations can include the desire of politicians to get re-elected, their
interest in enacting particular kinds of policies, and interest groups’ and citizens’ in-
terest in promoting specific policy goals. As with most domestic policy, the political
incentives that motivate testing policy are diverse and vary over time and across polit-
ical venues at the federal, state, and local levels.
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tice, or testing and measurement experts who can draw upon
both research and professional standards, politicians’ claims to
legitimacy come from their legal authority as elected representa-
tives of the citizenry that funds public schools. The interests of
politicians, educators, and testing and measurement experts may
be given different weight depending on the circumstances, but
all have sufficient legitimacy to be seriously considered. The de-
sign of testing policies will be more successful if efforts are made
to reconcile these interests when they are at odds with one an-
other.

STANDARDIZED TESTING FACILITATES POLITICAL
OVERSIGHT OF EDUCATION

The idea that testing is useful for accountability purposes is based on
the following assumptions:

e Aspublic institutions, schools should be held accountable to citi-
zens and their elected representatives for their effective opera-
tion and especially for student learning.

e However, because educators know a lot more about what occurs
in schools than do either politicians or the public, this serious
information asymmetry has often hindered efforts to hold
schools accountable.

e Consequently, some kind of externally imposed, standardized
instrument is needed to provide comparable data on schools and
students, so as to equalize the information available to everyone
with a stake in the educational system.

Thus, standardized testing has come to play a prominent role in the
political oversight of public education.

Standardized tests are used in two different ways that represent fun-
damentally different perspectives on how they can serve as instru-
ments of public accountability. For uses that have come to be called
“low stakes,” no significant, tangible, or direct consequences are at-
tached to the assessment results. They are used to provide informa-
tion about student achievement to students, parents, educators, and
the public with the assumption that information alone is a sufficient
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incentive for these various groups to take action to improve the
quality of schooling. It is also assumed that a standardized test can
reliably and validly measure student achievement; that politicians,
educators, parents, and the public will then act on the information
generated by the test; and that their actions will improve educational
quality and student achievement.

The “high-stakes” uses of tests, in contrast, are based on the as-
sumption that information alone is insufficient to motivate educators
to teach well and students to learn to high standards. Instead, the
promise of rewards or the threat of sanctions is needed to ensure
change. Rewards in the form of monetary bonuses may be given to
schools or teachers. Sanctions may be imposed through external
oversight or takeover by higher-level officials. For individual stu-
dents, their test scores may play a part in decisions about promotion
and graduation (Heubert and Hauser, 1999).

Holding educators and their students accountable for student per-
formance is not the only way in which testing can be used as an
accountability mechanism. Theories of democratic accountability
also assume that citizens can and should hold their elected officials
accountable for the performance of public schools (Gruber, 1987).
Hence, voters may factor in educational quality when they judge the
past performance of their elected officials.

Standards and assessment are also political issues because they re-
quire judgments about values and thus touch on the philosophical
and cultural debates that are at the heart of politics. The promulga-
tion of academic standards requires that state and local governments
make choices about what is most important for students to learn and
what constitutes mastery of that knowledge. Testing as part of an ac-
countability system raises the difficult issue of “who should be held
accountable to whom for what.” This question can be answered only
by taking a normative stand on the appropriate role of different gov-
ernmental units and even on the role of the family versus that of the
state.
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WHICH GROUPS ARE INTERESTED IN TESTING AND
ASSESSMENT?

In looking across the landscape of constituencies with an interest in
educational testing, we can make these observations:

e The groups are numerous and diverse.

e Groups with similar purposes and constituents do not always
hold comparable positions on testing issues.

e Student testing has become a highly visible issue, characterized
by politics similar to those of other high-profile policies.

The groups that have an interest in testing range from well-organized
national organizations such as the Business Roundtable and the
National Education Association to small local groups such as Parents
Against Proficiency Testing in Ohio and the Parents Coalition to Stop
High Stakes Testing in New York. In between are organizations that
represent elected officials, test publishers, school administrators,
education researchers, students with special needs, and those
pressing for equal learning opportunities for all students.

These groups all subscribe to the same general goal of improving
student learning, but they disagree about the means to achieve it and
the role of testing in education reform strategies. In most cases, a
group’s position on test-related issues is motivated by its material
interests (whether or not group members stand to gain financially or
could be sanctioned as a result of a particular test, for example) and
by its beliefs about the proper role of testing. Group members may
believe that testing is one of the few ways to ensure that the educa-
tion system takes responsibility for poor students or, alternatively,
they may believe that other measures of student learning are more
reliable and valid.

Not only do groups with similar purposes and constituents not al-
ways hold comparable positions on testing issues, but their positions
can also shift, depending on the particular issue. For example, both
the American Federation of Teachers (AFT) and the National
Education Association (NEA) have argued strongly in favor of using
other indicators in addition to a single test score in making high-
stakes decisions about individual students. However, the AFT has
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been more supportive of the high-stakes use of tests in making pro-
motion and graduation decisions than the NEA. The NEA recently
voted to support any legislation that allows parents to opt their chil-
dren out of standardized testing requirements (Heubert and Hauser,
1999; Teachers vote to let parents decide on tests, 2001).

Similarly, a number of civil rights organizations, such as the National
Association for the Advancement of Colored People (NAACP) and the
Mexican-American Legal Defense and Educational Fund, have
strongly opposed the high-stakes use of standardized tests, especially
when they are the sole criterion in making decisions about students’
promotion and graduation. In contrast, the Education Trust, an or-
ganization that promotes high standards for disadvantaged students,
supports increased testing as part of a strategy to close the achieve-
ment gap between affluent and poor students and between white
students and students of color.

A group’s position on testing can shift depending on the specifics of
the testing policy. For example, some governors and other state offi-
cials were opposed to the annual testing provisions that are part of
the recent reauthorization of the 2001 Elementary and Secondary
Education Act (ESEA). Their opposition stemmed from a belief that
such a federal requirement would encroach on states’ own preroga-
tives and on local control, and from their concerns about the cost of
the testing and the disruption to the testing arrangements that states
already have in place (Wilgoren, 2001). State officials were also ap-
prehensive about what the political ramifications would be if the
federally mandated tests were to show that many schools were mak-
ing inadequate progress in improving student achievement
(Lemann, 2001). Yet, many of these same officials have been at the
forefront of state initiatives to require the local districts to use tests
and to impose consequences on schools and students based on test
scores.

Student testing has become a highly visible issue, characterized by a
politics similar to that of other high-profile policies. The lobbying
strategies and efforts to shape public opinion that are often em-
ployed by large interest groups are now being applied to testing is-
sues. For example, the Massachusetts Teachers Association has been
waging a major public relations campaign against the state’s use of
the Massachusetts Comprehensive Assessment System (MCAS) as a
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graduation requirement; that effort included a vivid television com-
mercial urging viewers to “Say No to the MCAS Graduation
Requirement” (Gehring, 2000; McFarlane, 2001). Similarly, as the
ESEA reauthorization moved to conference committee, most of the
organizations representing the education establishment, such as the
teacher unions, the school administrator organization, and the
school boards association, mobilized to press for modifications in
the testing provisions that could adversely affect their members
(Brownstein, 2001a). On the other side of the issue, the Business
Roundtable, a strong supporter of standards and assessments, re-
cently issued a booklet designed to assist its members and other ad-
vocates in addressing this “testing backlash”; i.e., the effort to mini-
mize or eliminate high-stakes testing (Business Roundtable, 2001a).

But not all the politics of testing has revolved around the lobbying
strategies of national organizations. Much of the testing backlash has
been the result of grassroots organizing by suburban, middle-class
parents. Examples include the recent boycott of New York’s eighth-
grade test organized by a group of mothers at a Scarsdale middle
school (Zernike, 2001), the anti-MCAS petition drive organized by
parents in six suburban legislative districts in Massachusetts
(Greenberger, 2000), and a variety of rallies recently held in about a
dozen states with the number of participants ranging from a dozen
in Detroit to 1,500 in Albany (Manzo, 2001). The reasons that parents
oppose the tests vary. They are concerned that extensive test prepa-
ration is hindering classroom innovation and that the standards be-
ing tested are vague or inappropriate. They are concerned that the
tests put children who either have not had the opportunity to learn
the material being tested or are poor test-takers at a disadvantage.
And they are concerned that the tests consume too much time and
put too much stress on younger students (Schrag, 2000).

It is too early to tell whether these grassroots protest activities will
spread and come to represent a national movement in opposition to
the high-stakes use of tests. At this point, however, the backlash is
limited to suburban communities within a few states. Somewhat
ironically, the parents of those students who are least likely to feel
the adverse effects of high-stakes testing (suburban, upper-middle-
class, white students) are the ones who have organized thus far.
Whether they will be successful in mobilizing a broad spectrum of
parents and the public will largely depend on how urban, minority,
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and working-class parents react if and when sanctions are imposed
on large numbers of their children.”

WHAT FACTORS INFLUENCE TESTING POLICY?

Elected officials’ interest in testing is typically motivated by genuine
concern about students and their educational achievement.
However, the electoral incentive plays a large role in that motivation,
not only because of politicians’ self-interest in getting re-elected, but
also because they cannot accomplish their policy goals unless they
are returned to office. The relationship between the politics of testing
and electoral politics is especially close in those cases in which
politicians such as George W. Bush have made student testing a cen-
terpiece of their policy agendas, or have staked their re-election on
raising student test scores as the governors of California and Georgia
have done.’ Politicians understandably prefer policies that are re-
sponsive to public opinion, produce at least some effects quickly,
and have the potential for accomplishing purposes only tangentially
related to testing (Downs, 1957; Kingdon, 1993; Moe, 2000).

Public Opinion

Because it can be volatile and not well informed on some issues,
public opinion, as measured by surveys, does not always provide a
clear and unambiguous measure of public sentiment. In addition,

*Much of the media’s attention to the politics of testing has focused on lobbying
aimed at the executive and legislative branches of the federal and state governments.
However, civil rights groups in several states have also tried to use the courts to stop or
modify high-stakes testing programs. Thus far, all of these attempts have been unsuc-
cessful. The most notable was the GI Forum case in Texas in which the federal district
court ruled that although the Texas Assessment of Academic Skills (TAAS) had a dis-
parate impact on minority students, the test and its uses are not unconstitutional, and
that the plaintiffs failed to prove that the disparate impact was more significant than
the concomitant positive impact (GI Forum et al. v. Texas Education Agency et al., 87
F. Supp. 2d 667, W.D. Tex. 2000).

3Even if politicians do not choose to tie their re-election directly to student test scores,
the policy may still be politicized simply because it can serve as a focal point for de-
bates about what should be taught and tested and how test score data should be used.
Test policy may also serve as a rallying point for interest group activity, and more indi-
rectly, as a basis for citizens’ decisions about whether to support the schools in mat-
ters such as bond elections.
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politicians typically use public opinion polls as only one basis for
making decisions, weighing them against their own policy prefer-
ences and those of constituency groups already mobilized around an
issue. Nevertheless, public opinion can play an important legitimat-
ing function either in support of or in opposition to particular policy
choices. Public opinion has been a source of diffuse support for
those committed to an activist policy stance on testing, either for or
against.

A variety of poll data indicate strong, stable support for standardized
testing and its high-stakes uses, with the public also seeming to ac-
knowledge its shortcomings. At the same time, responses to some
survey items suggest that the public may not be particularly well in-
formed about some aspects of student testing. Across a variety of
state and national polls, 60 to 80 percent of respondents support the
high-stakes use of tests (Johnson and Immerwahr, 1994; Elam and
Rose, 1995; Mass Insight, 1997; Fuller, Hayward, and Kirst, 1998;
Immerwahr, 1997). In the 1995 Phi Delta Kappan/Gallup poll, 65 per-
cent of the respondents supported requiring students in their local
communities to pass standardized tests for promotion from one
grade to another, a proportion that has remained constant over the
four times since 1978 that the question has been asked (Hochschild
and Scott, 1998). A nationally representative survey of parents, con-
ducted by Public Agenda in 2000, several months after the first re-
ports of a parental testing backlash, obtained much the same results
as earlier polls. Only 11 percent of those surveyed thought that their
children were required to take too many standardized tests, and 67
percent strongly agreed with policies that impose higher academic
standards even if they mean that their own children have to attend
summer school before being promoted to the next grade (Public
Agenda, 2000)."

There is also some evidence that the public understands the limita-
tions of testing. For example, in the National Public Radio/Kaiser
Family Foundation/Kennedy School national poll released in
September 1999, 69 percent of those polled said that standardized

*An additional 19 percent of the sample said that they somewhat approved of such a
policy even if their child has to attend summer school. When asked if they approved of
the policy even if their child were held back in grade, 46 percent strongly approved
and an additional 21 percent approved somewhat.
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tests should be used to determine whether students are promoted or
graduate (with no differences between parents and nonparents). But
only 12 percent said that they were “very confident” that “test scores
on standardized tests are an accurate indicator of a student’s
progress and abilities,” although an additional 56 percent said that
they were “somewhat confident” (NPR Online, 1999).

More-recent polls also suggest that the admonitions of testing ex-
perts and various professional groups about the dangers of decisions
based on a single test score have filtered through to the public. In the
2000 Phi Delta Kappan/Gallup poll, only 13 percent of those sur-
veyed believe that a single standardized test is the best way to mea-
sure student achievement, with 85 percent saying that standardized
tests should be combined with either a teacher-designed test or a
portfolio of student work (Rose and Gallup, 2000). Similarly, 79 per-
cent of the parents surveyed by Public Agenda strongly or somewhat
agreed with the statement, “it’s wrong to use the results of just one
test to decide whether a student gets promoted or graduates” (Public
Agenda, 2000).

Looking across all the available poll data collected over the past two
decades on public attitudes toward standardized testing, it appears
that the public is more broadly supportive of high-stakes testing than
are the interest groups that have taken a position on the topic. But
there is also evidence that the public may not be particularly well
informed on this and other education policy issues. We know, for ex-
ample, that on general knowledge questions about education policy,
public perceptions are often mistaken.” With regard to testing, 51
percent of the parents surveyed in the Public Agenda poll reported
that they did not know whether the standardized tests that their chil-
dren take ask fair questions that students should be able to answer
(Public Agenda, 2000). It is important to note that for this item, par-
ents’ lack of knowledge is at least partly due to test security proce-

*For example, the 1996 Phi Delta Kappan/Gallup poll found that although the high
school dropout rate has steadily declined, 64 percent of those surveyed thought that it
had increased over the past 25 years. In the same survey, only 26 percent could accu-
rately estimate the proportion of students receiving special education services (Elam,
Rose, and Gallup, 1996). In a more recent Washington Post/Kaiser Family
Foundation/Harvard University poll, only 29 percent of the registered voters surveyed
knew that the federal government provides less than a quarter of the funding for the
nation’s public schools (Washington Post, 2000).
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dures that minimize public release of test items. However, it might
be reasonable to assume that if parents are poorly informed about
this question, they and other members of the public might also be
unaware of the full range of consequences related to high-stakes
testing and the limits on the information that tests can provide.

Nevertheless, public opinion continues to buttress support for those
policymakers who wish to pursue high-stakes testing policies. In fact,
given the opposition of many influential interest groups to the kind
of high-stakes testing embodied in the ESEA reauthorization, public
opinion may be a critical resource for those politicians of both major
political parties who favor the expanded testing now required
(Brownstein, 2001b). The public may only have a vague idea of what
constitutes student testing, but public support may be sufficient to
give these policymakers political cover as they support the testing re-
quired by the ESEA reauthorization, thereby pursuing an agenda op-
posed by key interest groups and factions within their own parties.

The Need to Show Results Quickly

Two- and four-year electoral cycles make it difficult for politicians to
sell patience to an electorate that expects quick results. This con-
straint makes education reforms with testing at their core particu-
larly appealing because they seemingly alter what happens in indi-
vidual classrooms within a very short period.

Close to 30 years of research on policy implementation have shown
that policymakers at the federal and state levels often cannot
“mandate what matters” (McLaughlin, 1987, 172); i.e., they may be
able to impose broad requirements from afar, but they cannot antic-
ipate and mandate the conditions that facilitate real change from the
inside out. For education policy, this limitation has meant that re-
forms designed to alter classroom instruction have had only a limited
impact because few top-down mandates or incentives are sufficient
on their own to overcome a lack of local will or capacity.

However, externally mandated assessments constitute the one top-
down policy lever that seems consistently to change local behavior.
Although the impact of such assessments varies depending on the
type of test, the grade levels being tested, students’ socioeconomic
status, and the uses to which the test is put, a growing body of re-
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search indicates that school and classroom practices do change in
response to these tests (e.g., Firestone, Mayrowetz, and Fairman,
1998; Stecher et al., 1998; Mehrens, 1998; Corbett and Wilson, 1991).

Clearly, the effects of mandated assessments have not always been
beneficial for students or what policymakers intended. Nevertheless,
given the limited array of strategies available to them, politicians
have viewed standardized testing as too powerful a lever not to be
used. From their perspective, assessment policies also produce re-
sults quickly because test scores typically rise during the first few
years after a new test is introduced. The validity of such score gains
has long been questioned by researchers (Koretz, McCaffrey, and
Hamilton, 2001; Linn, 2000), but most policymakers remain con-
vinced that something real occurs if only because the tests shine a
public spotlight on educators who must then respond.

The desire to produce some results within the constraints of the elec-
toral cycle does not necessarily mean that policymakers expect all or
most of the effects of a testing policy to be generated quickly. For ex-
ample, Kentucky’s education reform legislation gives schools 20
years to move all their students to the “proficient” level of mastery of
the state standards, and the ESEA reauthorization recently passed by
the Congress gives schools 12 years to move all students to the
“proficient” level, as defined by state standards. In these and similar
cases, however, policymakers expect testing policies to produce
steady, incremental progress, thus indicating to the public that
schools are improving and moving in a direction consistent with the
long-term goals of the policy.

The challenge for elected officials is being able to persuade their
constituents that sufficient progress is being made to warrant their
continued support of public education while at the same time modi-
fying policies that are not working as intended or are producing
negative consequences. Achieving such a balance is especially diffi-
cult if policymakers want to avoid adding additional tests and other
policy requirements as part of their corrective action or abruptly
changing policy direction when initial choices do not seem to be
working. However, these two options often prevail over a “stay-the-
course” approach because political candidates often have to distin-
guish themselves from their opponents by proposing new policies, or
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because they sense that the public is dissatisfied with the status quo
and expects a change in direction.

TESTING AS A ROUTE TO ACHIEVING OTHER POLICY
GOALS

In trying to balance competing constituent interests, elected officials
may use testing policies to satisfy demands not directly related to the
ostensible purposes of testing and assessment or to diffuse efforts to
adopt controversial policies. For example, advocates for students
with disabilities have lobbied federal and state officials to include
them in standards and accountability systems as a way of requiring
schools to be more explicitly and publicly accountable for those stu-
dents (McDonnell, McLaughlin, and Morison, 1997). As a result,
testing accommodations for students with disabilities have increased
over the past few years, raising the question of whether or not those
students’ test scores should be “flagged” to indicate that they took
the test under different conditions. Although this question is of inter-
est to psychometricians and others concerned about valid interpre-
tations of long-term trends in test score data, it is of considerably less
significance to policymakers and special education interest groups
who see the participation of students with disabilities in a state test-
ing system to be of greater importance than whatever data are pro-
duced.

For policymakers who are concerned about preserving the vitality of
the public school system in the face of moves to implement a
voucher system, standards and assessment policies have become a
way to show that public education can be rigorous, responsive, and
accountable. In fact, one could argue that the standards and assess-
ment movement is currently the only “big idea” serving as a coun-
terpoint to vouchers. It is possible in the long term, however, that the
failure of testing and accountability policies, as evidenced by a
steady stream of low test scores or negative consequences imposed
on many students, may increase public and elite support for vouch-
ers and greater school choice.

In this section, we have explored how political imperatives can
broaden the rationale for testing policies and expand the criteria by
which their success is judged. The next section examines how those
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imperatives shape the purposes and uses to which standardized tests
are put, and the extent to which the politics of testing places it at
odds with professional testing standards.

THE INFLUENCE OF POLITICS ON HOW TESTS ARE USED

The discussion thus far has just alluded to the multiple purposes of
testing. Interviews with officials and a review of current assessment
policies indicate that policymakers expect testing to accomplish at
least seven different types of purposes:

e Provide information about the status of the education system
e Aidin instructional decisions about individual students
e Bring greater curricular coherence to the system

e Motivate students to perform better and parents to demand
higher performance

e Actasalever to change instructional content and strategies

e Hold schools and educators accountable for student perfor-
mance

e Certify individual students as having attained specified levels of
achievement or mastery (McDonnell, 1994b; Heubert and
Hauser, 1999).

The purposes underlying a particular assessment policy depend on
the political history, culture, and ideology of the institutions enacting
the policy. Assessment policies have also varied in their purpose and
use as states have moved away from low-stakes tests that primarily
served informational purposes to tests designed to hold schools and
students accountable through the imposition of rewards and sanc-
tions, change classroom instruction, and certify individual students
for promotion and graduation.

The shift from low-stakes to high-stakes uses has also been accom-
panied by a move on the part of a growing number of states and
some large urban school districts to use the same test for multiple
purposes. So, for example, a state assessment tied to state curriculum
standards might be used to provide information on the status of the
system, influence classroom instruction in a particular direction, re-



Accountability as Seen Through a Political Lens 115

ward and sanction schools, and make decisions about student pro-
motion and graduation.

In using the same test for multiple, high-stakes purposes, policymak-
ers are at odds with the professional standards of the testing and
measurement community. Among those standards are the need to
base high-stakes decisions on more than a single test, validate tests
for each separate intended use, and provide adequate resources for
students to learn the content being tested (American Educational
Research Association, 2000). In disregarding these standards, poli-
cymakers are using assessments in ways that exceed the limits of cur-
rent testing technology. As a National Research Council report on
high-stakes testing noted:

... policy and public expectations of testing generally exceed the
technological capacity of the tests themselves. One of the most
common reasons for this gap is that policymakers, under con-
stituent pressure to improve schools, often decide to use existing
tests for purposes for which they were neither intended nor suffi-
ciently validated. So, for example, tests designed to produce valid
measures of performance only at the aggregate level—for schools
and classrooms—are used to report on and make decisions about
individual students. In such instances, serious consequences (such
as retention in grade) may be unfairly imposed on individual stu-
dents. That injustice is further compounded if the skills being tested
do not reflect or validly measure what students have been taught
(Heubert and Hauser, 1999, 30).

Although there are a number of reasons for this disjuncture between
standards of good testing practice and policymakers’ actions, three
are especially notable:

e The first reason has already been mentioned: Policymakers often
rely on existing tests because they perceive a fleeting political
opportunity to act, thus necessitating that they move quickly
while they have an open policy window. Or they may believe
that, even with imperfect tests, more good than harm will result.
Policymakers often acknowledge that critics of current testing
systems are making valid points. However, from their perspec-
tive, the technical constraints identified by testing experts are
problems that should be remedied to the largest extent possible,
but in an iterative fashion simultaneous with the implementation
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of test-based policy (McDonnell, 1994b). Elected officials are
people of action who cannot wait for the perfect test, and are
willing to settle for one that is less than optimal on the assump-
tion that it can be improved over time and that, in the interim,
students will benefit from focused attention on their learning.

e Another reason for the disjuncture between standards of good
testing practice and policymakers’ actions is that policymakers,
educators, and testing experts operate in very different worlds,
and each group has only a limited understanding of the others’
incentives, constraints, and day-to-day work. For many politi-
cians, this lack of understanding means that they are crafting
policies with limited knowledge of the nature of teaching and
learning and of the role of tests in measuring teaching and
learning. This limitation has been noted in a recent analysis of
the debate over the ESEA reauthorization. Members of Congress
with close ties to the education system or who themselves have
been teachers are skeptical of how much can be accomplished
with additional testing requirements. Those without firsthand
experience in schools argue that it is critical to be able to mea-
sure what students are learning, and that annual tests are the
way to do it and to achieve the ultimate goal of improving edu-
cational quality (Nather, 2001).

o TFinally, the relatively low cost of the standardized tests and the
low levels of investment that policymakers are willing to make in
education reform have accelerated the use of the tests for multi-
ple purposes and widened the rift between policy and standards
of good testing practice. Although most assessment policies are
part of larger reform strategies that include funding for student
remediation, curriculum and test development, and teacher
training, those funds are often insufficient to meet the demands
of new testing and accountability systems.

Because the cost of the tests themselves is relatively low ($3 to
$35 per student) and the tests seem to produce a lot of “bang for
the buck,” policymakers often underestimate the full costs of
preparing teachers to convey the requisite curriculum effectively
and of giving students adequate opportunities to learn it. The
problem of underinvestment is compounded by the tight time-
lines under which these systems typically have to be imple-
mented and show results. The potential effects of even reason-
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ably adequate funding is likely to be diminished if the time frame
is unreasonable. These funding and time pressures, then, work
against the development of separate tests for different purposes.

Despite their desire to move quickly and to use tests that are readily
available, policymakers have not been entirely unresponsive to the
concerns of testing experts and educators. Whether in response to
the criticisms of experts, the threat of lawsuits, or potential parental
and teacher backlash, some states, for example, have delayed full
implementation of high school exit exams or have lowered the score
required to pass them. However, anyone surveying the current ter-
rain of testing policy has to be struck by what appears to be a
widespread resolve by politicians at the federal, state, and local levels
to persist in their efforts to implement high-stakes testing and ac-
countability systems.

RECONCILING POLICYMAKING IMPERATIVES WITH GOOD
TESTING STANDARDS

Simply by virtue of the different worlds in which they work, a cultural
divide will always exist between policymakers and the testing and
measurement community. Even if that divide can never be bridged
entirely, it can be narrowed. Yet over the past decade, the two com-
munities seem to have moved farther apart in their views about stu-
dent testing and its uses. Reconciling political imperatives with good
testing standards requires that both policymakers and testing and
measurement professionals change their actions and worldviews. In
this conclusion, we describe how we believe they can move toward
this reconciliation.

Recommendations for Policymakers

Policymakers need to consider the full costs of the testing systems
they seek to implement. The most important of these costs results
from the need to provide every student who is subject to high-stakes
testing with adequate and appropriate opportunities to learn the
content of the tests. A realistic assessment of the human resource, fi-
nancial, and time investments necessary before most students can
be reasonably expected to have mastered the requisite content will
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likely slow the current rate at which high-stakes testing is imple-
mented.

Policymakers also need to persuade their constituents to be more
patient in their judgments about public education. This applies es-
pecially to the two-thirds of voters who have no school-age children
and little firsthand knowledge of schools. Persuading the public to be
patient will require evidence that schools are, indeed, responsive to
public expectations. However, another part of promoting patience
on the part of the public is convincing citizens that accountability is a
two-way street—schools cannot perform to community standards
unless the community meets its obligations to adequately support
the schools. Arguing against quick policy “fixes” is always difficult,
but the success of some political leaders suggests that it can be done.

Above all, narrowing the gap between political imperatives and test-
ing standards requires that policymakers are more accepting of the
limitations of tests and their potential uses. Like many myths con-
cerning public policy, the belief that assessments can provide unbi-
ased and comprehensive data about student achievement is an in-
fluential one (De Neufville and Barton, 1987). Policymakers and their
constituents want to believe that judgments about local schools and
individual students are based on information that is technically
sound and free of bias. These assumptions are even more critical
when some schools and students are rewarded and others are sanc-
tioned.

When policy creates winners and losers, policy decisions need to be
justified on what appear to be objective grounds. Therefore, even if
policymakers were to be more accepting of the limits of testing, they
would still need to replace the myth of the objective test with an
equally powerful one because “policymaking is about persuasion
and myths persuade” (McDonnell, 1994a, 413). Whatever that
replacement myth is, it will still have to serve the same public
function—facilitating the political accountability of schools and
allocating scarce resources in a seemingly fair and impartial way.
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Recommendations for Testing and Measurement
Professionals

Our recommendations for the testing and measurement community
are primarily words of caution, identifying the shortcomings of cur-
rent systems by noting what is not working and indicating where
harmful or unintended consequences are likely to occur.

The role of the critic is an honorable and appropriate one for schol-
ars, but the events of the past decade suggest that if testing experts
want their admonitions to be heeded, they may have to change their
strategies. Above all, they need to provide policymakers with alter-
natives to current testing regimes that are feasible and that address
the public’s desire for schools that are more accountable, responsive,
and effective. Just as it will be difficult for policymakers to accept the
limits of testing, it will be difficult for many members of the testing
and measurement community to move from the role of critic to the
role of system builder. Without compromising their own research-
based principles, they will need to accept that, in a democracy, the
authority for deciding the contours of a testing system rests with
elected officials, and that accountability to the electorate is as legiti-
mate a claim to authority as is scientific knowledge.

In the short term, the most effective strategy will probably be for
testing experts to identify changes that can be made to the existing
testing and accountability systems to make them reasonably consis-
tent with standards of good testing practice. In doing this, they will
need to take into account the political dimension. The tests must
provide information about students and schools that is valid, compa-
rable, and understandable to the public, and that can be used to
leverage and motivate the behavior of both educators and students.
And any system must produce tangible and credible results within a
reasonable time frame.

None of these changes will be straightforward or easy to accomplish.
However, one way to begin the process would be to combine the po-
litical and professional oversight of testing and assessment systems.
Often in state systems, these functions are separate: Expert panels
evaluate and advise on the technical aspects of a particular test,
whereas decisions about its uses are made independently, often by
state legislators. More closely integrating these two functions would
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allow each group to better understand the other’s values and con-
cerns and to deliberate about ways to accommodate their differing
perspectives. If viewing testing through a political lens tells us any-
thing, it is that political and professional perspectives must be rec-
onciled if students are to benefit from the hopes and expectations of
each group.



Chapter Six
IMPROVING TEST-BASED ACCOUNTABILITY

Laura S. Hamilton and Brian M. Stecher

e What do we know about test-based accountability systems?

e What are the steps we can take to improve the technical quality
of tests?

e How can we ensure that teachers’ classroom practices support
the goals of assessment programs?

e How can we integrate the perspectives of both politicians and
educators?

Test-based accountability has been a potent educational policy, and
research suggests that it has had a large impact on school and class-
room practice in just a short period of time. For example, the imple-
mentation of high-stakes testing has almost always led to increases
in test scores. If these increases reflect improved learning, they pro-
vide prima facie evidence of the effectiveness of the policy for im-
proving education. Moreover, in many cases, equal or even greater
gains have been realized among low-performing students than
among high-performing students, which suggests that test-based ac-
countability may increase equity. It is extremely rare to find pro-
grams or policies for which this is true.

But the overall judgment about test-based accountability is not quite
that simple. In some states, test score increases taper off after two or
three years, and it is difficult to sustain growth thereafter. In addi-
tion, scores on other tests designed to measure similar content do
not always give the same results as the high-stakes tests that are part
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of accountability systems. For a variety of reasons, students do not
seem to do as well on other tests that are designed to measure the
same things. So test-based accountability remains controversial be-
cause there is inadequate evidence to make clear judgments about
its effectiveness in raising test scores and achieving its other goals.

One of the reasons for the lack of simple answers and unambiguous
prescriptions about test-based accountability is that the goals of
these systems, their specific features, and the conditions under
which they are implemented vary from jurisdiction to jurisdiction.
Many design decisions must derive from an understanding of the lo-
cal context and the wishes and needs of the local stakeholders, and it
is unlikely that a single model of accountability could be designed to
fit every context.

Another source of complexity is the fact that accountability often re-
quires trade-offs among competing values. For example, policymak-
ers must balance the desire for more-reliable test scores (which de-
rive from longer tests) against the concerns of teachers and parents
that excessive classroom time is being consumed by testing.
Similarly, the desire to hold all schools and students to a common
standard typically results in the need to require larger test score gains
among low-scoring schools than among high-scoring ones. This ap-
pears to many to contradict the commitment to equitable treatment
of all students. Such tensions between competing desires were ap-
parent throughout this book, whether we were discussing test use,
test quality, testing effects, or the politics of testing.

At the present time, test-based accountability is a “work in progress”
and there are still technical, operational, and political challenges to
be overcome. Those states' that have already begun to implement
test-based accountability systems have experienced a variety of
problems as well as successes, and state policymakers and educators
are looking for ways to improve those systems. Those states that will
be developing accountability systems for the first time in response to
requirements in the recent No Child Left Behind (NCLB) legislation

1 - . « » . . .

In much of this discussion we refer to “states” as the units responsible for developing,
implementing, and revising accountability systems, but the issues we discuss are
equally applicable to other units including districts and the nation.
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have a loose framework to follow, but policymakers and educators
are looking for advice on all aspects of their systems.

Policymakers are keenly interested in ensuring that testing has posi-
tive effects on instruction and have instituted changes to address
some of the concerns raised by researchers and others. For example,
many states are implementing more-rigorous administrative controls
to standardize testing conditions and the handling of testing
materials to address concerns about security breaches. Similarly,
federal policymakers responded to researchers’ arguments about the
need for an independent measure of achievement to validate the
changes that occur in accountability tests by including National
Assessment of Educational Progress (NAEP) testing as a requirement
in NCLB.

So what do we recommend that policymakers do? Unfortunately, the
complexity of the issues and the ambiguity of the existing research
do not allow our recommendations to take the form of a practical
“how-to” guide for policymakers and practitioners. Rather, in the
following discussion, we alert policymakers to a variety of issues
whose resolution will lead to accountability systems that are more
likely to provide accurate and timely information to stakeholders
while fostering higher-quality instruction for students. Although
much of this advice relates to the design of accountability systems
and is therefore targeted primarily to state policymakers, many of the
issues we discuss are likely to be of interest to others who are in-
volved with carrying out the provisions of accountability systems. At
the end of this book, we list some additional resources, including a
new set of accountability system standards developed by the Center
for Research on Evaluation, Standards, and Student Testing
(CRESST), the Consortium for Policy Research in Education, and the
Education Commission of the States (Baker et al., 2002).

Our discussion is organized around the areas we discussed in previ-
ous chapters: technical quality, practice effects, and political consid-
erations. The guidelines in each area are presented in Table 6.1 and
elaborated on in the next sections.
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Table 6.1

Guidelines for Improving Accountability Systems

Treat a Test-Based Accountability System as Dynamic and Flexible

Change test items regularly so that individual items do not become too familiar to
teachers and test-takers

Consider major system upgrades to take advantage of new designs or enhancements
when past practices become obsolete

Monitor and Improve Technical Quality

Conduct ongoing evaluation of technical quality to ensure that the systems continue
to meet the needs of students, educators, policymakers, and the public

Incorporate multiple measures and multiple formats to reduce the risk of making
incorrect decisions

Incorporate findings from cognitive psychology to ensure that tests reflect (1) the way
students learn and demonstrate competence and (2) the system’s instructional
goals

Collect and maintain rich student-level data that allow tracking individual students
over time

Adopt stable statistical indicators that reflect real differences in student achievement
and minimize measurement and sampling errors

Design Systems That Have Positive Effects on Practice

Align teacher professional development and curriculum with standards and assess-
ments so that teachers understand and support the system’s goals and respond with
effective classroom practices

Conduct ongoing research and evaluation of effects on practice to guide school
reform efforts

Clarify the desired balance between accountability purposes and instructional
purposes as a basis for making decisions among competing demands

Create incentives that promote desired goals, thus taking advantage of the strong
response that high-stakes testing elicits from schools and teachers

Consider each policy’s potential effects on equity to improve the performance and
opportunities of students who have traditionally experienced low levels of academic
success

Consider the Political Context

Facilitate integration of political and professional perspectives to remove obstruc-
tions to progress and build better tests and accountability systems

Incorporate parents’ perspectives to make sure that accountability systems
provide the information needed for more-effective parental involvement and
decisionmaking

Explore costs and benefits of alternative approaches in order to make well-informed
decisions
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FIRST, SOME GENERAL ADVICE

We believe that an accountability system should be dynamic, not
static; that is, it should be subject to ongoing review and revision. It is
easy to understand why policymakers might fall into the trap of al-
lowing a large-scale testing program to operate for years without
modifications. Considerable effort is necessary to enact and imple-
ment an accountability system, and once the system is operational
there is a natural tendency to move on to other matters.
Furthermore, the desire to make scores comparable over time affords
a strong rationale for leaving things as they are. Nevertheless, we be-
lieve that an accountability system needs regular maintenance and
periodic upgrades. For example:

e Test items should be changed according to a regular cycle so in-
dividual questions do not become too familiar to teachers and
test-takers.

e Major accountability system upgrades should be considered
when new designs or enhancements make past practices obso-
lete. For example, item response theory (IRT)* permitted better
test development and scoring for large-scale tests, and many
testing programs have incorporated IRT models into their devel-
opment process.

At the same time, accountability system upgrades should be done
only when warranted and in a way that promotes coherence rather
than confusion. Too-frequent changes in testing and accountability
policies may lead to a system that provides inaccurate information
and that leaves practitioners unsure about what the system’s goals
are. Our suggestions are based on what is currently known about
test-based accountability and will undoubtedly need to be refined as
new evidence accumulates.

2 . . . .
Item response theory is an approach to modeling the relationship between perfor-

mance on a test item and proficiency on the underlying construct the test is designed

to measure. IRT is commonly used to analyze and produce scores on large-scale tests.
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IMPROVING TECHNICAL QUALITY

In this section, we present advice about ways to ensure adequate
quality of information from test-based accountability systems. There
is some overlap between issues that are relevant to technical quality
and issues that are relevant to practice (which are discussed in the
next section). For example, the use of multiple measures not only
changes the quality of the information, but also provides a different
set of incentives than when a single test form is used. It is less impor-
tant how these issues are classified than that they are brought to the
fore.

Conduct Ongoing Evaluation of Technical Quality

To ensure that an accountability system continues to meet the needs
of students, educators, policymakers, and the public, it must include
a monitoring function that provides periodic reports on how well the
system is working. Regular assessments of technical quality should
be conducted to examine the reliability and validity of student
scores, school aggregate scores, student gains, and school gains.
These assessments should go beyond the technical studies that are
part of most existing programs. In particular, the inclusion of an
audit mechanism can be a useful approach for evaluating the validity
of scores and changes in scores over time. This would involve peri-
odic administration of a test that is designed to measure constructs
similar to those measured by the accountability tests but that does
not resemble the accountability test too closely. The test should be
one for which good technical quality has been demonstrated and
that is judged to be sufficiently aligned with local or state standards.

There are a number of approaches to incorporating audit testing that
would not require a great increase in testing time or costs. Because
the audit test results would not be used for making decisions about
students or schools, it may be feasible to administer the test to a
sample of students, or to administer different parts of the test to dif-
ferent students. To make the best use of audit test results, efforts
should be made to disseminate them broadly in ways that will en-
hance stakeholder understanding of the information they contain.

At the same time, it is important to recognize that there are no clear-
cut rules regarding how an audit testing system should be designed
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or how differences in trends should be interpreted. Although we dis-
cussed some earlier work in which scores and trends on account-
ability tests and audit tests were compared, it is difficult to interpret
these findings because we do not know what a reasonable level of
discrepancy is. We would not expect to see perfect correspondence
because of differences in the scope of coverage and the specific fea-
tures of the items, but the existence of very large discrepancies raises
concerns. Additional research is needed to identify the elements of
performance on tests and how these elements map onto other tests,
and to understand the nature of discrepancies among scores on dif-
ferent tests. A framework developed by Koretz, McCaffrey, and
Hamilton (2001) provides a starting point for this work.

Research is also needed to understand what kinds of audit mecha-
nisms are most effective. In particular, we need to determine how
closely the audit test should resemble the accountability test in order
to provide a valid measure without itself being susceptible to the fac-
tors that lead to score inflation on the accountability test.

Another part of the interpretive question is the need to gather infor-
mation in other subject areas to portray a more complete picture of
achievement. The scope of constructs that have been considered in
research to date has been fairly narrow, focusing on the subjects that
are part of the accountability systems that have been studied. Many
legitimate instructional objectives have been ignored in the literature
to date, even though critics of test-based accountability have ex-
pressed concern about the effects of those systems on subjects that
are not tested.

Exploring ways in which these systems affect proficiency in the arts,
acquisition of social skills, and even performance in the core aca-
demic subjects of science and social studies (particularly in states
that do not include these subjects in their testing programs) would
contribute to states’ understanding of the effects of test-based ac-
countability on student achievement. In states such as California, for
example, where science and social studies are currently not tested
until the ninth grade, administering achievement tests in these sub-
jects to one or more elementary or middle school grades could pro-
vide important information regarding possible deleterious effects of
reading and mathematics testing on achievement in nontested sub-
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jects. These results could then be used to help policymakers adjust
the state’s accountability policies where necessary.

Incorporate Multiple Measures and Multiple Formats

Although published standards for high-stakes testing make it clear
that decisions about individuals or institutions should be based on
multiple measures of performance (American Educational Research
Association, 2000), there is no agreement about how to implement
this standard. The purpose of the multiple-measures recommenda-
tion is to reduce the risk of making incorrect decisions due to the
limitations of test scores, including measurement error. However,
systems that do include more than a single test vary in the degree to
which they are consistent with the spirit of the professional stan-
dards. For example, a system in which decisions are conjunctive (i.e.,
the student must pass every one of a set of tests) is less consistent
with those standards than one that is compensatory (i.e., informa-
tion is combined such that high performance on one test compen-
sates for low performance on another) because in the former system
a single low test score may result in a negative consequence for a
student.

Furthermore, the use of multiple measures may improve the validity
of the system by assessing a broader range of outcomes and reducing
the likelihood of excessive narrowing of the curriculum. Although
most states still rely on test scores alone rather than incorporating
other information into accountability decisions, multiple measures
can also include nontest information. In most states, improved data
systems are needed before nontest indicators, such as graduation
rates, can be included. States should continue to explore options for
including nontest information, especially to the extent that such in-
formation reflects important goals or values of the public education
system.

Alternatives to Single-Form Tests. States should also explore alter-
natives to the single-form test that is commonly used. At a minimum,
states should change the items that are administered each year to
avoid the most severe types of score inflation. A more ambitious op-
tion is matrix sampling of items to increase coverage and, perhaps, to
enable multiple-item formats (e.g., multiple-choice, short-answer,
essay) to be incorporated into the testing system. Some states already
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include short-answer and essay questions in their accountability
testing, and others will be considering including such items as they
seek to develop new tests that reflect their state standards.

Taking Advantage of Information Technology. Another option
would take advantage of the increasing presence of information
technology in schools and classrooms by administering computer-
ized tests. As discussed in an earlier RAND report (Hamilton, Klein,
and Lorie, 2000), computers make it possible to administer tests that
are adaptive—i.e., adjusted to the proficiency level of the examinee—
and that incorporate novel item formats that are not feasible or are
overly costly in the absence of technology.

Computerized adaptive testing, or CAT, offers several advantages over
current paper-and-pencil methods, including reduced testing time,
enhanced security, and more rapid reporting of results. The adaptive
nature of the tests, and the availability of a large pool of items, enable
tests to be administered multiple times throughout the year, and fa-
cilitates measuring growth, accommodating assessment to individ-
ual student needs, and integrating assessment with instruction.
Computers also offer an opportunity to revolutionize the way in
which testing is done (Bennett, 1998). For example, multimedia
technologies permit the inclusion of film and audio in addition to
written artifacts in a history exam. A number of issues need to be ad-
dressed to ensure appropriate and fair implementation of computer-
based assessment, but the time appears ripe for an exploration of
technology’s role in test-based accountability systems.

Incorporate Findings from Cognitive Psychology

There is increasing acknowledgment of the importance of developing
tests that have good measurement properties but that also tap ap-
propriate cognitive processes. While important for instructional
feedback purposes, this may be even more critical in the context of
test-based accountability systems that are intended to drive instruc-
tion. The National Research Council’s Committee on the
Foundations of Assessment, in its report Knowing What Students
Know (2001), described three pillars on which assessments should
rest: a model of how students represent knowledge and develop
competence, tasks that allow one to observe students’ performance,
and an interpretation method for drawing inferences from these ob-
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servations. The report argues that the first pillar—a model of learn-
ing—is insufficiently developed in most large-scale testing systems,
and that most existing tests fail to measure several important aspects
of learning, such as students’ organization of knowledge or use of
problem-solving strategies. This may arise in part from a long-
standing schism between the fields of psychometrics and cognitive
psychology, which has resulted in insufficient levels of collaboration
among members of both fields (Glaser, 2001).

Assessment development should be guided by advances in both
cognitive sciences and psychometric theory, and should be informed
by input from cognitive researchers, testing experts, curriculum ex-
perts, educators, and policymakers. A model of learning should guide
the development of both the test and the standards that communi-
cate what students are supposed to accomplish. As states select mea-
sures for use in their accountability systems, they should keep these
issues in mind and seek input from experts in cognitive psychology
who can help them evaluate existing tests or develop new ones that
are aligned with the kinds of instructional goals the system is in-
tended to promote.

Part of states’ ongoing evaluation efforts could include cognitive
analyses of test items, using, for example, student interviews and
think-aloud protocols (see Chapter Three). Such data could help test
developers ensure that tests are tapping the kinds of skills and pro-
cesses that they are intended to assess. Although taking these steps
does not guarantee that tests measure what they are supposed to
measure, they can provide important validity evidence to guide de-
cisions and interpretation of results.

Collect and Maintain Rich Student-Level Data

Although most states administer tests that produce reliable scores for
students, few states maintain the necessary data to track individual
students’ progress over time. By developing a data system that in-
cludes linked student-level data along with student and school char-
acteristics, states would be able to address problems of student
mobility. Such data also enable states to conduct analyses of
achievement growth among different groups of students and would
facilitate the kind of evaluative work discussed above. Although
many states currently report results separately for subgroups of the
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student population, the lack of direct measures of growth sometimes
makes them difficult to interpret.

States should also conduct ongoing analyses of the performance of
groups whose members may not be numerous enough to permit
separate reporting. English-language learners and students with dis-
abilities are increasingly being included in high-stakes testing sys-
tems, and, as discussed in Chapter Three, little is currently known
about the validity of scores for these groups. Data for these students
should include information about their level of performance on pre-
viously administered tests as well as their level of performance in
their instructional program, their specific disability classification (in
the case of the latter group), and the testing accommodations, if any,
that were given to them.

Although we argue for the importance of tracking the performance of
different groups of students, it may not always be desirable to estab-
lish separate growth targets for each of these groups. The analyses
reported by Kane and Staiger (2002) revealed that subgroup perfor-
mance requirements increase the probability that measurement er-
ror in the test scores will prevent a school from meeting its account-
ability targets, and that diverse schools suffer from this problem the
most. When subgroup requirements are included in accountability
policies, as they are in NCLB, attention must be paid to the validity
and reliability of the test-score information and the effects of the in-
centive system on students and schools.

Adopt Stable Statistical Indicators

Many states have experienced large fluctuations in school test scores
from one year to the next that may threaten the credibility of their
accountability systems in the eyes of educators and the public. For
example, Maryland officials delayed the release of elementary and
middle school scores in 2001 due to “wild swings” in scores (Libit,
2001). They were concerned that the changes were indicative of a
mistake in their scoring and reporting system or that the changes
were the result of school behaviors that the public would find unrea-
sonable. As a result, they held up release of the scores while they in-
vestigated both possibilities.
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Large annual increases or decreases in scores are generally accept-
able if they can be traced back to identifiable causes and if these
causes are clearly communicated to the public when the scores are
released. They undermine the accountability system if they appear to
occur for no reason. Such unreasonable changes cause the public to
lose faith in the system and they may cause educators to worry about
their own effectiveness. School staff members are likely to find it dif-
ficult to sustain any reform effort if they see their school’s scores
bounce around wildly from one year to the next. Unfortunately, there
is a enough variability in school scores due to measurement error in
the tests and changes in the population of students from one year to
the next to cause large fluctuations in scores. Kane and Staiger (2002)
calculated that 50 to 80 percent of the variation in school-gain scores
was due to “non-persistent” factors such as sampling variation
between cohorts of students. The problem of volatility is most severe
for small schools. Therefore, there are certain to be large changes in
some schools’ scores that are unrelated to curriculum and
instruction. This can have negative repercussions for the account-
ability system.

One way to reduce the volatility in annual scores is to base account-
ability decisions on two or more years of data rather than on a single
year. Kentucky uses this approach, taking the average of two consec-
utive years as the indicator of growth. New two-year calculations are
made each year to provide an annual indicator that is based on a
more stable two-year average.

Another way to make changes in scores more stable is to base them
on data from the same group of students, i.e., remove transient stu-
dents and graduating students from the computation. This approach
has shortcomings because it may exclude large numbers of students.
However, these shortcomings may be offset by the advantages of
having less volatile and more interpretable scores. To the extent that
current knowledge permits, educators and policymakers should try
to design accountability indicators that are maximally reflective of
real differences and minimally reflective of measurement and sam-
pling errors.
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DESIGNING SYSTEMS THAT HAVE POSITIVE EFFECTS ON
PRACTICE

This section describes ways to design accountability systems that are
likely to lead to improvements in instruction while minimizing
changes that inflate scores. We offer broad guidelines that should
help states adopt systems that will promote their goals.

Conduct Ongoing Research and Evaluation of Effects
on Practice

Earlier, we discussed the importance of an evaluative function in
state testing programs. In addition to monitoring the technical qual-
ity of tests, states should evaluate the consequences of the system for
school and classroom practice. Information about changes in
teaching is relevant to the previous discussion of the validity of
scores in tested and nontested subjects, and it is also important for
its own sake. As we have noted previously, if teachers focus instruc-
tion on features of a test, such as specific question formats, then test
scores may rise while student understanding of the underlying con-
cepts remains unchanged. In addition, information about instruction
and its relationship to student outcomes can help guide school re-
form efforts. It would be especially helpful to know what changes in
instruction are made in response to different kinds of information
and incentives. In particular, we need to know how teachers inter-
pret information from tests and how they use it to modify instruction.

A variety of indicators may be designed to understand how schools
and teachers respond, and to examine possible negative effects, such
as inappropriate narrowing of the curriculum. These may include
teacher or principal questionnaires, classroom observations, and the
collection of artifacts such as lesson plans in both tested and non-
tested subjects. Because the methods that are most likely to provide
valid information (e.g., classroom observations) are also likely to be
expensive, a tiered data collection approach may be most effective.
For example, observations could be conducted in a small, random
sample of classrooms, with artifacts collected in a larger sample and
questionnaires administered to an even larger group.
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Align Teacher Professional Development and Curriculum
with Standards and Assessments

Perhaps one of the best ways to promote desired responses on the
part of teachers is to ensure that they understand and support the
goals of the assessment program. Under pressure to raise scores,
teachers are likely to make use of whatever information is available
to them in their efforts to improve student achievement on the high-
stakes test. Some of this information is likely to come from the test it-
self, and may lead to inappropriate focus on a particular set of items
or item types. It is possible that this excessive emphasis on the test
could be mitigated through efforts by the state to communicate the
standards and goals of the test to teachers so that they have a clear
sense of where they should be going. Publishing clear content stan-
dards is part of this, but states should do more than what most are
currently doing to ensure that teachers understand and use the stan-
dards in their instruction.

Providing curriculum materials that support the goals of the assess-
ment program is one important step states or districts can take. This
is especially likely to be successful if teachers become convinced that
they can raise scores by following the curriculum and that they do
not need to focus on a particular test. Efforts to build tests that reflect
important cognitive processes, as we discussed earlier, need to be
accompanied by efforts to ensure that teachers understand these
processes so that they can incorporate them into their instruction,
and this includes providing materials and curricula that support
these goals.

States or districts should also offer professional development that is
carefully designed to promote the desired skills and knowledge, and
it should be offered on an ongoing basis to both new and experi-
enced teachers. This professional development could take a number
of forms, including activities that directly support the accountability
system. For example, in several states and districts, teachers partici-
pate in scoring open-ended assessment items, and in our experience,
many teachers find that this activity is extremely beneficial profes-
sionally.

This advice is consistent with the idea of systemic reform, in which
all components of the education system are aligned to promote
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common goals (Smith and O’'Day, 1991), but we would argue even
more strongly than most systemic reform advocates for the direct in-
volvement of teachers in the process of developing, implementing,
scoring, and using the results from high-stakes tests. It seems clear
that aligning the components of the system and providing appropri-
ate professional development should, at a minimum, increase teach-
ers’ political support for test-based accountability policies while also
mitigating some of the concerns that teachers and their representa-
tives have expressed. Although there is no empirical evidence to
suggest that this strategy will reduce inappropriate responses to
high-stakes testing, such as excessive test preparation, being better
informed about the development and use of tests is likely to make
teachers more responsive to these concerns. Additional research
needs to be done to determine the importance of alignment for pro-
moting positive effects of test-based accountability.

Clarify the Desired Balance Between Accountability Purposes
and Instructional Purposes

One of the most problematic trade-offs arises from the desire for
tests that function as effective tools of accountability while also
providing instructional feedback to teachers. Given many teachers’
perceptions that testing takes up large amounts of class time, it is
natural that they would want those tests to provide data that could
be used to improve instruction. However, it is important to keep in
mind that requiring tests to serve multiple purposes sometimes
results in a reduction in the utility of the test for any one of those
purposes. The constraints of current large-scale testing systems
make it difficult to design tests that have the features necessary to
make them instructionally useful—e.g., prompt reporting of results
or material tied closely to the curriculum of a given school or
classroom—and that also meet the technical criteria necessary for
high-stakes accountability purposes. It is important that states clarify
the purpose of their testing programs as a basis for making decisions
among competing demands and that they monitor the degree to
which the tests are serving that purpose.

The guidelines published by the Commission on Instructionally
Supportive Assessment (2001) represent a recent effort to promote
the use of tests that serve both accountability and instructional pur-
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poses. The Commission notes that some of its recommendations, if
implemented piecemeal, could threaten the validity of tests for large-
scale accountability purposes. For example, states that follow its rec-
ommendations to limit accountability tests to a relatively small
number of standards must also follow its later recommendation to
enact a policy to keep teachers from narrowing the curriculum. To
accomplish this, states may wish to provide teachers with optional
classroom assessments that align with nontested content standards.
If this is done, states should monitor teachers’ use of the optional as-
sessments and perhaps adopt an audit testing mechanism that
would provide information on the effects of the system on content
that is not part of the accountability tests.

Create Incentives That Promote Desired Goals

The one consistent theme in the existing research is that high-stakes
tests elicit strong responses from schools and teachers, although
there is disagreement about the nature of those responses and
whether they are on balance beneficial or harmful. It is clear from the
earlier discussions in this book that we currently do not know
enough about test-based accountability to design a system that is
immune from the problems we have discussed, and it is unlikely that
such a system will ever exist. We do know, however, that the specific
features of accountability systems influence responses, and it may be
possible to develop a system with features designed to maximize de-
sirable responses and minimize undesirable ones. States should con-
sider the likely effects of their decisions about performance levels,
annual progress targets, test formats, and other features of their
testing programs on teacher and administrator behaviors.

As an example, consider the use of performance levels determined by
cut scores. In a system that categorizes students as proficient or not
proficient (i.e., whether their score is above or below a single cut
score), teachers who want to maximize improvement on the ac-
countability index should focus their instructional efforts on those
students whose performance is slightly below the cut score. Because
improvement in such a system is determined by the number of stu-
dents who move from one side of the cut score to the other, focusing
on those students is the most effective way to improve the school’s
standing.
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By contrast, in a system that does not use cut scores but instead uses
the overall average scores to make accountability decisions, upward
movement of students at any point in the score scale will improve
the school’s standing. Some current systems are designed with these
broad incentives in mind. California’s Academic Performance Index
(API), for example, categorizes students into five performance levels
(or “bins”) from the low end to the high end of the distribution so
that movement throughout the score scale would affect the API. In
addition, the system places greater weight on movement at the lower
end of the score scale so that teachers and schools have a somewhat
stronger incentive to focus on low-performing than on high-
performing students. As this example illustrates, decisions about
whether to use cut scores, how many to use, and where to place them
affect the nature of the incentives in an accountability system and
may directly affect the ways in which teachers and schools allocate
their instructional resources.

Incentives are also influenced by the format of the test (e.g., inclu-
sion of essay exams is likely to result in greater attention being paid
to teaching writing), the frequency of administration, and the nature
of the consequences attached to performance.

The way in which systems of rewards and sanctions are designed is
especially important. For example, some states and districts that re-
ward teachers have chosen to base decisions on performance at the
school level, so that all teachers within a school receive the same re-
ward. This policy is intended to motivate teachers to work together
toward common goals and to prevent the dissension that may result
when teachers feel they are competing with their colleagues. In addi-
tion, schools sometimes create their own incentives, such as pizza
parties for students, that are not part of the formal accountability
system.

States need to carefully consider the objectives they are trying to
achieve—e.g., whether reducing gaps among high- and low-scoring
students is important, or whether it is sufficient to achieve improve-
ment for all students—and then design an accountability system
with features that are likely to help them reach these objectives. They
must also ensure that incentives for students and incentives for edu-
cators are coordinated so that teachers are not held accountable for
scores on tests on which students may not be motivated to perform,
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and so that students are not held accountable for learning material
that teachers may not present to them. At the same time, states must
recognize that they cannot completely control the incentive system
or how students, teachers, and administrators will respond to it.

Consider Each Policy’s Potential Effects on Equity

One of the driving forces behind current testing reforms is a desire to
improve the performance and opportunities of students who have
traditionally experienced low levels of academic success. Account-
ability systems have been applauded for reducing performance gaps
among racial/ethnic groups and for setting high standards for all
students. As we have discussed, however, simple inspection of scores
on the accountability test may provide misleading information about
actual improvement. Furthermore, it may mask differences in stu-
dents’ exposure to curriculum or opportunities to learn. As states
monitor their accountability efforts, and as they consider adopting a
new policy or practice, they should pay particular attention to issues
of equity.

We are unable to offer clear-cut guidance on how to ensure equity,
however. Questions remain about the actual effects on low-scoring
students and about possible negative consequences of test-based ac-
countability policies on the resources and opportunities provided to
students from impoverished backgrounds. There are concerns about
school-level accountability—e.g., whether schools in poor neighbor-
hoods will be disproportionately excluded from rewards or affected
by sanctions. Other questions concern individual students—whether
high school exit exams will result in greater dropout and retention
rates among some groups of students, or whether English-language
learners and students with disabilities will be harmed by an emphasis
on standardized test scores.

There is some limited evidence that educators’ responses to test-
based accountability vary according to the characteristics of their
student populations, with teachers of poor and minority students
most likely to engage in excessive test preparation (McNeil and
Valenzuela, 2000). And, as we discussed earlier, the practice of
requiring separate groups to meet targets may actually result in
reduced chances for rewards at ethnically diverse schools (Kane and
Staiger, 2002). These and other studies suggest there is a need for
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attention to equity considerations, but the larger questions of
whether test-based accountability enhances equity, and what
specific policies do this most effectively, remain unanswered. Equity
should be a major focus of future research efforts.

POLITICAL CONSIDERATIONS

This section is brief because there is very limited evidence to guide
thinking about political issues. However, the viability of the ambi-
tious accountability plans that have been put forth requires support
from a variety of stakeholders, so consideration of the political envi-
ronment is crucial.

Facilitate Integration of Political and Professional
Perspectives

In Chapter Five, we discussed some of the political aspects of test-
based accountability. One primary source of tension surrounding
these systems arises from the fact that members of different stake-
holder groups often have very different goals for what accountability
systems should accomplish. Furthermore, they sometimes use dif-
ferent language to describe their concerns, making effective com-
munication difficult. All stakeholders in public education, including
policymakers, technical experts, and parents, should be sensitive to
these different points of view, but the burden of understanding falls
most directly on those charged with making and implementing pol-
icy. Policymakers need to go out of their way to make their messages
clear and to understand the information that they are being pro-
vided. At the same time, members of the technical measurement
community must move beyond the role of critic and provide sugges-
tions for alternatives to current accountability approaches.

To facilitate these objectives, states could staff their assessment of-
fices with people who are adept at interacting with members of these
various groups (e.g., technical experts who understand the concerns
of policymakers and parents), and involve them in communication
outreach efforts. These same concerns relate to the score reports that
are generated by the testing program. States must be extremely
careful in how they communicate test results to the public so that
expectations are realistic and appropriate. Perhaps above all, stake-
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holders need to understand the limitations of current tests as indica-
tors of school or student success, and must understand their own
roles in ensuring that schools, teachers, and students have the neces-
sary resources to improve their performance.

Incorporate Parents’ Perspectives

A stakeholder group that has been largely ignored in research to date
is families, particularly the parents and guardians who are responsi-
ble for making decisions about their children’s education. Although
teachers are often considered the primary targets of accountability
policies, parents are perhaps an equally critical stakeholder group
because of the profound effects their actions (e.g., how much they
read to their children or what steps they take to help their children to
overcome academic difficulties) have on student learning.

To ensure that test-based accountability is serving the needs of par-
ents, policymakers need to be attentive to the parents’ needs and
concerns. For example, do parents want information about test score
levels, test score gains, or both? Are they interested in a broader
range of measures than is currently included in school reports? What
do they believe test score gains tell them about what and how much
their children are learning? A better understanding of how parents
interpret test-score information and what kind of information would
be most informative to them would help educators and policymakers
design more-effective systems and increase public support for those
systems.

It is also important to understand the role of parents in student test-
ing and the decisions parents make as a result of test-score informa-
tion. How do they help their students prepare? To what extent do
they make use of various test-preparation resources? How do they
use test-score data to make decisions about where to send their chil-
dren to school, particularly in choice-based systems? And to what
extent does the publication of test-score data or the provision of re-
wards and sanctions affect parents’ efforts to influence education
policies and practices and their children’s schools? Parental support
is critical for ensuring that test-based accountability accomplishes its
objectives, and efforts need to be made to ensure that the parent per-
spective is part of the deliberative process.
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Explore Costs and Benefits of Alternative Approaches

Policymakers need to be attentive to the costs (both expenditures
and opportunity costs) that accountability systems impose on states,
schools, and students. The cost issue consists of three related ele-
ments: (1) assessing the true costs of various testing alternatives, (2)
comparing costs and benefits, and (3) designing new alternatives
that reflect realistic cost-benefit compromises. All three of these ele-
ments involve subjective judgments and thus have political dimen-
sions.

Almost all of the advice we have offered to this point for improving
accountability systems will result in added costs to the state and to
local schools (in the form of time being taken away from other activ-
ities). To date, few states have been willing to absorb what they per-
ceive to be the additional costs of such improvements. Yet, this point
of view may be shortsighted. First, we do not have an accurate as-
sessment of the additional costs. In most states, any proposal for new
expenditures faces an uphill battle. However, many of these recom-
mended reforms are relatively inexpensive in comparison with the
total cost of education. This equation is seldom examined. Second,
few people have given adequate attention to the long-term benefits
of better accountability systems. If student achievement improves
and negative consequences are avoided, the net result may be a low-
ering of total educational costs over time.

Part of the reason these issues are rarely considered may be that no
one has produced a good estimate of the cost of an improved ac-
countability system in comparison with its benefits. There have been
some attempts to estimate the costs of various types of testing. For
example, Stecher and Klein (1997) estimated the cost of conducting
hands-on science performance assessments that produced reliable
individual scores at $60 to $80 per student. This may represent a rea-
sonable upper limit for subject-matter testing because science per-
formance assessments are among the most complex tests to develop,
administer, and score. Hoxby’s (2002) analysis suggests that the costs
of accountability systems that use more-traditional forms of testing
are lower than most critics believe, even when they incorporate
quality assurance procedures such as proctors and frequent changes
in test form.
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Nevertheless, our knowledge of the costs of alternative accountabil-
ity systems is still somewhat limited. Policymakers need to know how
much it would cost to change their current systems to be responsive
to criticisms such as those described in this book. These estimates
need to consider all of the associated costs, including possible op-
portunity costs associated with increased testing time and increased
test preparation time.

Furthermore, if high-stakes outcomes for students continue to in-
crease, we need to understand the costs imposed on families by
these systems; e.g., how much money is spent on test preparation
materials by parents who are worried about whether their children
will graduate or be promoted? Ongoing estimates of these various
costs should be incorporated into states’ evaluation systems.

Over time, by aggregating cost information for different kinds of sys-
tems, we may acquire a better sense of the true costs imposed by
test-based accountability. This is a necessary condition for making
the difficult cost-benefit comparisons described above. It is also im-
portant to take a long-term view when thinking about expanding ac-
countability systems. A long-term agenda that includes periodic
audit testing, item refreshment, assessments of other subjects, and
other checks on the system might go a long way toward optimizing
the system while keeping costs at a reasonable level.

CONCLUSION

The primary goal of most education reforms is the improvement of
student learning. The current popularity of test-based accountability
systems stems from the widespread belief that setting clear goals and
providing incentives will lead to improved achievement. Existing re-
search has been very helpful in identifying limitations in current test-
based accountability systems that can inform future accountability
efforts.

This chapter offered research-based advice for policymakers and
practitioners who are charged with designing or improving account-
ability systems. Above all, the discussions in this chapter indicate
that the details of how an accountability system is implemented do
in fact matter. Much of the policy debate has assumed that account-
ability is either an effective or a dangerous approach for reforming
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education, but as with all reforms, the truth is not that simple. The
specific features of an accountability system are likely to have a
tremendous effect on the degree to which that system promotes de-
sirable outcomes.

However, there is still much about these systems that is not well un-
derstood. Lack of research-based knowledge about the quality of
scores and the mechanisms through which high-stakes testing pro-
grams operate limits our ability to improve these systems. As a result,
our discussions also identified unanswered questions that should be
raised when legislators enact new accountability requirements, when
state departments of education contract with test developers or de-
sign new testing systems, and when the public is asked for input on
educational testing policy.

It may not be possible for states to undertake the research that is
needed to answer all these questions on their own, but they can play
an important role in the research process. Past research on account-
ability has had to overcome a number of obstacles, including lack of
access to good data, lack of access to the tests themselves, and an
unwillingness among many politicians and policymakers to support
further research on an approach that they have already decided is ef-
fective. However, if efforts are not made to understand ways to im-
prove test-based accountability, it is likely that many of the negative
effects we have discussed will become more pronounced and will re-
duce public support for accountability policies.

With the help and encouragement of state policymakers, future re-
search can elucidate the mechanisms though which test-based ac-
countability ultimately affects student learning. Future research can
also identify ways in which the benefits of these systems can be
maximized while the negative consequences are minimized, if not
eliminated altogether.

Educators, policymakers, and researchers should take a two-pronged
approach to improving the quality of test-based accountability sys-
tems: Incremental improvements to existing systems, based on cur-
rent research on testing and accountability, should be combined
with long-term research and development efforts that may ultimately
lead to a major redesign of these systems. Success in this endeavor
will require the thoughtful engagement of educators, policymakers,
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and researchers in discussions and debates about tests and testing
policies.



RESOURCES

A number of academic and research institutions conduct work on
test-based accountability and a number of other organizations have
published information on the subject. It is impossible to list every re-
source here, but the following are some good places to start on the
Web for information on the subject.

RESEARCH ON ASSESSMENT AND ACCOUNTABILITY

The National Center for Research on Evaluation, Standards, and
Student Testing (CRESST) is a partnership that includes the Univer-
sity of California, Los Angeles; the University of Colorado; Stanford
University; RAND; the University of Pittsburgh; the University of
Southern California; the Educational Testing Service; and the Uni-
versity of Cambridge, United Kingdom. CRESST conducts and
disseminates research that focuses on the assessment of educational
quality and provides assessment resources to parents, policymakers,
and others. The CRESST Web site is at: http://www.cse.ucla.edu

e The CRESST site also provides a glossary of commonly used
measurement terms, which can be found at: http://www.cse.
ucla.edu/CRESST/pages/glossary.htm

e CRESST, in collaboration with the Consortium for Policy
Research in Education and the Education Commission of the
States, recently published the Standards for Educational
Accountability Systems. The standards can be found at:
http://www.cse.ucla.edu/CRESST/Newsletters/polbrf54.pdf

145



146 Making Sense of Test-Based Accountability in Education

The Consortium for Policy Research in Education (CPRE) conducts
research to improve education policy and practice. It includes five
partner institutions: the University of Pennsylvania, Harvard
University, Stanford University, the University of Michigan, and the
University of Wisconsin-Madison. The CPRE Web site can be found
at: http://www.cpre.org

e Included in CPRE’s work on accountability is a summary of each
of the states’ policies, “Assessment and Accountability Systems,
50 State Profiles,” which can be found at: http://www.cpre.org/
Publications/Publications_Accountability.htm

The American Educational Research Association (AERA) is a
professional organization for researchers who study education. Its
primary goal is to advance education research and the practical
application of that research. The organization publishes several
professional journals as well as books, policy statements, and other
products. The AERA Web site is at: http://aera.net/

e AERA’s Position statement on high-stakes testing in pre-K-12
education is available at: http://aera.net/about/policy/stakes.
htm

e AERA, in conjunction with the National Council on Measure-
ment in Education and the American Psychological Association,
publishes the Standards for Educational and Psychological
Testing, which is available for purchase at: http://aera.net/
products/standards.htm

SUMMARIES OF STATE ASSESSMENT AND
ACCOUNTABILITY SYSTEMS

Several organizations have summarized features of state systems,
and some have published evaluative information on the quality of
standards and assessments. One of these sites, CPRE, is listed above.
The following Web sites provide the results of some other efforts:

American Federation of Teachers (AFT), AFL-CIO, Making Standards
Matter is at: http://www.aft.org/

Council of Chief State School Officers (CCSSO), State Education
Accountability Reports and Indicator Reports: Status of Reports Across
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the States—2000 can be found at: http://www.ccsso.org/pdfs/
AccountabilityReport2000.pdf

Education Commission of the States is at: http://www.ecs.org

e This site includes the report No State Left Behind: The Challenges
and Opportunities of ESEA 2001 at: http://www.ecs.org/ecsmain.
asp?page=/html/special/ESEA_main.htm

Education Week Quality Counts report (search for “Quality Counts”)
is at: http://www.edweek.org

Thomas B. Fordham Foundation Standards Testing and Account-
ability is at: http://www.edexcellence.net/topics/standards.html

OTHER RESOURCES

The U.S. Department of Education’s Web site provides information
on and links to publications, programs, legislation, and other initia-
tives, such as the following two program sites. The department’s Web
site is at: http://www.ed.gov/index.jsp

e Information on the No Child Left Behind legislation can be found
at: http://www.nochildleftbehind.gov/

*  The Nation’s Report Card from the National Center for Education
Statistics, National Assessment of Educational Progress, can be
found at: http://nces.ed.gov/nationsreportcard/

The National Center for the Improvement of Educational Assessment
(also called the Center for Assessment) supports states and districts
in their efforts to design and implement accountability systems. The
organization provides a number of services including technical assis-
tance and monitoring, and its Web site includes publications that
can be downloaded. The center’s Web site is at: http://www.nciea.
org/index.html

Achieve, Inc., founded by governors and business leaders following a
1996 National Education Summit, is an independent organization
that works with states to improve standards, assessments, and ac-
countability policies. Its ongoing projects include a benchmarking
initiative designed to help states compare their standards and as-
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sessments with those of other states and countries. The Achieve, Inc.,
Web site is at: http://www.achieve.org/

National Education Association (NEA), the nation’s oldest profes-
sional organization for teachers, has produced a guide that explains
testing and accountability to parents. The NEA guide is available at:
http://www.nea.org/parents/testingguide/
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