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Abstract—Whether or not a Companion-system is
experienced as a confidant and empathic assistanepends on
users’ individual ascriptions to it. An ascription-based
understanding of users’ experiences in user-compagm
interaction is proposed, which focuses primarily orascriptions
of human-like characteristics, intentions, motivatons or
emotions to the system. It is examined with regardo the
individualization-focused interactions pivotally required for
the adaptation of a Companion-system to the user.he study is
based on a Wizard of Oz experiment and subsequently
conducted in-depth user interviews. By applying quiéative
content analysis, four categories describing dimermms of
users’ ascriptions to the system were worked out &ture,
capabilities, requirements, and relational offer) & well as two
categories describing users’ reactions based on #e
(adaptation work and self-disclosing behavior). Thefindings
are discussed with regard to theories of psychologphilosophy
and human-robot interaction. Moreover, two needs iherent in
humans, which seem to be relevant for users’ asctipns in
user-companion interaction, are referred to: the ned for
safety and the need to belong.

Keywords-users’ ascriptions; user experience; Comigen-
systems; individualization; human-computer interaah.

l. INTRODUCTION

Claims of individual-centered
interaction (HCI) culminate in visions like that technical

assistants providing also an emotional dimensionthi®
interaction [5][6].

B. Users’ Ascriptions form Users’ Experiences

Besides a robust technical realization of these
Companion-features, it seems crucial for the ssceex
acceptance of Companion-systems that these featuwees
individually experiencedy their users.

It can be assumed that this individual experiesdeased
on the user's interpretations of the implementedtesy
characteristics and the system behavior. Followiag
constructivist view(e.g., [7]), these interpretations can be
understood as individualser's ascriptionsto the system
[8][9]: The user himself ‘constructs’ his view olnet system
by (consciously, as well as mostly unconsciousbgriding
to it and experiences his ascription-based syst@w as
‘objective reality’. Consequently, he chooses hekdvior in
reaction to his ascriptions, so that system- arfdralated
experiences are mutually influential. According tois
understanding, users’ ascriptions can be understa®d
‘interpretation foil' for individual users’ experiencesof
Companion-systems. By following this perspectihe, farge
body of user experience studies may be supplementech
examine relationships between distinct psycholdgica
constructs and users’ experiences as summarizethliove

human-computer evaluations [10][11].

It is proposed that in the case of Companion-system

systems adopting the “Companion-metaphor” [1]. Wndefunctional and structural ascriptions (like desedbn mental

terms like “relational agents”, “sociable robotsaytificial
companions” or “Companion-systems”,
provide monitoring, personalized assistive
companionship services [2]. They shall i.a. be erpeed as
confidants [3] by their users and enable them tonfo
emotional and long-term social attachments witimtifi4].

A. Companion-systems

Following the understanding of the
Transregional Collaborative Research Centre SFB/BRR

models, e.g., [12]) will supplement or even become

these systemsecondary toanthropomorphic ascription®of human-like
and/omental states, e.g., motives, wishes, aims anah{ge[8][9]

(multiple examples can be found in literature, ,ealready
[13] regarding ELIZA; [14] regarding robots like UFbies”
or “Tamagotchis”): Firstly, because Companion-systevill
provide social cues to realize their Companion-fiomality
which may trigger the perception of interactinghnét social

German getor (this assumption is in line with thieeory of social

responsein HCI, e.g., [15]); and secondly, because the

which aims at developing a Companion-technology foraverage user will be unable to explain and pratiesystem

cognitive technical systems, Companion-systemslefieed
as follows: These are visionary cognitive technegtems
which adapt their functionality to each individuaser by
considering his preferences, needs, abilities, irenents,
current emotional state and situation. Hence, tepyesent
available, reliable, cooperative and trustworthypathic
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behavior on the basis of their complex constructaom
functioning and consequently will draw on ascribimgntal
states to it in order to interact effectively withhem
(Intentional Stanc§l6]).
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C. Users’ Ascriptions and Self-disclosure in
Individualization-focused User-Companion Interantio

This study aims at examining users’ ascriptionscihi
arise in user-companion interaction (UCI). Therefor
researching initial interaction sequences seemsipiag.
Therein, the user gets to know the system for itis¢ ime
and questions like “How can | interact with thistgm?” or
“What can | expect from the system?” arise, whihlkely
to imply lots of ascriptions to the system.

Initial situations in UCI will mostly focus ogathering

interaction in Section IV. In Section V, future \asn users’
ascriptions in UCI will be outlined.

II.  MATERIAL AND METHODS

Users’ ascriptions are unobservable, highly indigidand
often unconscious. Thus, a qualitative resear¢brale was
applied in order to examine them. It aims at désogi
individual meaning making processes and the resulti
variety and contrasts of phenomena in the mateaither
than at quantifying and statistically generalizitigeir

user informationto realize individual adaptation to the userallocation in a population (e.g., [22]). The stuhses on in-

and fully evolve Companion-functionality. In sucensible
UCI, positive ascriptions to the system like wijjimess to
pursue user’s goals, sensibility and trustwortfgngsem to
be necessary to enable users to cooperatively odiscl
relevant information without feeling

in usage contexts like, e.g., E-health or E-memtalth, may
entail high-risk information and
vulnerability [17]. Ascriptions like malice or pwis of
dominance may induce such negative emotions andt ias
a decrease of cooperativeness,

depth user interviews conducted subsequently toakllinf
Oz (WOz) experiments, which were analyzed
interpretatively.

uncomfortable. A. Experimental Basis
Especiallyintimate self-disclosurewhich may be necessary

In order to do basic research on UCI, a widely
standardized WOz experiment was conducted (cf[22B]

induce feelings of The simulated speech-based interactive dialog systeuld

represent a kind of preliminary step towards viaign
Companion-systems. It was represented by a malbinec

reactance and ev@e computer voice and a graphical interface amputer

communication break-ups. Hence, it can be assumat t screen (no agent). Some of the leading dialog desig

users’ ascriptions to the system hgwatential to mediate
users’ self-disclosing behavior

principles were continuous system-initiative ande th
avoidance of self-references (personal pronounsiveac

For recommender systems [18] describe a mediation gorms).

self-disclosing behavior by users’ individual intetations
of system characteristics and user experience: ctge
system aspects are perceived by the user (e.ggnition of
differences in recommendation quality based oneckfiit
algorithms) and make up the user experience whicturin
constitutes the user’s self-disclosing behaviogdrding the
so-called ‘subjective system aspects’, solely cimscuser’s
evaluations of certain aspects, namely interactisability,
perceived quality and appeal of the system, arsidered.

All'in all, besides the large body of researchtmategies
for enhancing users’ self-disclosurébebavior-centered
approach for an overview cf. [19]) still only little is kown
about users’ experiences of and motives for selfldsure to
personalized systems [20] or experiential factoes mediate
self-disclosure choicesXperience-centered approgchin
understanding of ascriptions in individualizatidmapes may
help to explain the often surprising findings irsearch on
privacy decision making, namely that decisions eff-s
disclosure are made neglecting rational princifés$.

This study on users’ ascriptions and their infllesnon
users’ behavior using the example of individualaat
focused UCI is guided by the followimgsearch questions

In the study presented here, the focus was on ’'users
experiences of the first experimental module of WOz
experiment, called ‘Initial Dialogue’ (for detailscf.
[23][24]). Therein, personal, and even intimate ruse
information were gathered for the purpose of sitindathe
individualization process of a future Companiontsys The
text “Individualization and personalization for Xxappears
on the screen. The user is asked to give and bjgehame
whereupon it is complemented in the text (the digpl
remains constant during the ‘Initial Dialogue’). ridafter, he
is asked openly for self-introduction. The system
summarizes all the information relevant for indivédization
and asks for revisal. The aim is to gather inforomatibout
age, place of residence, profession, place of wiankily,
body height, clothing size and shoe size. Still sinig
information is requested on inquiry. Furthermorsers are
asked about recent events in which they were emaitio
(happy and angry) as well as about hobbies. Finattyne
questions concerning the use of and former expeggemwith
technical devices (which devices are used for vpuapose
in everyday life; exemplification on positive anégative
experiences) are asked. In case of very short asswe

1. What do users ascribe to a Companion-system asking;stem requested further elaboration.

for personal and intimate user information (system-

related experiences)?
2. How do users experience themselves in reactioheio t

individual ascriptions to it (self-related expeges)?

The paper is structured as follows: In Sectiontlie
research approach will be described. Afterwards,résults
will be presented in Section Ill and discussed etiog to
theories of psychology,
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All in all, the system design (no self-referenceeech-
based interaction, introduction as personal asgjstad the
design of the ‘Initial Dialogue’ (extensive standiaation,
minimal visualization, pretension of individualigat
purpose) seem appropriate for this study, becabsg t
provide openness for any kind of users’ ascriptions

philosophy and human-robot
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B. Interview Design

Semi-structured interviews were conducted subsddaen
the WOz experiments. They focused on users’ slibgect
experiences of the simulated system and the iritenawith
it. The interview guide included an initial openrradion
stimulus: Users were asked to
experiment and tell about their thoughts and feslin
concerning the interaction [8]. For this study, gtecalled
initial narrations evoked by this stimulus were Igped.
These were proven to be suitable to elicit sportase
experiential expressions.

C. Sample

uman-oriented and Personalized Mechanisms, Technologies, and Services

further substantial increase of variance regardihg
revealed categories and their contents could becthet
(theoretical saturation [25]). Thus, the categorsteam was
final.

The range of users’ system- and self-related eapees
during the ‘Initial Dialogue’ represented by fimtd second
level categories is shown in Table 1. It was dedidtom
listing third level subcategories in favour of déising main
issues represented by them in Sections IlI-A aRB.II

RESULTS

report freely on the

Following the criterion of theoretical saturatiowef.(
Section IlI-D; [25]) 31 interviews were analyzed.drder to

TABLE I. OVERVIEW OF THECATEGORY SYSTEM
First level Second level category
category (No. of third level subcategories)

maximize variance, interviews were chosen on tteishaf a
qualitative sample plan [26], which allowed to ddes
sample heterogeneity regarding age (18-28 and ®@&0sy,
gender and educational level [8].

D. Interview Analysis
The interviews were transcribed according to th

e

system-related
experiences

Nature of the system: between man and

machine (7)

Capabilities of the system: between impressing and
frightening (7)

Requirements by the system: between expectable 3
strange (8)

Relational offer of the system: between insenskind
recognizing (12)

guidelines of GAT-2 ‘Minimaltranskript’ [27]. Thenitial
narratives of the 31 interviews made up 410 trabedr
pages. These were analyzed applying methods

of

self-related
experiences

Adaptation work of the user: between degrading
oneself and making oneself available (6)
Self-disclosing behavior of the user: between
subjection and control (11)

summarizing qualitative content analysis [28]. Tmalysis
process was accompanied by regular discussiongyimoup
of qualitative researchers. It consisted of thregnmsteps:

1) Breaking down the Text into Meaning Units

The initial narratives of at first 16 interviews
(heterogeneous regarding age, gender and eduddtoeh
were divided into so-called meaning units (MUSs) yirg
from word groups to paragraphs in length. MUs ang t

segments, which are understandable by themselvds a

contain one episode, idea or piece of informati8i.|
2) Qualitative Content Analysis, Initial Category Syst
MUs representing reflections upon the ‘Initial Rigle’
were further processed. They were paraphrasedyajzesel
and reduced using the methods of summarizing qtistt
content analysis [28]. The resulting condensed Midse
grouped according to similarities and differencesss all
16 cases. These groups constituted a first setbafsegories
(third level categories), which in turn could beaaged into
main categories representing a higher abstractevrel |
(second level categories). According to the res$earc
questions, these second level categories were naskitp
system- and self-related experiences (first leaégories)
(cf. Table 1). All first, second and third leveltegories
made up an initial category system.
3) Maximization of Variance, Final Category System
In order to maximize variance of system- and salited

experiences, additional initial narratives wereeatidOne by 29
into MUs, which were

one these were broken down
summarized as described above. The reduced MUaabf e
initial narrative were arranged according to thétidgh
category system. Categories were reformulated wr arees
(second and third level) were created during thicess if
necessary. After adding another 15 initial naregjvno

Copyright (c) IARIA, 2015.  ISBN: 978-1-61208-440-4

A. System-related Experiences

Users differ in the wealth and depth of their refilens
on both, the system and themselves. Across atlesht more
system-related experiences are reported.

1) Nature of the System: Between Man and Machine

Ascriptions regarding system’s nature are foun2ih
initial narratives. These ascriptions oscillate wetn the
la’loles; ‘machine’ and ‘human-like counterpart’. Dgstions
are often made by comparing the experienced irtterato
human-human interactiofHHI). Thereby, system aspects,
which are far away from HHI (technical sound ofteys's
voice, lack of reciprocity and of visible emotioitygl and
those associated with HHI (speech-based interactiple,
personal communication contents) can get in cdnflich
each othel“strange to talk about personal things with such
a machine’; MH [in order to ensure anonymity, initials of
each user were used]). This mismatch can result
experiencing hybrid forms of the system, which comab
both, human- as well as machine-like aspé€itssq’t a real
human being; SS). The hybrid is experienced as unfamiliar;
it causes uncertainty and even uncanniness. Thisesallt in
continually searching for the real nature of tharterpart.

2) Capabilities of the System: Between Impressing and

Frightening

Ascriptions regarding system’s capabilities arenfibun
initial narratives. A lot of users are impressaoad
astonished by the capabilities and performancesthef
system. Comparing the performance of the syster thit

of other technical systems or with human capabdilieads

to the ascription of communication abilities to thgstem

(“it looks simple but it can do more (...) not onlysyar no
(...) but even that it (...) is able to communicateesahat”,

in

50



CENTRIC 2015 : The Eighth International Conference on Advances in Human-oriented and Personalized Mechanisms, Technologies, and Services

BH). However, there are users, who do not apprtise Reflections upon adaptation towards the system are
experienced human-like characteristics as gengpalijtive:  found in 18 initial narratives. The users search ém
A system which gives the impression of a machiné buadequate reaction to the nature, requirements,bities
shows unexpected humanly performance seems scamgnd relational offer ascribed to the system. Harglobal

Feelings of discomfort, uncertainty and uneasy séism

can appear. Furthermore, ambivalence regardingersyst
capabilities results, which is often related to éiseription of
the ability to abuse confidence to the system.

focus of adapting to the system to ensure a suctess
interaction can be made out. There are users whotduw
even accuse themselves of deficient cognitive taslior
failures in anticipating system’s capabiliti¢yqu’re really

3) Requirements by the System: Between Expectab#tupid, you just could've told everything firsGA) resulting

and Strange

Ascriptions regarding the requirements by the sysiee
found in 26 initial narratives. System’s requese ostly
experienced as strange,

in an insufficient adaptation to the system and
unsuccessful interaction in turn. Others descrile t
(passively) get accustomed to the specific charatites of

unexpected and surprisingle system or (more actively) invest cognitive dirde

Emotional reactions vary from amusement and curiougesources for this purpose. Finally, some go tatgiengths

excitement regarding the further interaction, tooch
uncertainty, scepticism, distrust and discomfoitie Tatter
are associated with the missing revelation of assuaims

to adapt to the system because they anticipategtognized
system deficits. They make their own capabilitigailable
to the system and thereby support it to ensureceessful

of the system, which (possibly even on purpose) arénteraction, e.g., by adapting content and way refweering

expected to lie hidden in system’s requesthefe I'll be

to the anticipated system'’s capabiliti&firgt of all | thought

kept in the dark completely’'SP). Furthermore, uncertainty What I could tell, like what understands this maefij UK).

emerges from doubts regarding the meaningfulness of 2) Self-Disclosing Behavior of the User:

Between

system’s demands'gs it asked me | thought (...) that it Subjection and Control

really cobbles something individual-specific andewh see
this retrospectively, | don’t know why it neededthCT) or
ambiguity about system’s expectations regardingtesun
demonstration and extent of user's answers. Neslegh,
system’s requests are sometimes also describeddemny

Reflections upon self-disclosing behavior in the
interaction are found in 26 initial narratives. f@#isclosing
experiences range between conscious or even unGo8sC
subjection and feeling independent from the systeen,

having control over self-disclosure. There are siseno do

or expectable“some kind of standard questions so | knewnot reflect upon their disclosurél’ye just told this (...) and

something like that would happenTB).

| actually didn’t think about it} AS). They work off the

4) Relational Offer of the System: Between Insensitivéystem’s questions obediently or answer them despit

and Recognizing
Ascriptions regarding the relational offer of thgstem
are found in 22 initial narratives. On the one hamebst
users describe the system’s information collecbehavior
as negative and insensitive: The system is expmibras
nosy, it exceeds limits of privacy and intimacy aamplies
pressure and compulsion in terms of subjectiongbuger
information (so if | didn't give the required information
(...) it sort of refused to go on (...) there | feltrye
constrained (...) yes a little blackmailSP). Thereby, it is
not honestly interested in the user. Some usersefgted and
assessed by the system, e.g., regarding inteligedo the
other hand, there are users experiencing the systera
supporting one, which tries to adapt to them.

doubting their meaningfulness. Others answer rehilt,
e.g., because they feel pushed, feel personakliexiteeded
or experience nonspecific aims of the systemfdund it
hard to give this information because | didn't Hgal
recognize the meaning“SP). A few users reduce breadth
and depth of their answers, e.g., because of distegarding
possible information abuse or absent familiaritythwihe
system. In contrast, others answer unhesitatingly.,
motivated by the imagination of the system as agast
long-term dialog partnerell, 1 could have gabbed with
it” , SB).

IV. DISCUSSION

It isIn the following, the findings are compiled and alissed

experienced as being really interested in perspnallaccording to theories from diverse disciplines. Thwoman

recognizing the user and even represents a reddtjartner

needs, which seem to fuel users’ ascriptions in &€

to one of the usersgt some point you felt like someone is (qferred to: the need for safety and the need lange

really interested in you (...) then little by lity@u built up
such a bonding,'FK).

B. Self-related Experiences
Besides reflections on self-disclosure choicedecgbns

on users’ general contact to the system and inplici

fundamental behavioral choices regarding the readt it
appear.

A. Need for Safety as a Motivation for Users’ Ascap8

Users’ emotional reactions regarding the experiesfce

the system mainly range from uncertainty, discoméord
irritation to skepticism, fear, feelings of stranges and
weirdness.

The experienced misfit and ambiguity of
ascriptions regarding different system aspects dedme the
reason: The system is experienced as an unsettling

1) Adaptation Work of the User: Between Degradingcounterpart, neither human nor machine. When spegiit

Oneself and Making Oneself Available

Copyright (c) IARIA, 2015.  ISBN: 978-1-61208-440-4

with regard to the interplay of system aspects fimding

seems to fit in what is described as thecanny Valley effect
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in robotics: People’s acceptance of anthropomorpbiiots
increases up to a certain point in which the rabdtighly
realistic but not perfect, than decreases abrifits/robot ‘is
stuck in the Uncanny Valley’), and increases ag#ien the
robot is indistinguishable from reality [30]. Theability to
merge nature, capabilities and requirements ofstystem
into a coherent picture causes lots of negative tienms
including first and foremost uncertainty. Negatageriptions

and skepticism, discomfort and fear are fueled, nwhe between

difficult relational offers by the system, e.g.epsure and
enforcement of information disclosure, are expeeeh
additionally.

Becausesafety needsincluding the preference of the
known over the unknown, are inherent in humanséaly
[31]), users strive to handle these ambiguities eaghin
certainty for interacting effectively and successful witle th
system. By ascribing especially human-like mentates
(motives, aims, emotions, etc.) known from HHI teeit
unsettling counterpart, they try to make sensetsohature
and behavior and turn it into a certain, predigatre. This
can be understood in
Intentional Stanc§l6]: The user is confronted with a highly
complex system and (suffering from lack of alterreat
useful explanations) anthropomorphizes it to make |
behavior predictable and explainable. Thereby,dmstructs
a common interaction situation, namely one comparab
HHI, which allows choosing confidently adequatectims
to the system. This is in line with a psychologitteory of

anthropomorphism [32]: People tend to see nonhuman

objects as human-like ones for interacting effedyivn their

environment. This'effectance motivation'triggers access
and application of anthropocentric knowledge arabseto

anthropomorphism.

B. Need to Belong as a Motivation for Users’ Ascripto
and Users’ Self-disclosure in UCI

In their theoretical contribution regarding the igasof
robot companions, [33] consider another human nédseh
thinking about the user interacting with such ragbetthe

need to belond34]. It describes the immanent desire in

humans to establish and sustain relationships. rdiega
anthropomorphism, [32] describe the wish for soca@itact
and affiliation in humans‘gociality motivation), which —
besides the effectance motivation (cf. Section IV-A
facilitates the application of anthropocentric kieslge, too.
This need to form relationships provides anothessitae
explanation for occurring anthropomorphic ascripion all
of the four dimensions worked out in this study:eTimser
unconsciously aims at constructing a potentialtietal and
therefore at least social, if not human-like partire the
system. Thus, he interacts with the system by ampplgn
‘as-if-mode; as if it would be a social, human-like
counterpart that is able to get in contact with.him
Results regarding users’ self-related
underline the role of the need to belong in thigdgt
Surprisingly, a lot of users disclose requestedrimétion
cooperatively although their ascriptions to thetesys are
mostly negative ones. They do not consider terrmgahe
communication prematurely and often do not evemkthi

Copyright (c) IARIA, 2015.  ISBN: 978-1-61208-440-4

line with the aforementioned

experience

about dropping cooperativeness. Instead, they Fevea
information despite uncertainty, doubts, skepticismd
discomfort, rate themselves rather than the systsm
inadequate, and adapt to anticipated system’s &gp@ts
and capabilities.

This may be interpreted as the users’ attempt taage
stay in contact with the system. They want to usided it as
well as being understood by it. Occurring ambiveéen
readily providing information (although sthi
exceeds privacy limits) on the one hand and héasitab
provide information (because of an unsetting and
unpredictable counterpart) on the other hand isdéecin
favor of the relationship. In order to apply thelcotus
perspective on privacy decision making (e.g., [3%his
could be understood as the user’'s acceptance afoéts of
intimate self-disclosure (including endurance obamlence
and uncertainty) for the benefit of gaining relational
partner.

user’s ascriptions

,as-if’ the system would be a social
human-like relational partner

aonpul >

need for safety need to belong

Figure 1. Grafical summary

Figure 1 summarizes users’ tendency to ascribe even
human-like mental states to a Companion-systemctwis
based on users’ inherent need for safety and releelong.

V.

This study examined users’ individual ascriptionsat
WOz-simulated speech-based interactive dialog Byste
representing a preliminary stage of visionary Coniga
systems as well as users’ experiences of themseives
reaction to it. By referring to users’ need foretgfand need
to belong, the surprisingly high user cooperatigsngespite
often negative ascriptions seem to be explainable
numerous ascriptions of social skills and mentestcan be
interpreted as users’ efforts to transform theegystrom an
unsettling into a social, anthropomorphic countdrpa
representing a potential relational partner.

The presented work represents fundamental research
users’ experiences in UCI. However, regarding the
application-oriented perspective it can be empledsithat
yfsers tend to disclose even private and intimdterimation
It they (independently from specific negative astions to
it) are enabled to see a relational partner inGbepanion-
system. Currently, we are conducting a supplemsgstaidy
on identifying patterns in the variety of users@stions and
self-related experiences worked out in this stuehyich base

CONCLUSION AND FUTUREWORK
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on the concept of ‘ideal types’ (cf. [36][37]). Aftbuilding
up this typology and assigning each individual user
exactly one of the ideal types, information aboypet
specific accumulations of characteristics from vtlial
users’ background profiles will be taken into acuo(e.g.,
age, sex, educational level, usage behavior andriexqges
regarding technical devices) to enrich the discussbf
explanations for the identified patterns. The tgggl may be
applicable to the design of Companion-systems,, dyg.
deriving type-specific dialog strategies, which cmster
positive ascriptions as well as reduce negative.one

Additionally, limitations of this study indicate femtials
for future research:
experimentally simulated initial system contact ftire
purpose of individualization. Longitudinal studee® needed
to show how users’ ascriptions may change in difier
situations during even long term interactions. Byplging
guantitative and mixed methods, influences of atioris on
observable user behavior (here with regard todistflosure)
could be taken into account, too. Furthermore, expnts
were run with volunteers. Thus, questions of edokig
validity arise. In fact, motives of system use asllvas
downstream questions, e.g., regarding costs anefitenf
self-disclosure, will become more important
considering real life UCI scenarios like, e.g. BrHealth. It
could be hypothesized that being dependent on
Companion-system may increase users’ tendencyctibas
in order to form a predictable, relational counétpas well
as enhance self-disclosure in the interaction.
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