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Summary. We present an asymptotic expansion of the distribution of a
random variable which admits a stochastic expansion around a continuous
martingale. The emphasis is put on the use of the Malliavin calculus; the
uniform nondegeneracy of the Malliavin covariance under certain truncation
plays an essential role as the CrameÂ r condition did in the case of independent
observations. Applications to statistics are presented.
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1. Introduction

We consider a sequence of random variables Xn; n 2 N , which have a sto-
chastic expansion Xn � Mn � rnNn, where for each n 2 N ;Mn is the terminal
random variable Mn;Tn of a continuous martingale �Mn;t;Fn;t�0�t�Tn

with
Mn;0 � 0;Nn is a random variable, and �rn� is a sequence of positive numbers
tending to zero. The martingale central limit theorem says that if the
quadratic variation hMniTn

converges in probability to 1 and if Nn � Op�1�,
then the distribution of Xn converges weakly to the standard normal dis-
tribution N�0; 1�: See, e.g., Jacod-Shiryaev [14].

As for re®nements of the central limit theorem for martingales, we know
several results. Among others, Bolthausen [4] and Haeusler [11] obtained
Berry-Esseen type bounds. Liptser-Shiryaev [17] presented the rate of con-
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vergence in the central limit theorem for semi-martingales. Recently, Myk-
land [20] obtained an asymptotic expansion of the expectation E�g�Mn;Tn�� for
a class of C2-functions g. There exists an example of Xn for which
Xn � Z � op�rm

n � with Z a N�0; 1� random variable and m any positive integer,
however the distribution of Xn does not admit approximation by any con-
tinuous function up to o�rn�. This example suggests the necessity of an as-
sumption of the regularity of Xn. Generally speaking, in the case of
independent observations, in order to prove the validity of the asymptotic
expansions one usually needs a certain regularity condition for the under-
lying distribution, such as the CrameÂ r condition; this type of condition then
ensures the regularity of the distribution and hence the smoothness as-
sumption on g can be removed (e.g., Bhattacharya-Rao [2]). On the other
hand, it is well-known that the Malliavin calculus leads to the regularity of
the distribution of a functional with nondegenerate Malliavin covariance.
Therefore it seems natural to apply this theory to the asymptotic distribution
theory, and the emphasis of this article is put on the use of the Malliavin
calculus.

Watanabe [31] introduced the notion of asymptotic expansion for gen-
eralized Wiener functionals, and it was applied to heat kernels (Watanabe
[31], Uemura [30], Takanobu [27], Takanobu-Watanabe [28]). Kusuoka-
Stroock [16] took another approach toward asymptotic expansions for cer-
tain Wiener functionals by using the Malliavin calculus. As for statistical
estimators, Watanabe's theory was applied in [32, 37, 33, 34, 23] to obtain
asymptotic expansions of their distributions. We may regard these results as
a re®nement of the martingale central limit theorems. However, the situation
considered here is di�erent from the one considered in our previous papers in
the sense that the limit random variable of a sequence of weakly converging
random variables may not exist on the same probability space as the se-
quence exists on; as a matter of fact this situation is rather usual in central
limit theorems. In this sense, our results are principally concerned with dis-
tributions, and this fact is re¯ected by the proof where Berry-Esseen's
smothing inequality (or Fourier analysis) plays an important role together
with estimations of characteristic functions by means of the Malliavin cal-
culus.

In this paper, we assume that the Malliavin covariance of either Xn or Mn

is nondegenerate under truncation by a functional wn; more precisely, we
assume a certain regularity condition (Condition [r] stated in Section 3) of
characteristic functions, as this is a consequence of the nondegeneracy of the
Malliavin covariance in the case of Wiener functionals. Under this condition,
we will present an asymptotic expansion of the distribution of Xn in Section 3
(Lemma 1¢), and prove the validity of it in Section 4.

Let X be a di�erentiable, R-valued Wiener functional de®ned on a Wi-
ener space. Assume that there exists a functional w such that

sup
u2R
jujjjE�eiuX X aw�j <1; a 2 Z� :
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If j > 1, then the function g�x� � �2p�ÿ1 RR eÿiuxE�eiuX w�du is well-de®ned: in
fact, g�x� is a continuous version of E�wjX � x�dlX=dx, where lX is the in-
duced measure of X . The functional w is a truncation functional extracting,
from the Wiener space, the portion on which the distribution of X is regular.
If X is almost regular, we may take w nearly equal to one. In this sense, we
call g the local density of X on w. Under regulatiry conditions, we will
present asymptotic expansion of local density �2p�ÿ1 RR eÿiuxE�eiuXnwn�du and
prove a non-uniform bound for the error term of this expansion (Lemma 1 of
Section 3). From this result, one obtains the asymptotic expansion of the
mean value E�f �Xn�� for any measurable function f of at most polynomial
growth order.

For practical purposes, the (partial) Malliavin calculus seems to be the
most e�ective to verify Condition [r]: with the aid of the (partial) Malliavin
calculus, the main results will be stated in Section 2 and proved in Section 5
as corollaries of Lemmas 1 and 1¢ of Section 3.

These results are generalizations of those in [35] and implement the theory
of higher order statistical inference, especially inference for di�usion type
processes. We will present in Section 6 applications of our result to estima-
tion problems for unknown parameter of ergodic di�usions and for di�usion
coe�cients of di�usion type processes. For example, one can show the
uniform nondegeneracy (with certain truncation) of the Malliavin covariance
of the functional

R T
0 f �Xt�dwt=T

1
2, where f : R! R and Xt is a one dimen-

sional, stationary, ergodic di�usion process satisfying some conditions. Thus
it is possible to derive the asymptotic expansion for this functional. It is well-
known to statisticians that the asymptotic expansion is an indispensable tool
to develop the higher-order statistical inference (Ghosh [9], Pfanzagl [21, 22],
Akahira-Takeuchi [1], Taniguchi [29], and vast literature). In spite of its
importance, there were no results for semimartingale models from lack of
expansion formulas for distributions. Beyond the ®rst-order argument,
Mishra-Prakasa Rao [19] presented the Berry-Esseen bound for maximum
likelihood estimator for linearly parametrized (but in general nonlinear)
di�usion processes. For instance, their result gives O�T 1

5�-error bound for the
Ornstein-Uhlenbeck process, and in this case, the O�T 1

2�-bound was obtained
by Bose [5]. Our result concerning the second-order asymptotics improves
their results for a class of nonlinear di�usion processes as well as the linear
di�usions.

The estimation of di�usion coe�cients (volatility) is an essentially im-
portant problem in economics. Among many papers, the recent crucial work
in the ®rst-order was done by Dohnal [6] and Genon � Catalot-Jacod [7]. No
results have been known on asymptotic expansion except for the very trivial
cases. We here treat an estimator for the linear (but we often met in appli-
cations) parameter of the di�usion coe�cient of Itô processes, and present an
asymptotic expansion as an application of our general result. If the di�usion
coe�cient is parametrized non-linearly, then reasonable estimators asymp-
totically have a non-normal distribution even in the ®rst-order, and this case
would be di�cult to treat, at least from the second-order aspects, for we have
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not yet had any general higher-order limit theorem for such non-central
cases.

The ®rst applications of the Malliavin calculus to statistics were done to
derive asymptotic expansions for small di�usions. The second-order expan-
sion was important to go into the second-order inference from already es-
tablished ®rst-order theory, and the previous second-order results
(asymptotic expansion, second-order e�ciency, etc.) for small di�usion
models are again obtained by using the results here. Another statistical ap-
plication is the asymptotic expansion of mixture type estimators. One there
meets an unusual expansion; unusual because each term consists of a non-
linear function multiplied by normal density, and hence it is no longer a
familiar Edgeworth expansion. This result has statistical importance, since
from this formula, we can show the inadmissibility of the natural prediction
region in the decision theory, as it is referred to as Stein's phenomenon
(Takada-Sakamoto-Yoshida [26]).

The method here is a ``global'' approach in the sense that it applies the
Malliavin calculus directly to Wiener functionals. The global approach has
the advantage of applicability to various kinds of problems, a few of which
were mentioned above. On the other hand, as we recently found it, with the
aid of the Malliavin calculus, there is still another method (``local'' approach)
which provides in a more e�ective way a solution to expansion of a func-
tional of a process with the geometrically strong mixing property.

2. Main results

For each n 2 N, let �Wn;Hn; Pn� denote an r-dimensional Wiener space, and
let Dn

p;s be the Sobolev space of Wiener functionals on Wn (cf. Ikeda-Wata-
nabe [12]). More generally, Dn

p;s may be the Sobolev spaces in the partial
Malliavin calculus (Michel [18], Bismut-Michel [3], Kusuoka-Stroock [15]);
for de®nition see Subsection 6.1. For each n 2 N;Dn

p;s is equipped with a
Sobolev norm, which is denoted by k � kp;s without the index n. Let �rn� be a
sequence of positive numbers tending to zero as n!1. We consider func-
tionals Xn on �Wn; Pn�; n 2 N, de®ned by:

Xn � Mn � rnNn ;

where, for each n 2 N; Mn is the terminal random variable Mn;Tn of a con-
tinuous martingale �Mn;t: 0 � t � Tn� de®ned on Wn with respect to some
stochastic basis �Fn;t: 0 � t � Tn�, and Nn is another random variable on Wn.
We do not assume that Nn has particular stochastic properties, such as the
martingale property. The predictable quadratic variation process of
�Mn;t: 0 � t � Tn� is denoted by hMni, and for simplicity we will use the same
notation hMni for hMniTn

.
Let / be the density function of the standard normal distribution. As in

[33, 34], the truncation functional wn plays an important role in this article.
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We consider the following conditions (the ®rst one is the martingale as-
sumption stated above):
[A1] Mn is the terminal random variable of a continuous martingale van-
ishing at t � 0, and Xn � Mn � rnNn for any n 2 N.
[A2]k Mn;Nn 2 Dn

p;k�1 and hMniTn
2 Dn

p;k for any p > 1. Moreover, supn
kMnkp;k�1 � supnkrÿ1n �hMniTn

ÿ 1�kp;k � supnkNnkp;k�1 <1 for any p > 1.
[A3] The random vector �Mn; rÿ1n �hMniTn

ÿ 1�;Nn� converges in distribution
to a random vector �Z; n; g� on a certain probability space.
[A3]� The condition [A3] holds and there exists the integrable bounded de-
rivative @2x �E�njZ � z�/�z��.
[A4]k There exist wn 2 \p>1Dn

p;k satisfying the following conditions: (1)
0 � wn � 1; (2) There exists a constant a such that 0 < a < 1=3 and such
that, on fw: rÿ�1ÿa�

n jhMniTn
ÿ 1j > 1g, Djwn�w� � 0 a.s. for all j 2 Z� with

0 � j � k; (3) wn !p 1 as n!1; (4) There exists t > 1 such that
supnE�jDjwnjtH
j

n
rÿp

Xn
� <1 for any p > 1 and j 2 Z� with 0 � j � k.

We then have the following theorem:

Theorem 1 Suppose that Conditions [A1], [A2]3, [A3]+ and [A4]3 hold. Set Dn

� supxjP �Xn � x� ÿ R x
ÿ1 pn�z�dzj, where

pn�z� � /�z� � 1

2
rn@

2
z �E�njZ � z�/�z�� ÿ rn@z�E�gjZ � z�/�z�� :

Then there exist a sequence �n with �n � o�rn� and constants Cp�p > 1� such
that

Dn � Cp 1� log��rÿ�1ÿa�=2
n �

� �
k1ÿ wnkLp � �n :

Remark 1. (1) If [A2]4 and [A4]4 hold true, then the integrable bounded deri-
vative @2z �E�njZ � z�/�z�� exists, and hence we can replace [A3]� by [A3].

(2) The condition of the existence of the integrable bounded derivative
@2z �E�njZ � z�/�z�� can also be removed if �Z; n� is de®ned on a Wiener space
and if Condition [r] is satis®ed for �Z; n; 4� (the de®nition is given in Section 3
below).

In case the Malliavin covariance of Xn (or Mn) is bounded from below
with large probability, we have the following result.

Theorem 2 Let Yn denote either Xn or Mn, and let rYn be the Malliavin cov-
ariance of Yn. Assume that Conditions [A1], [A2]3 and [A3]+ hold. Suppose that
for some positive constant c, limn!1 P�rYn < c� � 0. Then, for any p > 1,
there exist a constant C and a sequence �0n; �

0
n � o�rn�, such that

Dn � C 1� log��rÿ1n �
ÿ �

P �rYn < c�1p � �0n
for any n 2 N.

The following four theorems are concerning asymptotic expansions of the
local density or are obtained through those expansions.
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Theorem 3 Suppose Conditions [A1], [A2]4, [A3] and [A4]4 are satis®ed. Then
the local density g0n of Xn on wn exists and, for any a 2 Z�, there exist a
sequence ��an� with �an � o�rn� as n!1, and a constant Ca

p for any p > 1 such
that

sup
x2R
jxjajg0n�x� ÿ pn�x�j � Ca

prÿ�1ÿa�
n k1ÿ wnkLp � �an

for any n 2 N, where pn is the function given in Theorem 1.
The following theorem gives the asymptotic expansion of E� f �Xn�� for a

measurable function f .

Theorem 4 Suppose Conditions [A1], [A2]4, [A3] and [A4]4 are satis®ed. Then,
for any a 2 Z�, there exist a sequence �~�an� with �~�an� � o�rn� as n!1, and a
constant ~Ca

p for any p > 1 such that���E�f �Xn�� ÿ
Z

R
f �x�pn�x�dx

��� � �~Ca
p rÿ2�1ÿa�

n kf kL1�R;dmx�

� kf �Xn�kLp0 �k1ÿ wnkLp

� kf kL1�R; dma�~�
a
n

for any n 2 N and any measurable function f : R! R satisfying
E�jf �Xn�j� <1 and

R
R j f �x�j pn�x�dx <1, where p0 � p=�p ÿ 1� and the

measure ma is de®ned as dma�x� � �1� jxj2�ÿa=2dx.
The Malliavin covariance dominates the convergence rate explicitly in the

following theorem.

Theorem 5 Let Yn be either Xn or Mn. Suppose that Conditions [A1], [A2]4, [A3]
are satis®ed. Moreover, assume:

[A4¢] There exist sn 2 Dn
1ÿ;4 �

T
p>1 Dn

p;4 satisfying
(1) supn2Nksnkp;4 <1 and supn2N E�sÿp

n � <1 for any p > 1;
(2) limn!1 P �rYn � sn� � 1.
Then, for any a 2 Z�; p > 1 and q0 > 2=3, there exist a sequence
��0n� � ��0 a;p;q

0
n � with �0n � o�rn� as n!1, and a constant Ca

p such that

sup
x2R
jxjajg0n�x� ÿ pn�x�j � Ca

p rÿq0
n P �rYn < sn�

1
p � �0n

for any n 2 N . Here g0n implicitly depends on a certain choice of the truncation
functional wn in the proof.

As a corollary, we have asymptotic expansion of the expectation of
funcionals of Xn.

Theorem 6 Let Yn be either Xn or Mn. Suppose that Conditions [A1], [A2]4, [A3]
and [A4¢] are satis®ed. Then, for any a 2 Z�; p > 1 and q0 > 2=3, there exist
a sequence �~�n

0� � �~� 0 a;p;q0n � with ~�0n � o�rn� as n!1, and a constant ~Ca
p such

that
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���E�f �Xn�� ÿ
Z

R
f �x�pn�x�dx

��� � ~Ca
p�kf �Xn�kLp0 � kf kL1�R;dma��

� �rÿq0
n P �rYn < sn�

1
p � ~�0n�

for any n 2 N and any measurable function f satisfying E�jf �Xn�j� <1 andR
R jf �x�jpn�x�dx <1.

Remark 2.To obtain our results, it is not necessary to assume thatMn;Nn; hMni
themselves are smooth Wiener functionals as in [A2]4. In fact, we can prove
the same inequality as Theorem 3 under Conditions [A1], [A3] and �A400�:
�A400� There exist M 0n 2 Dn

1ÿ;5;N
0
n 2 Dn

1ÿ;5; n0n 2 Dn
1ÿ;4 and wn 2 Dn

1ÿ;4 sa-
tisfying the following conditions:

(1) 0 � wn � 1;
(2) There exists a constant a; 0 < a < 1

3, such that on fra
njn0nj > 1g, Dj

nwn � 0
a.s. for 0 � j � 4; moreover, with nn � rÿ1n �hMni ÿ 1�, if jMn ÿM 0nj�
jNn ÿ N 0nj � jnn ÿ n0nj 6� 0, then Dj

nwn � 0 a.s. for 0 � j � 4;
(3) wn !p 1 as n!1;
(4) For some t > 1; supn2N E�jDj

nwnjtH
j
n

rÿp
X 0n
� <1 for any p > 1, where

X 0n � M 0n � rnN 0n;
(5) For any p > 1; supn2NkM 0nkp;5 � supn2NkN 0nkp;5 � supn2Nkn0nkp;4 <1.

3. Preliminary lemmas

Our argument suits Wiener functionals on Wiener spaces, however, we will
start from a more general setting to clarify necessary assumptions for our
proof. There is a simple example of Xn whose distribution converges to the
normal distribution but has an atom with mass rn, hence, it does not admit
approximation up to o�rn� by any continuous function. This example shows
that, in order to obtain such approximation, it is necessary to impose some
regularity condition on the distribution of Xn. For this purpose, Condition [r]
below will be adopted, motivated by the Malliavin calculus. Though, in the
later subsection, we will consider Wiener functionals and use integration-by-
parts formulas on Wiener spaces to verify it, Condition [r] originally does not
depend on a particular form of the integration-by-parts formulas.

In this subsection, we denote by �Wn; Pn� probability spaces indexed by
n 2 N. Let Yn be a random variable de®ned on Wn, and let Yn;u be random
variables on Wn with index u 2 Kn for each n 2 N , where Kn is a subset of R.
For each n 2 N;wn denotes a random variable on Wn satisfying 0 � wn � 1.
Let j 2 Z�. We say that Condition [r] is satis®ed for �Yn;wn; Yn;u;Kn; j� if
wnYn;u 2 L1 for any u 2 Kn; n 2 N, and

sup
u2Kn

n2N

jujj E eiuYnwnYn;u
� ��� �� <1 :

Moreover, if Kn � R; Yn � Y ;wn � 1, Yn;u � Y 0 for any u 2 Kn � R; n 2 N,
we simply say that Condition [r] is satis®ed for �Y ; Y 0; j�.
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We are still considering a sequence of random variables Xn, on Wn, de-
composed as: Xn � Mn � rnNn, where rn is a sequence of positive numbers
tending to zero as n!1; for each n 2 N, Mn is the terminal random variable
Mn;Tn of a continuous martingale �Mn;t: 0 � t � Tn� de®ned on �Wn; Pn� with
respect to some ®ltration �Fn;t: 0 � t � Tn�, Mn;0 � 0, and Nn is another ran-
dom variable on Wn. hMni denotes the predictable quadratic variation of Mn,
and the terminal value hMniTn

will be often denoted by hMni for simplicity.
Hereafter we ®x a truncation sequence wn satisfying 0 � wn � 1 a.s. As-

sume that there exists a constant a; 0 < a < 1=3, such that, if wn�w� > 0, then
rÿ�1ÿa�

n jhMniTn
ÿ 1j � 1 a.s.

Each of the following conditions speci®es the limit distribution of Xn.
[C1] (a) wn !p 1 as n!1; (b) the family �wnrÿ1n �hMni ÿ 1�;wnNn: n 2 N� is
uniformly integrable; (c) there exist random variables �Z; n; g� on a prob-
ability space such that

�Mn; rÿ1n �hMni ÿ 1�;Nn� !d �Z; n; g�
as n!1.
[C1]� wn !p 1 as n!1; For any p1; p2; p3 2 Z�,

sup
n2N

E wnjMnjp1 jrÿ1n �hMniTn
ÿ 1�jp2 jNnjp3

h i
<1 ;

There exist random variables �Z; n; g� on a probability space such that
�Mn; rÿ1n �hMniTn

ÿ 1�;Nn� !d �Z; n; g� as n!1.
Here the expectation means the one with respect to the probability

measure Pn. The martingale central limit theorem holds that Z has the
standard normal distribution under Condition [C1] or [C1]� (Jacod-Shiryaev
[14]). However, it does not generally lead to the asymptotic expansion.
Therefore, we need certain regularity conditions to go further.

Put

Pa�u; z; r� � eÿiuzÿ1
2u

2r�ÿi@u�aeiuz�1
2u

2r

and

Qa�u; z; r� � e
1
2u

2rPa�u; z; r�

for a 2 Z�; u; z; r 2 R. De®ne Ba
n;u;C

a
n;u as follows:

Ba
n;u �

Xa

b�0

a

b

� �
�rnNn�aÿbuÿ2rÿ1n fQb�u;Mn; 0�

ÿ Qb�u;Mn; hMni ÿ 1�g

and

Ca
n;u �

Xa

b�0

a

b

� �
uÿ1rÿ1n f�rnNn�aÿb ÿ da;beÿiurnNng

� Qb�u;Mn; hMni ÿ 1� :
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With q � �1ÿ a�=2, let K0
n � fu 2 R: juj � rÿq

n g and let Kl
n �

fu 2 R: 1 � juj � rÿq
n g. The following conditions ensure the regularity of Xn.

[C2]3 Condition [r] is satis®ed for

(a) �Xn;wn; 1;Rÿ K0
n; 3�;

(b) �Xn;wn;B
0
n;u;K

1
n; 3�;

(c) �Xn;wn;C
0
n;u;K

1
n; 2�.

[C2]4 For any a 2 Z�, Condition [r] is satis®ed for

(a) �Xn;wn;X
a
n ;Rÿ K0

n; 4�;
(b) �Xn;wn;B

a
n;u;K

1
n; 4�;

(c) �Xn;wn;C
a
n;u;K

1
n; 3�.

For convenience of reference, we name the following conditions while
they are fully or in part derived from the above conditions.
[C3]3 There exist integrable bounded derivatives @j

z�E�njZ � z�/�z�� for
j � 0; 1; 2, and Condition [r] is satis®ed for

(a) �Z; n; 3�;
(b) �Z; g; 2�.
[C3]4 For any a 2 Z�, Condition [r] is satis®ed for

(a) �Z; Zan; 4�;
(b) �Z; Zag; 3�.

As shown later, [C1]� � [C2]4�b� ) [C3]4�a�, and [C1]� � [C2]4�c� )
[C3]4�b�: Furthermore, [C1]� [C2]3�b� ) [C3]3�a�, and [C1]� [C2]3�c� )
[C3]3�b�.

Let ĝa
n�u� � E�eiuXnwnX a

n �. Under Condition [C2]4 (a), the function ĝa
n is

integrable with respect to the Lebesgue measure for each a 2 Z� and n 2 N;
we can de®ne ga

n by

ga
n�x� �

1

2p

Z
R

eÿiuxĝa
n�u�du :

Then ga
n�x� � xag0n�x� for any a 2 Z�. g0n�x� is referred to the local density of

Xn on wn.
Let j � 2 and let j be any random variable. If, for any a 2 Z�; Zaj 2 L1

and supu2RjujjjE�eiuzZaj�j <1, then a version of the function
y 7! yb@i

y�E�ZajjZ � y�/�y��, i � jÿ 2, is continuous, tending to zero as
jyj ! 1, and integrable with respect to the Lebesgue measure for any
a; b 2 Z�.

Put cn � E�wn�; A�x� � E�njZ � x� and B�x� � E�gjZ � x�. De®ne h0n�x� by

h0n�x� � cn/�x� � 1

2
rn@

2
x �A�x�/�x�� ÿ rn@x�B�x�/�x�� :

Under Conditions [C3]4; h
0
n�x� is well-de®ned. Let ha

n�x� � xah0n�x� for a 2 Z�.
With ĥa

n�u� �
R

R eiuxha
n�x�dx, Conditions [C3]4 and integration-by-parts yield
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ĥa
n�u� �

Z
R

eiuxxa�cn/�x� � 1

2
rn@

2
x �A�x�/�x�� ÿ rn@x�B�x�/�x���dx

�
Z

R
eiux�cnxa � 1

2
rnAa�u; x� � rnBa�u; x��/�x�dx ;

where

Aa�u; x� � A�x�f�iu�2xa � 2iuaxaÿ1 � a�aÿ 1�xaÿ2g

and

Ba�u; x� � B�x��iuxa � axaÿ1� :

We may from the beginning de®ne ĥa
n�u� by the second expression above: it is

well-de®ned just under [C1]�.
We have the following preliminary results:

Lemma 1 Suppose Conditions [C1]+ and [C2]4 are satis®ed. Then, for any
a 2 Z�, there exist a sequence ��an� with �an � o�rn� as n!1, and a constant
Ca

p for any p > 1 such that

sup
x2R
jxjajg0n�x� ÿ h0n�x�j � Ca

prÿ2q
n k1ÿ wnkLp � �an

for any n 2 N.

Lemma 1¢ Suppose that Conditions [C1] and �C2�3 hold, and that there exists an
integrable bounded second derivative @2z �E�njZ � z�/�z��. Then there exist a
sequence �n; �n � o�rn�, and positive constants Cp�p > 1� such that

Dn � Cp 1� log��rÿ�1ÿa�=2
n �

� �
k1ÿ wnkLp � �n

for any n 2 N.

4. Proof of preliminary lemmas

In this subsection, we will prove Lemma 1 and Lemma 1¢. First, we de-
compose ĝa

n�u� ÿ ĥa
n�u� into three parts:

ĝa
n�u� ÿ ĥa

n�u� � Ja
n �u� � Ka

n �u� � La
n�u� ;

where

J a
n �u� � E�wnX a

n eiuXn �

ÿ E�wn

Xa

b�0

a

b

� �
�rnNn�aÿbQb�u;Mn; hMni ÿ 1�eiuXn �

ÿ 1

2
rnE�eiuzAa�u; Z��;
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Ka
n �u� � E�wn

Xa

b�0

a

b

� �
�rnNn�aÿbQb�u;Mn; hMni ÿ 1�eiuXn �

ÿ E�wnQa�u;Mn; hMni ÿ 1�eiuMn �
ÿ rnE�eiuZBa�u; Z�� ;

and

La
n�u� � E�wnQa�u;Mn; hMni ÿ 1�eiuMn � ÿ E�wn�ÿiou�aeÿ

1
2u

2 � :
De®ne Sb�u; r�; b 2 Z�, by

Sb�u; r� � eÿ
1
2u

2r@b
u e

1
2u

2r � ibPb�u; 0; r� :

Then it is easy to show the following lemma.

Lemma 2 (1) Sb�u; r� �
Pb

j�0 cb
j ujr�j�b�=2, where ceven

odd � 0 and codd
even � 0. In

particular, c00 � 1; c10 � 0; c11 � 1; c20 � 1; c21 � 0; c22 � 1 .

(2) Pa�u; z; r� �
Pa

b�0
a
b

� �
�ÿi�bzaÿbSb�u; r�:

Lemma 3 Suppose Condition [C1]+ is satis®ed. Then, for each u 2 R;
J a

n �u� � o�rn� as n!1. Moreover, if Condition [C2]4 (b) is satis®ed, thenR
K0

n
jJ a

n �u�jdu � o�rn� as n!1.

Proof. Let nn � rÿ1n �hMni ÿ 1�. De®ne ja
1;n�u�; ja

2;n�u� as

ja
1;n�u� � wn

Xaÿ1
b�0

a
b

� �
�rnNn�aÿbfQb�u;Mn; 0� ÿ Qb�u;Mn; rnnn�geiuXn

and

ja
2;n�u� � wnfQa�u;Mn; 0� ÿ Qa�u;Mn; rnnn�geiuXn :

Then, from Condition [C1]� and continuity of Qb, one has rÿ1n ja
1;n�u� !p 0 as

n!1 for each u 2 R. On fw: wn�w� > 0g, jrnnnj � r1ÿa
n a.s. Since

0 � wn � 1, the boundedness of moments in Condition [C1]� implies the
uniform integrability of �rÿ1n ja

1;n�u�: n 2 N� for each u 2 R; hence,
rÿ1n E�jJa

1;nj� � o�1� as n!1 for each u 2 R. Since Qa�u; z; 0� � Pa�u; z; 0�
� za, we have, from Lemma 2,

rÿ1n ja
2;n�u� � wnrÿ1n Ma

n ÿ
Xn

j�0

a

j

� �
�ÿi�jMaÿj

n Sj�u; rnnn�e1
2u

2rnnn

( )
eiuXn
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� eiuXnwn Ma
n rÿ1n �1ÿ e

1
2u

2rnnn� � iaMaÿ1
n unne

1
2u

2rnnn

(

� 1

2
a�aÿ 1�Maÿ2

n �nn � u2rnn
2
n�e

1
2u

2rnnn

ÿe
1
2u

2rnnn
Xa

b�3

a

b

� �
�ÿi�bMaÿb

n

Xb

j�0
cb

j r
j�b
2 ÿ1

n n
j�b
2

n uj

)
:

As rÿ1n �1ÿ ernx� � ÿx
R 1
0 ernxsds, it follows, from Condition [C1]�, that the

distribution

Lfrÿ1n ja
2;n�u�g ) L eiuZ ÿ 1

2
u2Zan� iauZaÿ1n� a�aÿ 1�

2
Zaÿ2n

� �� �
:

Again by Condition [C1]� and implied uniform integrability, we obtain

rÿ1n E� ja
2;n�u�� !

1

2
E�eiuZAa�u; Z��

for each u 2 R. Obviously

Ja
n �u� � E� ja

1;n�u� � ja
2;n�u�� ÿ

1

2
rnE�eiuZAa�u; Z�� ; �1�

therefore Ja
n �u� � o�rn� as n!1 for each u 2 R.

Under Condition [C2]4�b�, there exists a constant C1 independent of
n 2 N and u 2 R such that

jrÿ1n E� ja
1;n�u� � ja

2;n�u��j1K1
n
�u� � ju2E�eiuXnwnBa

n;u�j1K1
n
�u�

� C1�1� u2�ÿ1 �2�

for any n 2 N and any u 2 R. It is also possible to replace K1
n by K0

n in the
above inequality under Condition [C1]�. With (1), (2) and the fact that
J a

n �u� � o�rn�, we see that
jE�eiuZAa�u; Z��j � 2C1�1� juj2�ÿ1 �3�

for any u 2 R. Therefore, by dominated convergence theorem, we obtainZ
K0

n

rÿ1n jJ a
n �u�jdu � o�1�

as n!1: à
By induction with (3), we see that [C1]� � [C2]4�b� ) [C3]4�a�: it is suf-

®cient to note the inequality
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sup
juj�1
juj4 E�eiuZZan��� �� � 2C1 � 2a sup

juj�1
juj4 E�eiuZnZaÿ1��� ��

� a�aÿ 1� sup
juj�1
juj4jE�eiuZnZaÿ2�j :

Similarly, we see that [C1]� [C2]3�b� ) [C3]3�a�:

Lemma 4 Suppose Condition [C1]+ is satis®ed. Then, for each u 2 R;
Ka

n �u� � o�rn� as n!1. Moreover, if Condition [C2]4(c) is satis®ed, thenR
K0

n
jKa

n �u�jdu � o�rn� as n!1.

Proof. Let

ka
1;n�u� � wnQa�u;Mn; rnnn��eiuXn ÿ eiuMn� � wnarnNnQaÿ1�u;Mn; rnnn�eiuXn

and let

ka
2;n�u� � wn

Xaÿ2
b�0

a
b

� �
�rnNn�aÿbQb�u;Mn; rnnn�eiuXn :

Then Ka
n �u� � E�ka

1;n�u� � ka
2;n�u�� ÿ rnE�eiuZBa�u; Z��. From Condition [C1]�

and the property of wn, one has rÿ1n E�ka
2;n� ! 0 as n!1 for each u 2 R. In

view of Lemma 2, we see, from Condition [C1]�, that

LfMn; nn;Nn;Qaÿ1�u;Mn; rnnn�;Qa�u;Mn; rnnn�g
) LfZ; n; g; Zaÿ1; Zag ;

hence

Lfrÿ1n ka
1;n�u�g ) LfeiuZ�iuZag� aZaÿ1g�g :

The uniform integrability implies rÿ1n E�ka
1;n�u�� ÿ E�eiuZBa�u; Z�� ! 0; there-

fore Ka
n �u� � o�rn� as n!1 for each u 2 R.

Since

rÿ1n Ka
n �u� � uE�eiuXnwnCa

n;u� ÿ E�eiuZBa�u; Z�� ;

it follows, from Conditions [C2]4�c� and [C1]�, as in the proof of Lemma 3,
that E�eiuZBa�u; Z��j j � C2�1� juj2�ÿ1, and hence that

jrÿ1n Ka
n �u�1K0

n
�u�j � 2C2�1� u2�ÿ1

for any n 2 N and any u 2 R, where C2 is a constant independent of n 2 N
and u 2 R. Hence, we have

R
K0

n
rÿ1n jKa

n �u�jdu! 0 as n!1. à

By the argument above, we see by induction that [C1]� � [C2]4�c�
) [C3]4�b�, and similarly that [C1]� [C2]3�c� ) [C3]3�b�.

Lemma 5 Suppose Condition [C1]� holds. Then, for any p > 1, there exists a
constant Cp � Cp�a� independent of n 2 N and u 2 R such that
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jLa
n�u�j1K0

n
�u� � Cp�juj � 1�k1ÿ wnkLp

for any n 2 N and u 2 R. Moreover,Z
K0

n

jLa
n�u�jdu � Cprÿ2q

n k1ÿ wnkLp :

Proof. We extend �Mn;t�0�t�Tn
as Mn;t � Mn;Tn for t � Tn, the ®ltrations also

extended in a similar way. De®ne stopping times sn as

sn � infft � 0: rÿ�1ÿa�
n �hMnit ÿ 1� > 1g ;

obviously, on fw: wn�w� > 0g, a.s. Tn � sn. By Itô's formula,

eiuMn;Tn^sn Qa�u;Mn;Tn^sn ;hMniTn^sn
ÿ 1� � �ÿi@u�aeÿ

1
2u

2

�
Z Tn^sn

0

U�u;Mn;t; hMnit ÿ 1�dMn;t ;

where

U�u; z; r� � �ÿi@u�a�iueiuz�1
2u

2r� :

If t � sn and u 2 K0
n, then u2�hMnit ÿ 1� � u2r1ÿa

n � rÿ�1ÿa�
n �hMnisn

ÿ 1� � 1. By
Lemma 2, we see that

jPa�u; z; r�eiuz�1
2u

2rj �
Xa

b�0

Xb

j�0

a
b

� �
jcb

j j sup
x�1
�jxj12 je

1
2x�jzjaÿbjrjb=2

if u2r � 1. Therefore, with some constant c�a�,
sup
u2K0

n
t�Tn^sn

jPa�u;Mn;t;hMnit ÿ 1�eiuMn;t�1
2u

2�hMnitÿ1�j

� c�a�
Xa

b�0
M�aÿb

n;Tn^sn
�hMniTn^sn

� 1�b=2 :

Here, for a process X ; X �t � sup0�s�tjXsj. Since
U�u; z; r� � iuPa�u; z; r�eiuz�1

2u
2r

� aPaÿ1�u; z; r�eiuz�1
2u

2r ;

by using the Burkholder-Davis-Gundy inequality and the inequality
hMniTn^sn

� 1� r1ÿa
n , we can obtain


Z Tn^sn

0

U�u;Mn;t; hMnit ÿ 1�dMn;t





Lp0
� Cp�juj � 1�

for any u 2 K0
n; n 2 N, where p0 � p=�p ÿ 1� and Cp is a constant independent

of u; n. Consequently,
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jLa
n�u�j1K0

n
�u� � jE�wn

Z Tn^sn

0

U�u;Mn;t; hMnit ÿ 1�dMn;t�j1K0
n
�u�

� jE��wn ÿ 1�
Z Tn^sn

0

U�u;Mn;t; hMnit ÿ 1�dMn;t�j1K0
n
�u�

� Cpk1ÿ wnkLp�juj � 1� ;

hence Z
K0

n

jLa
n�u�jdu � Cprÿ2q

n k1ÿ wnkLp

for some Cp. à

Proof of Lemma 1. Conditions [C3]4 implies that for each a 2 Z�, there exists
a constant C3 independent of u 2 fv 2 R: jvj � 1g and n 2 N such that

jĥa
n�u�j � jcnE�eiuZZa� � 1

2
rnf�iu�2E�eiuZZan�

� 2iuaE�eiuZZaÿ1n� � a�aÿ 1�E�eiuZZaÿ2n�g
� rnfiuE�eiuZZag� � aE�eiuZZaÿ1g�gj

� �2p�12cnjHa�u�j/�u� � C3rnuÿ2

for any u 2 fv 2 R: jvj � 1g and n 2 N; hence,Z
RÿK0

n

jĥa
n�u�jdu � o�rn� : �4�

By Fourier inversion formula, we have

sup
x2R
jga

n�x� ÿ ha
n�x�j � sup

x2R

1

2p

Z
R

eÿiux�ĝa
n�u� ÿ ĥa

n�u��du

���� ����
� 1

2p

Z
RÿK0

n

�jĝa
n�u�j � jĥa

n�u�j�du

� 1

2p

Z
K0

n

jĝa
n�u� ÿ ĥa

n�u�jdu : �5�

It follows from Lemmas 3, 4 and 5 that

1

2p

Z
K0

n

jĝa
n�u� ÿ ĥa

n�u�jdu � Cprÿ2q
n k1ÿ wnkLp � o�rn� : �6�

From Condition [C2]4�a�, one has, for some constant C4 independent of
n 2 N, Z

RÿK0
n

jĝa
n�u�jdu � C4r3q

n � o�rn� �7�

as n!1 since a < 1=3 by de®nition. Consequently, it follows, from (5), (6),
(4) and (7), that
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sup
x2R
jga

n�x� ÿ ha
n�x�j � Cprÿ2q

n k1ÿ wnkLp � o�rn�

This completes the proof. à

For the proof of Lemma 1¢, we use the following lemmas, which can be
proved in a similar fashion as Lemmas 3, 4 and 5. For details, see [35]. Put
Jn � J0n ;Kn � K0

n and Ln � L0n.

Lemma 3¢ Suppose that Conditions [C1] and [C2]3(b) are satis®ed. ThenZ
K0

n

rÿ1n jujÿ1jJn�u�jdu! 0

as n!1:
Lemma 4¢ Suppose that Conditions [C1] and [C2]3(c) are satis®ed. ThenZ

K0
n

rÿ1n jujÿ1jKn�u�jdu � o�1�

as n!1.

Lemma 5¢ For any p > 1, there exists a constant Cp such that for any n 2 N,Z
K0

n

jujÿ1jLn�u�jdu � Cp 1� log��rÿ�1ÿa�=2
n �

� �
k1ÿ wnkLp

:

Lemma 6¢ (1) Suppose Condition [C2]3(a) is satis®ed. ThenZ
RÿK0

n

jujÿ1jE�wneiuXn �jdu � o�rn� :

(2) Under Condition [C3]3(a),Z
RÿK0

n

jujÿ1rn

����E eiuZ ÿ 1
2

u2
� �

n

� �����du � o�rn�

and

E eiuZ ÿ 1
2

u2
� �

n

� �
�
Z

R

1

2
eiuz@2z �E�njZ � z�/�z��dz :

(3) Under Condition [C3]3(b),Z
RÿK0

n

jujÿ1rnjiuE�eiuZg�jdu � o�rn�

and

E�iugeiuZ � �
Z

R
eiuz@z�ÿE�gjZ � z�/�z��dz :

316 Nakahiro Yoshida



We will now prove Lemma 1¢.

Proof of Lemma 1¢. De®ne Gn: R! R� by

Gn�x� �
Z x

ÿ1
E�wnjXn � y�lXn�dy� ;

where lXn is the distribution of Xn, and de®ne Hn: R! R by

Hn�x� �
Z x

ÿ1

�
E�wn�/�z� �

1

2
rn@

2
z �E�njZ � z�/�z��

ÿ rn@z�E�gjZ � z�/�z��
�

dz :

Then, from Lemma 6¢, we see

Ĝn�u� �
Z

R
eiuxdGn�x�

and

Ĥn�u� �
Z

R
eiuzdHn�z� :

Since

lim
x!ÿ1 jxjGn�x� � lim

x!ÿ1

Z x

ÿ1
jyjdGn�y�

� lim
x!ÿ1E�1fXn�xgwnjXnj�

� 0 ;

the integration-by-parts yieldsZ 0

ÿ1
Gn�x�dx �

Z 0

ÿ1
jxjdGn�x� <1 ;

in the same fashion,Z 1
0

�E�wn� ÿ Gn�x��dx �
Z 1
0

jxjdGn�x� <1 :

Hence, by [C3]3 one hasZ
R
jGn�x� ÿ Hn�x�jdx <1 :

Clearly, Gn�ÿ1� � Hn�ÿ1� � 0 and Gn�1� � Hn�1� � E�wn�. Thus, by
applying the smoothing lemma (e.g., Shimizu [25]) to Gn and Hn, we obtain,
for a > 1,

sup
x2R
jGn�x� ÿ Hn�x�j

� pÿ1
Z
juj�rÿa

n

jujÿ1jĜn�u� ÿ Ĥn�u�jdu� 24pÿ1 sup
x
jH 0n�x�jra

n

�: D0n :
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Since Z
Rÿ^0n

jujÿ1�jĜn�u�j � jĤn�u�j�du � o�rn�

from Lemma 6¢, we obtain from Lemmas 3¢±5¢

D0n � pÿ1
Z

K0
n

jujÿ1�jJn�u�j � jKn�u�j � jLn�u�j�du

� pÿ1
Z

RÿK0
n

jujÿ1�jĜn�u�j � jĤn�u�j�du

� 24pÿ1 sup
x
jH 0n�x�jra

n

� Cp 1� log��rÿ�1ÿa�=2
n �

� �
k1ÿ wnkLp � o�rn� :

Since

supxjGn�x� ÿ E�1�ÿ1;x��Xn��j
� supxjE�wn1�ÿ1;x��Xn�� ÿ E�1�ÿ1;x��Xn��j
� k1ÿ wnkL1

and

sup
x

��� Z
�ÿ1;x�

E�wn�/�z�dzÿ
Z
�ÿ1;x�

/�z�dz
��� � k1ÿ wnkL0 ;

we have ®nished the proof. à

5. Proof of Theorems

Proof of Theorem 3. We will verify Conditions [C1]� and [C2]4 of Lemma 1.
[C1]� is obvious from [A2]4, [A3] and [A4]4�3�.

Conditions [A2]4 and [A4]4�4� with the integration-by-parts formula
under truncation imply that

�iu�4E�eiuXnwnX a
n � � E�eiuXnWXn

4 ��; wnX a
n ��

for some integrable functional WXn
4 ��; wnX a

n �; hence one has
juj4jE�eiuXnwnX a

n �j � C4; �8�

where C4 is a constant independent of u 2 R and n 2 N. Thus Condition
[C2]4�a� has been veri®ed.

When a � 0; @rQa�u; z; r� � �1=2�u2eu2r=2; when a � 1, from Lemma 2,
one has
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@rQa�u;Mn; rnnn� �
1

2
u2e

1
2u

2rnnn
X

0�j�b�a

ca;b;jujr�j�b�=2
n Maÿb

n n�j�b�=2
n

� e
1
2u

2rnnn
X

0�j�b�a

1

2
�j� b�ca;b;jujr�jÿ2�b�=2

n

�Maÿb
n n�jÿ2�b�=2

n

� u2e
1
2u

2rnnn
Xa

k;l�0
ba;k;l 1

u
; ur

1
2
n; r

1
2
n

� �
Mk

n nl
n ; �9�

where

ca;b;j � a
b

� �
�ÿi�bcb

j

and ba;k;l�x; y; z� are polynomials in x; y; z. In view of Condition [A4]4�2�, we
have

jDj
nwnjH
j

n
jDk

ne
1
2u

2rnnnsjH
k
n

� jDj
nwnjH
j

n
e
1
2u

2rnnns
X

k1�...�km�k
m�k

cm
k1;...;km

1

2
su2rn

� �m

����Dk1
n nn 
 . . . . . .
 Dkm

n nn

����
H
k

n

� e
1
2jDj

nwnjH
j
n

X
k1�...�km�k

m�k

cm
k1;...;km

jDk1
n nnjH
k1

n
. . . jDkm

n nnjH
km
n

�10�

if k 2 Z�; u 2 K1
n and s 2 �0; 1�. Here Dk

ne
1
2u

2rnnns reads e
1
2u

2rnnnsP �k�, P�k� being
a tensor polynomial obtained by the formal di�erential rule, and the latter is
well de®ned without multiplication of the truncation functional wn or its
derivative. From (9) and (10), and approximating sequence argument using
tame functions fexp�ÿn2n=K�: K 2 Ng if necessary, we see that

wnuÿ2rÿ1n fQb�u;Mn; 0� ÿ Qb�u;Mn; rnnn�g 2 Dn
p;4

for any p > 1, and that for j � 4;

jDj
n�wnuÿ2rÿ1n fQb�u;Mn; 0� ÿ Qb�u;Mn; rnnn�g�jH
j

n

�
Z 1

0

dsjDj
n�uÿ2wnnn@rQb�u;Mn; rnnns��jH
j

n

�
X
i�j

jDi
nwnjH
i

n
Ki

b�jDk
nMnjH
k

k
; jDl

nnnjH
l
n

; k; l � j�

for any u 2 K1
n and n 2 N, where Ki

b�xk; yl; k; l � j� are polynomials in
xk; yl; k; l � j, independent of u; n. With [A4]4�4�, this shows that Condition
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[C2]4�b� holds true, which is a consequence of the integration-by-parts for-
mula in the (partial) Malliavin calculus. See the notes after Theorem 7 below.
In the same fashion, Condition [C2]4�c� can be veri®ed; thus we obtained the
inequality of Lemma 1. Since

sup
x2R
jxjajpn�x� ÿ h0n�x�j � sup

x2R
jxja/�x�j1ÿ E�wn�j � C�a�k1ÿ wnkLp

;

the proof completed. à

Proof of Theorem 4. It is su�cient to prove the inequality for bounded f .
Obviously, we have

jE�f �Xn�� ÿ E�f �Xn�wn�j � kf �Xn�kLp0 k1ÿ wnkLp ;

E�f �Xn�wn� �
R

R f �x�g0n�x�dx, and��� Z
R

f �x�g0n�x�dxÿ
Z

R
f �x�pn�x�dx

��� � Z
R
jf �x�j�1� jxj2�ÿ1

2adx

� sup
x2R
j�1� jxj2�12a�g0n�x� ÿ pn�x��j :

Hence, we obtain the result from Theorem 3. à

Proof of Theorem 5. We may assume q0 < 1; put q � q0=2. Let u: R! �0; 1�
be a smooth function satisfying u�x� � 1 if jxj � 1

2 and u�x� � 0 if jxj � 1.
De®ne wn by

wn � u
sn

2rYn

� �
u

4rrnNn

sn

� �
u rÿ�1ÿa�

n �hMni ÿ 1�
� �2� �

:

then [A4]4�1� and [A4]4�2� are trivial; [it is easy to show [A4]4�3� by using
�A40� and [A1]]. If for some j � 4;Dj

nwn 6� 0, then sn=2 < rYn and rrnNn < sn=4;
hence rXn > sn=25; therefore [A4]4�4� follows from �A40��1�. Thus we have
the inequality of Theorem 3. Clearly, �A40��1�, [A1] and Markov's inequality
imply that

k1ÿ wnkp
Lp
� P �wn < 1�

� P �sn > rYn� � P
r2nrNn

sn
>
1

8

� �
� P

ÿ
rÿ�1ÿa�

n �hMni ÿ 1��2 > 1

2

� �
� P �sn > rYn� � o�rm

n �

for any m 2 N, which completes the proof. à

It is easy to prove Theorem 6 like Theorem 4. Finally we prove Theorems
1 and 2.

320 Nakahiro Yoshida



Proof of Theorem 1. We will verify that Conditions [C1], [C2]3; [C3]3 of
Lemma 1¢ are satis®ed. [C1] is easy to check. In order to verify [C2]3, it is
su�cient to show that for any i � 3; i� j � 6 and for some q > 1, the Lq

norm of �rXn�ÿjDi�wnYn;u� is bounded uniformly in u (in Rÿ K0
n or in K1

n) and
in n, for Yn;u � 1;B0

n;u;C
0
n;u. In view of Assumption [A4]3�2�, we can show this

fact by using Assumption [A4]3�4�. Furthermore, it is possible to prove
Condition [r] is satis®ed for �Xn;wn;X

a
n rÿ1n �hMni ÿ 1�;R; 3� and for

�Xn;wn;X
a
n Nn;R; 3� for any a 2 Z�. In particular, there exists a constant

Ca <1 such that

sup
n2N;u2R

juj3jE�eiuXnwnX a
n rÿ1n �hMni ÿ 1��j < Ca

and

sup
n2N;u2R

juj3jE�eiuXnwnX a
n Nn�j < Ca :

Hence, by [A2]3; [A3]�, one has

sup
u2R
juj3jE�eiuZZan�j � Ca

and

sup
u2R
juj3jE�eiuZZag�j � Ca :

Therefore, there exist continuous, bounded, integrable versions of
@j

z�E�ZanjZ � z�/�z��, @j
z�E�ZagjZ � z�/�z�� for j � 0; 1. Thus Condition [C3]3

follows from this fact and Condition [A3]�. à

Proof of Theorem 2. We will reduce this case to Theorem 1. We may assume
1=3 < q < 1=2. Let q � �1ÿ a�=2; then 0 < a < 1=3. Fix any a1 so that
0 < a1 < 1. Let u: R� ! �0; 1� be an increasing smooth function such that
u�x� � 0 if x � 1=2, and u�x� � 1 if x � 2=3. For v � 3c=2, let

wn �u��1� jrÿ�1ÿa�
n �hMniTn

ÿ 1�j2�ÿ1� � u��1� rr
a1
rn Nn
�ÿ1�u�vÿ1rYn� :

Then it is not di�cult to verify that the Condition [A4]3 is satis®ed. In fact, if
Djwn 6� 0 for some j, then r1=2Xn

� r1=2Mn
ÿ r1=2rnNn

> �v=2�1=2 ÿ r1ÿa1
n when

Yn � Mn. Clearly rXn � v=2 when Yn � Xn. From this fact, [A4]3�4� follows
immediately. Other conditions are easy to verify. Thus one has the estimate
for the distribution function of Xn in Theorem 1. From the inequality

k1ÿ wnkp
Lp � P jrÿ�1ÿa�

n �hMniTn
ÿ 1�j2 > 1

2

� �
� P r2a1

n rNn >
1

2

� �
� P �rYn < c� ;

we obtain the result. à

Remark 3. Suppose Xn has the form Xn � sÿ1n Mn with a positive random
variable sn converging in probability to 1. If we set Nn � rÿ1n �sÿ1n ÿ 1�Mn, then
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the asymptotic expansion of the distribution function of Xn is given by
Lemma 1¢ with

pn�z� � /�z� � 1

2
rn@

2
z �E�njZ � z�/�z�� � rn@z�E�g0jZ � z�z/�z�� ;

where the random vector �Z; n; g0� is the weak limit of �Mn; rÿ1n �hMni
ÿ1�; rÿ1n �sn ÿ 1��; in this situation g � ÿg0Z, and Theorem 2.2 of Mykland
[20] originally treated this case.

Remark 4. Here is a simple example suggesting the necessity of the condition
on the nondegeneracy of the Malliavin covariance. Suppose M is a N�0; 1�-
random variable of 1-dimension. Take smooth functions un on R so that
un�x� � x if jxj � 2rn and un�x� � 0 if jxj � rn. Then un�M� has a decom-
position un�M� � M � �un�M� ÿM�; the second term on the right-hand side
is of op�rm

n �, for any m > 0, so this is a problem treated here. The distribution
function of un�M� has a jump of order rn at the origin. Therefore no func-
tions written by an integration of a density pn can approximate this dis-
tribution function up to o�rn�. Since un�M� does not satisfy the conditions of
theorems here, it is not a counter-example; however, it suggests the necessity
of certain regularity conditions of distributions.

6. Applications to statistics

We present examples of applications of the results in Section 2. The ®rst one
is a re®nement of the central limit theorem for a functional of an ergodic
di�usion process. The second example gives an application to statistics, and
the asymptotic expansion of the distribution of the maximum likelihood
estimator will be presented. Finally, we will mention the asymptotic expan-
sion for an estimator of the di�usion coe�cient (volatility) of an Itô process
de®ned on a ®nite time interval.

6.1 Asymptotic expansion of a functional of an ergodic di�usion

We will treat a one-dimensional, stationary, ergodic di�usion process
X � �Xt: t 2 R�� de®ned by the stochastic di�erential equation:

dXt � b�Xt�dt � dwt ; �11�
where b is a given R-valued function. The probability measure m denotes the
invariant measure of X . The martingale central limit theorem holds that if
m�f 2� <1, then

MT :� 1����
T
p

Z T

0

f �Xt�dwt ) N�0; m�f 2�� �12�

as T !1. Martingale central limit theorems were extensively used in the
®rst-order asymptotic theory on statistical inference for semimartingales, but
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one needs more to go further into higher-order problems; asymptotic ex-
pansion is then one of the promising methods. In this subsection, we will
present an asymptotic expansion of the distribution of MT . In order to apply
the results given in Section 2, we will focus our attention to verifying the
boundedness of Dp;s-norms and the uniform nondegeneracy of the Malliavin
covariance.

We are now considering a stationary, ergodic di�usion process de®ned by
(11) with the stationary distribution m given by

m�dx� � n�x�R1
ÿ1 n�u�du

dx

where n�x� � e
R x

0
2b�v�dv

(cf. Gihman-Skorohod [8]). In order to obtain the
asymptotic expansion of the distribution of the normalized martingale (12),
we assume several conditions stated below. Cr

"�R� stands for the set of Cr-
functions with derivatives of at most polynomial growth order.
�C1� X � �Xt: t 2 R�� is a stationary, ergodic di�usion process with sta-
tionary distribution m�dx�.
�C2�r b 2 Cr

"�R� and satis®es supx2R b0�x� < 0.
�C3�r f 2 Cr

"�R� and m�f 2� � 1.

For continuous function g: R! R, de®ne Gg: R! R by:

Gg�x� � ÿ
Z x

0

dyn�y�ÿ1
Z 1

y
2n�u�g�u�du ;

if
R1
0 n�u�jg�u�jdu <1.

Theorem 7 Suppose that Conditions �C1�; �C2�4; �C3�4 hold true. Then

sup
x2R
jP �MT � x� ÿ QT �x�j � o

1����
T
p
� �

as T !1; where
QT �x� � U�x� � r12

2
����
T
p �1ÿ x2�/�x�

with r12 given by

r12 � ÿ
Z

R
f �x�@Gf 2ÿ1�x�m�dx� :

Before the proof of this theorem, we need notation and several lemmas. For
later use, we remind of several notations used in the partialMalliavin calculus.

Let �W �i�;B�i�; P �i��; i � 1; 2, be probability spaces, and let �W �2�;B�2�; P �2��
be a Wiener space, i.e., W �2� � fw: R� ! Rr continuous, w�0� � 0g,
B�2� � B�W �2�� and P �2� is a Wiener measure on B�2�. H denotes the Cameron-
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Martin subspace of W �2�. Let �W ;B; P � be the product space of
�W �1�;B�1�; P �1�� and �W �2�;B�2�; P �2��: Given a separable Hilbert space E; S�E�
denotes the linear space spanned by E-valued smooth functionals F : W ! E
such that for some n 2 Z�, there exists a measurable function f : W �1�

�Rn ! R satisfying that for any a 2 Zn
�, for some constant ca; j@a

nf �w�1�; n�j
� ca�1� jnjca� for any w�1� 2 W �1�; n 2 Rn, and that F �w�1�;w�2��
� f �w�1�; n�w�2���e for any w 2 W , where e 2 E and n��� 2 �W �2�0 �n. S�E� is
dense in L

p�W ; P ; E� for any p � 1: The di�erential operator in the direction
of each h 2 H is de®ned by DhF �w�1�;w�2�� � �@=@t�t�0F �w�1�;w�2� � th� for
each F 2 S�E�. We denote by Dp;s�E� the completion of S�E� with respect to

the norm k � kp;s �
Ps

j�0 kDj � kp
Lp�P �

� �
1=p
. Then D is uniquely extended to an

continuous operator, denoted by D again, from Dp;s�1�E� into Dp;s�H 
 E�.
The integration-by-parts formula has the same form as in the usual Malliavin
calculus over the classical Wiener spaces.

In the sequel, we regard the di�usion process �Xt: t 2 R�� as a solution to
the stochastic di�erential equation

dXt�w� � b�Xt�w��dt � dw�2�

X0�w� � w�1�

(
�13�

constructed on the Wiener space �W ;B; P� with W �1� � R; P �1� � m, and
r � 1. Hereafter, w�2� will be denoted by w to simplify the notation.

For separable real Hilbert spaces H1;H2; L�H1;H2; R� denotes the set of
all bilinear forms v: H1 � H2 ! R that is continuous in the sense that there
exists a constant c such that jv�h1; h2�j � cjh1jH1

jh2jH2
for any

h1 2 H1; h2 2 H2. L�H1; H2� is the set of continuous linear operators from H1

into H2. Clearly, there is a one-to-one correspondence between L�H1;H2; R�
and L�H1; H2�. For a pair of bases fh1;ig; fh2;jg of H1;H2, respectively, the
Hilbert-Schmidt norm jvjH1
H2

of a bilinear form v: H1 � H2 ! R is de®ned

as jvjH1
H2
� P

ij v�h1;i; h2;j�2
� �1

2

. This norm is independent of the choice of

the bases fh1;ig and fh2;jg. H1 
 H2 denotes the set of bilinear forms v sa-
tisfying that jvjH1
H2

<1, and is a Hilbert space equipped with the Hilber-
tian norm jvjH1
H2

. It is clear that H1 
 H2 � L�H1;H2; R�.
Let F 2 L2�R� ! E 
Rr; ds�. Suppose that the linear operator L: H ! E

is de®ned by

L�h� �
Z 1
0

Fs � _hsds; h 2 H

Then L: H ! E is a continuous linear operator, and if L: H � E! R denotes
the corresponding continuous bilinear form then, L 2 H 
 E and

jLjH
E �
������������������������������Z 1
0

jFsj2E
Rr ds

s
: �14�

Lemma 7 Let �Xt: t 2 R�� satisfy the stochastic di�erential equation (11).
Suppose that the following conditons are satis®ed:
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(1) supt2R� kXtkp <1 for any p � 1.
(2) c:� ÿ supx2R b0�x� > 0:
(3) b is j-times di�erentiable, and supt2R� kb�i��Xt�kp <1 for every p � 1 and
i �0 � i � j�.
Then supt2R� kXtkp;j <1 for all p � 1.

Proof. From (11), we see that for each h 2 H ;DhXt satis®es

dDhXt � b0�Xt�DhXtdt � _htdt ;

DhX0 � 0 :

(

Therefore,

DhXt �
Z t

0

at
s
_hsds �15�

for each h 2 H , where at
s � exp

R t
s b0�Xs�ds

ÿ �
: By (15) and by de®nition of c,

jDXtj2H �
Z t

0

�at
s�2ds �

Z t

0

eÿ2c�tÿs�ds � 1

2c
<1 ;

and hence, together with Assumption (1), this inequality implies that
supt2R kXtkp;1 <1 for any p � 1.

From (15), one has

DDhXt �
Z t

0

at
s

Z t

s
b00�Xs�DXsds � _hsds : �16�

From (16) and (14), applying Jensen's inequality to the sub-stochastic kernel
2ceÿ2c�tÿs�1�0;t��s� and using it again, we have, for any p � 1,

jD2Xtj2p
H
H �

Z t

0

eÿ2c�tÿs�
Z t

s
jb00�Xs�jjDXsjH ds

� �2

ds

" #p

� 1

2c

� �pÿ1Z t

0

eÿ2c�tÿs��t ÿ s�2pÿ1
Z t

s
jb00�Xs�j2pjDXsj2p

H ds

� �
ds :

Therefore,

E jD2Xtj2p
H
H

h i
� sup

s2R�
E jb00�Xs�j2pjDXsj2p

H

h i
� 1

2c

� �3pZ 1
0

eÿuu2pdu

for any t 2 R�. This means that supt2R� kXtkp;2 <1 for any p � 1.
In a similar fashion, by induction, we obtain the desired result. à.

Remark 5. To prove the boundedness of Dp;s- norms of Xt, we used Condition
(2) of Lemma 7. However, as seen in the proof, for this purpose, it su�ces to
assume that supt2R� E

R t
0�at

s�p�t ÿ s�qds
� �

<1 for any p � 2 and q 2 Z�.
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Lemma 8 Let MT � 1���
T
p
R T
0 f �Xt�dwt. Suppose that the following two conditions

are satis®ed:

(1) supt2R� kXtkp;j <1 for any p > 1.

(2) supt2R� kf �i��Xt�kp <1 for any p > 1 and i �0 � i � j�.
Then supT2R� kMT kp;j <1 for any p > 1.

Proof. Since

DhMT �
Z T

0

1����
T
p f 0�Xt�DhXtdwt �

Z T

0

1����
T
p f �Xt� _htdt �17�

for any h 2 H , it follows from (14) that

jDMT j2H � 2

Z T

0

1����
T
p f 0�Xt�DXtdwt

���� ����2
H
�
Z T

0

1

T
f �Xt�2dt

( )
:

The Burkholder inequality for Hilbert space valued square-integrable pro-
gressively measurable processes on W �R� then implies that for some
constant c0p,

sup
T2R�

E jDMT j2p
H

h i
� c0p sup

t2R�
E jf 0�Xt�j2pjDXtj2p

H

h i
� sup

t2R�
E jf �Xt�j2p
h i( )

:

Consequently, supT2R� kMTkp;1 <1 for any p � 1.
Di�erentiating (17), and by using (14) once again, one has

jD2MT j2H
H � 4

Z T

0

1����
T
p f 00�Xt�DXt 
 DXtdwt

���� ����2
H
H

(

�
Z T

0

1����
T
p f 0�Xt�D2Xtdwt

���� ����2
H
H

� 2

Z T

0

1����
T
p f 0�Xt�DXt

���� ����2
H

dt

)
:

Consequently

sup
T2R�

E jD2MT j2P
H
H

h i
� c00p sup

t2R�
E jf 00�Xt�j2pjDXtj4p

H

h i(
� sup

t2R�
E jf 0�Xt�j2pjD2Xtj2p

H
H

h i
� sup

t2R�
E jf 0�Xt�j2pjDXtj2p

H

h i)
;

which means that supT2R� kMT kp;2 <1 for any p � 1.
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In the same way, we can show the general case. à

The di�erential operator L denotes the generator of the di�usion
X : L � 1

2 @
2 � b@. It is then clear that LGg � g. Set nT �

����
T
p �hMT ;�iT ÿ 1�.

Lemma 9 Suppose that the following three conditions are satis®ed:

(1) f : R! R is continuous, andZ 1
0

n�u�jf 2�u� ÿ 1jdu <1 :

(2) supt2R� kXtkp;jÿ1 <1 for any p > 1.

(3) supt2R� kG�i�f 2ÿ1�Xt�kp <1 for any p > 1 and i �0 � i � j�.
Then supT>d knTkp;jÿ1 <1 for any p > 1 and d > 0.

Proof. By using Itô's formula, we see that

nT �
1����
T
p

Z T

0

�
f �Xt�2 ÿ 1

�
dt

� 1����
T
p Gf 2ÿ1�XT � ÿ 1����

T
p Gf 2ÿ1�X0� ÿ 1����

T
p

Z T

0

@Gf 2ÿ1�Xt�dwt : �18�

It follows from the chain rule and the assumptions that

sup
T>d

Tÿ
1
2Gf 2ÿ1�XT �




 



p;jÿ1

� sup
T>d

Tÿ
1
2Gf 2ÿ1�X0�




 



p;jÿ1

< 1

for any p > 1. Moreover, by means of Lemma 8, we see that

sup
T>d

1����
T
p

Z T

0

@Gf 2ÿ1�Xt�dwt





 




p;jÿ1

<1

for any p > 1. These inequalities together with (18) complete the proof. à

Lemma 10 Let r 2 Z�. Suppose that Conditions �C2�r and �C3�r are satis®ed.
Moreover, suppose that

R1
ÿ1 f �u�n�u�du � 0. Then Gf 2 Cr�2

" �R�:
Proof. First, from Condition �C2�r, it is easy to see that

n�x� � e2b�0�xÿcx2

for all x 2 R. Since
R1
0 jf �u�jn�u�du <1;Gf is well-de®ned and

Gf 2 Cr�2�R�. Let 1 � j � r � 2. By Leibniz's rule,

@jGf � ÿ
ÿ
@jÿ1n�y�ÿ1� Z 1

x
2n�u�f �u�du

ÿ
Xjÿ1
i�1

jÿ 1

i

� �
�@jÿ1ÿin�y�ÿ1�@iÿ1�2n�x�f �x��

� P1�x�n�x�ÿ1
Z 1

x
2n�u�f �u�du� P2�x� ; �19�
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where P1 is a polynomial of b; b0; � � � ; b�jÿ2�, and P2 is a polynomial of
b; b0; � � � ; b�jÿ3� and f ; f 0; � � � ; f �jÿ2�. On the other hand, it follows that
q�u�:� ÿ2b�u� ÿ muÿ1 is positive and increases as u increases for large u, for
any m 2 Z�. For large x,Z 1

x
n�u�umdu �

Z 1
x

q�u�
q�x� n�u�umdu

�
Z 1

x

ÿ�n�u�um�0
q�x� du

� n�x� xm

q�x� :

Therefore n�x�ÿ1 R1x n�u�umdu � O�xmÿ1� as x!1 for any m 2 Z�. The
same argument can be applied to a similar functional in the case where
x! ÿ1. If

R
R f �x�n�x�dx � 0, then

R1
x f �u�n�u�du � ÿ R x

ÿ1 f �u�n�u�du, so
that with the aid of (19), we see Gf 2 Cr�2

" �R�: à

Let g � 1
2 @ � b
ÿ �

f . Then @Gg � f and

MT � 1����
T
p

Z T

0

f �Xt�dwt

� 1����
T
p Gg�XT � ÿ 1����

T
p Gg�X0� ÿ 1����

T
p

Z T

0

g�Xt�dt : �20�

[Gg is of at most polynomial growth order due to Lemma 10.] Instead of the
nondegeneracy of the Malliavin covariance of MT , we will consider that of
�MT de®ned by

�MT � 1����
T
p

Z T

0

g�Xt�dt :

From (15), for h 2 H ,

Dh �MT � 1����
T
p

Z T

0

g0�Xt�
Z t

0

at
s
_hsds

� �
dt

�
Z T

0

ds _hs
1����
T
p

Z T

s
g0�Xt�at

sdt
� �

:

Therefore the Malliavin covariance of r �MT
is given by

r �MT
� 1

T

Z T

0

Z T

s
g0�Xt�at

sdt
� �2

ds : �21�

Lemma 11 Suppose that Conditions �C1�; �C2�2; �C3�3 hold true. Then there
exists a positive constant c such that P �r �MT

< c� � O 1
T

ÿ �
as T !1.

Proof. f ; f 0; b have at most polynomial growth order, and supx b0�x� < 0. It
then follows from integration-by-parts formula that
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Z 1
ÿ1

g�x�n�x�dx �
Z 1
ÿ1

f �x� ÿ 1
2
@ � b�x�

� �
n�x�dx � 0 :

Therefore if g were a constant, then g � 0, and hence 1
2 @ � b
ÿ �

f � 0. If
f 6� 0, then f �x� � f �0�n�x�ÿ1, which contradicts the assumption that f has
at most polynomial growth order. Consequently f � 0. Therefore, g is not a
constant.

There exists x0 2 R such that g0�x0� 6� 0. Fix D > 0. We will take D suf-
®ciently small later. Let S0 � infft 2 R�: Xt � x0g. Next take any point
x1 2 B�x0;D�c, and let S00 � infft > S0: Xt � x1g:Moreover we de®ne stopping
times Si; S0i ; i 2 N, inductively by Si � infft > S0iÿ1: Xt � x0g and by S0i �
infft > Si: Xt � x1g. There exists a positive constant d � d�D� such that if
supSi�s�Si�D jXs ÿ x0j � D, then

inf
s2�Si;Si�D�

�aSi�D
s �2 � d :

De®ne Ai�s� by

Ai�s� �
R Si�D

s g0�Xt�at
sdt

aSi�D
s

Let

M � M�D� � max

�
sup

x2B�x0;D�
jg0�x�j; sup

x2B�x0;D�
jg00�x�j; sup

x2B�x0;D�
jb0�x�j

�
:

It is then easy to show that

Ai�s� � li�s� � ri�s�

for s 2 �Si; Si � D�, where li�s� � �Si � Dÿ s�g0�x0� and

sup
s2�Si;Si�D�

jri�s�j � D2q�M ;D; eMD�

if supSi�s�Si�D jXs ÿ x0j � D, where q is a polynomial de®ned on R3. Choose
D > 0 so that sups2�Si;Si�D� jri�s�j � 1

6 jg0�x0�jD. For any l 2 R,

������������������������������������������������������Z Si�D

Si

�li�s� � ri�s� ÿ l�2ds

s
�

����������������������������������������Z Si�D

Si

�li�s� ÿ l�2ds

s

ÿ
���������������������������Z Si�D

Si

r2i �s�ds

s
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�
��������������������������������������������������������Z Si�D

Si

li�s� ÿ D
2

g0�x0�
� �2

ds

s

ÿ
���������������������������Z Si�D

Si

r2i �s�ds

s

� jg0�x0�j
������
D3

12

s
ÿ jg0�x0�j

������
D3

36

s

�
���
3
p ÿ 1

6
jg0�x0�jD3

2 : �22�

Let

ci �
Z T

Si�D
g0�Xt�at

Si�Ddt :

By using (22), we see that if Si � D � T and if sups2�Si;Si�D� jXs ÿ x0j � D, thenZ Si�D

Si

Z T

s
g0�Xt�at

sdt
� �2

ds �
Z Si�D

Si

aSi�D
s

ÿ �2
Ai�s� � ci� �2ds

� d

���
3
p ÿ 1

6

 !2

jg0�x0�j2D3

�: d1 :
Therefore, by (21)

r �MT
� 1

T

Z T

0

Z T

s
g0�Xt�at

sdt
� �2

ds

�
X

i:Si�D�T

1

T

Z Si�D

Si

Z T

s
g0�Xt�at

sdt
� �2

ds

� 1fsupSi�s�Si�D jXsÿx0j�Dg

�
X1
i�0

d1
T
1fi:Si�D�Tg1fsupSi�s�Si�D jXsÿx0j�Dg : �23�

Let l � Px0�sup0�s�D jXs ÿ x0j � D�, and let

nT
i �

1����
T
p 1fSi�D�Tg 1fsupSi�s�Si�D jXsÿx0j�Dg ÿ l

h i
:

By the support theorem, it is easily seen that l > 0. Let Ft be the ®ltration
generated by X0 and �ws: s � t�, and set

mT
n �

Xn

i�0
nT

i :
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It is then easy to show that �mT
n ;FSn�1�n2Z� is a martingale for each T 2 R�

(cf. Jacod-Shiryaev [14], p. 4, 1.17). With

v:� Ex0 1fsup0�s�D jXsÿx0j�Dg ÿ l
h i2� �

;

we also see that Xn

i�0
E �nT

i �2jFSi

h i
� v

T

Xn

i�0
1fSi�D�Tg : �24�

De®ne positive random variables si; i 2 Z�; as s0 � S0; si � Si ÿ Siÿ1�i 2 N�.
It is well-known that si�i 2 Z�� are mutually independent, square-integrable
random variables, and that si�i 2 N� is an i.i.d. sequence with positive ®nite
mean value c1. [In fact, it is possible to express the moments of those stop-
ping times explicitly and to estimate them (cf. Gihman-Skorohod [8], [36]).]

By de®nition,

P

 X1
i�0

c1
T
1fSi�D�Tg1fsupSi�s�Si�D jXsÿx0j�Dg <

l
4

!

� P mT
1 <

����
T
p l

c1

1

4
ÿ
X1
i�0

c1
T
1fSi�D�Tg

 ! !

� P
X1
i�0

c1
T
1fSi�D�Tg <

1

2

 !
� P mT

1 < ÿ
����
T
p

l
4c1

� �
: �25�

The ®rst term on the right-hand side (25) is not greater than

P s0 � s1 � � � � � s� T
2c1

�
�1 > T ÿ D

� �
� T ÿ Dÿ E�s0� � T

2c1

� �
� 1

� �
c1

� �� �ÿ2
� var�s0� � T

2c1

� �
� 1

� �
var�s1�

� �
� O

1

T

� �
:

By (24) and Lenglart's inequality (cf. Jacod-Shiryaev [14], p. 35) under usual
extension of processes mT

n ;
Pn

i�0 1fSi�D�Tg, and ®ltration �FSn�1�, we see that
the second term on the right-hand side of (25) is not greater than

24c1v
T l2

� P
c1
T

X1
i�0

1fSi�D�Tg � 3

2

 !
;

the last term can be estimated in the same way as above. Therefore we obtain
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P r �MT
<

d1l
4c1

� �
� O

1

T

� �
as T !1. à

The following lemma is easy to show by the martingale central limit
theorem.

Lemma 12 As T !1,

MT ;
����
T
p
�hMT ;�iT ÿ 1�

� �
!d N�0;R� ;

where R � �rij�2i;j�1 is given by r11 � 1; r12 � r21 � ÿ
R

R f @Gf 2ÿ1dm and

r22 �
R

R�@Gf 2ÿ1�2dm.

Proof of Theorem 7. It su�ces to verify the assumptions of Theorem 2. [A1]
is trivial. We see that the inequality supt2R� kXtkp;4 <1 follows from �C2�4
and Lemma 7; supT2R� kMT kp;4 <1 from �C3�4 and Lemma 8; similarly,
supT>d knTkp;3 <1 from Lemmas 9 and 10. Thus we obtain [A2]3. Lemma
12 implies [A3]�. In view of the inequality

P r
1
2

MT
<

c
1
2

2

 !
� P r

1
2

AT
>

c
1
2

2

 !
� P r

1
2
�MT
< c

1
2

� �
;

where AT � Tÿ
1
2�Gg�XT � ÿ Gg�X0��, we have P �rMT < c=4� � O�Tÿ1�, and

obtain the desired result. à

6.2 Asymptotic expansion of the maximum likelihood estimator
for an ergodic di�usion

In this subsection, we consider the following stochastic di�erential equation
like the previous subsection but with unknown parameter:

dxt � b�xt; h�dt � dwt

Let h0 be the true value of the unknown parameter h and we abbreviate h0 in
functions of h when they are evaluated at h0. We assume that xt is stationary
and x0 obeys the stationary distribution m � mh0 , and that supx2R @b�x; h0�
< 0. Furthermore, we assume for simplicity that b is smooth and
jdl@jb�x; h�j � Cj;l�1� jxjCj;l� for any x 2 R and h, where d � @=@h, and often
denoted by dot. Under a usual identi®ability condition, the statistical ex-
periment induced by this di�usion model is entirely separated, and hence
there exists a consistent estimator. By using this consistent estimator, it is
easy to show the existence of the consistent maximum likelihood estimator ĥT

for which there exists a sequence of events AT such that P �AT � ! 1 and
_lT �ĥT � � 0 on AT , where lT �h� is the log-likelihood function:
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lT �h� �
Z T

0

b�xt; h�dxt ÿ 1

2

Z T

0

b�xt; h�2dt :

Moreover, on some condition of global nondegeneracy of an information
amount, the unique existence of ĥT is ensured and P �jĥT ÿ h0j > Tÿq�
� o�Tÿ1

2� for some q > 0 (e.g., [24]).
Then it is not di�cult to show by the well-known Delta-method that the

asymptotic expansion of the distribution function of
�����
IT
p �ĥT ÿ h0�

�I:� m� _b2�, the Fisher information amount as h0) coincides up to o�Tÿ1
2� with

the asymptotic expansion of the distribution function of XT de®ned by

XT � MT � 1����
T
p NT ;

where MT � �IT �ÿ
1
2
R T
0

_b�xt; h0�dwt, and NT � Iÿ1MT Z2;T ÿ 1
2 Iÿ1:5LM2

T with

Z2;T �
����
T
p �lT

T � I
� �

and L � ÿ limT!1 d3lT
T � 3

R
R

_b�x��b�x�m�dx�:
Let k � @G _b��;h0�� �2ÿI

for b � b��; h0�. Then nT �
����
T
p �hMT ;�iT ÿ 1� �a

ÿ 1
I
���
T
p
R T
0 k�xt�dwt; and Z2;T �a 1���

T
p
R T
0 ��b� k��xt; h0�dwt, where �a stands for the

asymptotic equivalence. In particular, �MT ; nT ; Z2;T � !d �Z; n; Z2�, where the
random vector �Z; n; Z2� has the 3-dimensional normal distribution N3�0;R�
with R11 � 1;R12 � ÿIÿ1:5m� _bk�, R13 � Iÿ0:5m� _b��b� k��, R22 � Iÿ2m�k2�,
R23 � ÿIÿ1m�k��b� k�� and R33 � m���b� k�2�.

Since LfZ; n; gg � LfZ; n; Iÿ1ZZ2 ÿ 1
2 Iÿ1:5LZ2g, it follows from the above

fact, that E�njZ � x� � R12x and that E�gjZ � x� � R13

I ÿ L
2I1:5

ÿ �
x2. Let

A � R12

2 � ÿm� _bk�=�2I1:5� and B � R12

2 � R13

I ÿ L
2I1:5 � ÿfm� _b�b� ÿ m� _bk�g=�2I1:5�.

We can still use the proof (Section 6.1) of the nondegeneracy of the ®rst term
MT . Thus we obtain

Theorem 8 The distribution function of
�����
IT
p �ĥT ÿ h0� has the asymptotic ex-

pansion

P
�����
IT
p

ĥT ÿ h0
� �

� x
� �

� U�x� � 1����
T
p �Aÿ Bx2�/�x� � o

1����
T
p
� �

:

This expansion holds uniformly in x 2 R.

For a scalar parameter a, the Amari-Chentsov a�ne a-connection is ex-
pressed with coe�cients Ca

ijk;T � E�fdidjlT � 1ÿa
2 dilT djlTgdklT � for co-

ordinates h � �hi� in multi-parameter case. Returning to our one-parameter

case, let C ÿ1
3� � � limT!1 C

ÿ1
3� �

111;T =T . Indeed, by simple calculus with Itô's
formula and ergodicity, we see that this limit exists and that
C ÿ1

3� � � m� _b�b� ÿ m� _bk�. From this relation, one has B � ÿC ÿ1
3� �=�2I1:5�. De-

note by ĥ�T a second order mean-unbiased maximum likelihood estimator of
h, then Theorem 8 provides the asymptotic expansion:

P �
�����
IT
p
�ĥ�T ÿ h0� � x� � U�x� � C ÿ1

3� �
2I1:5

����
T
p �x2 ÿ 1�/�x� � o

1����
T
p
� �

:
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This expression was familiar one in independent observation cases. Grige-
lionis [10] calculates a-connections for Markov statistical models.

It is also possible to derive asymptotic expansions for M-estimators ([24]).

6.3 Estimator for di�usion coe�cient

Let us consider a semimartingale Xt having the following decomposition with
unknown parameter h:

Xt � X0 �
Z t

0

bsds�
Z t

0

���
h
p

rsdws; t 2 �0; 1� ;

where bt; rt are Itô processes de®ned on a one-dimensional Wiener space
�W ;H ; P � in the partial Malliavin calculus: W � R� W �2�; B � B1 �B�2�,
and P � LfX0g 
 P �2�, where �W �2�;B�2�;H ; P �2�� is a one-dimensional Wi-
ener space. �~Ft�0�t�1 is the ®ltration generated by X0 and w: ~F 0

t
� r�X0;ws: 0 � s � t� and ~Ft � \u>t ~F 0

u . bt may depend on unknown para-
meters �h; #�. We assume that bt; rt are adapted to the ®ltration �~Ft�0�t�1.

Assume also that bt has the decomposition bt � b0 �
R t
0 b�1�s dws �

R t
0 b�0�s ds, and

that b�1�t has a decomposition b�1�t � b�1�0 �
R t
0 b�1;1�s dws � R t

0 b�1;0�s ds.
Similarly, assume that rt; r�1� and r�0� have a corresponding decomposition.
Suppose that supt2�0;1� kftkp;3 <1 for ft � bt; b�1�t ; b�0�t ; b�1;0�t ;

b�1;1�t ; rt; r�1�t ; r�0�t ; r�1;0�t ; r�1;1�t ; r�0;0�t ; r�0;1�t , and for p > 1.

Based on the data set fXti ; rti: i � 0; 1; � � � ; ng with ti � i=n, a natural
quasi-likelihood estimator of the unknown parameter h is given by

ĥn �
Xn

i�1

Xti ÿ Xtiÿ1

rtiÿ1

� �2

(cf. Genon � Catalot-Jacod [7]). We assume that supt2�0;1� k1=rtkLp <1 for
each p > 1. Let h denote the true value of the unknown parameter. Then
Xn:�

��
n
p��
2
p

h
�ĥn ÿ h� asymptotically has the standard normal distribution. Let

H1�x� � x;H2�x� � �x2 ÿ 1�= ���
2
p

, and H3�x� � �x3 ÿ 3x�= ���
6
p

. Denote Dwi �
wti ÿ wtiÿ1 . The following lemma gives the stochastic expansion of Xn, from
which the asymptotic expansion of the distribution function of Xn will be
presented later.

Lemma 13 Xn has the stochastic expansion: Xn � Mn � 1��
n
p Nn, where

Mn �
Xn

i�1

1���
n
p H2�

���
n
p

Dwi� ;
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and

Nn �
Xn

i�1

1���
n
p �

���
3
p

r�1�tiÿ1
rtiÿ1

H3�
���
n
p

Dwi�

�
Xn

i�1

1���
n
p �

���
2
p

r�1�tiÿ1
rtiÿ1

�
���
2
p

btiÿ1���
h
p

rtiÿ1

 !
H1�

���
n
p

Dwi�

�
Xn

i�1

1

n
Ftiÿ1 � Rn

with kRnkLp � O 1��
n
p
� �

for any p > 1, and with Ft given by

Ft �
���
2
p

r�0�t

2rt
�

r�1�t

� �2
2
���
2
p

r2t
�

���
2
p

b�1�t

2
���
h
p

rt
�

���
2
p

b2t
2hr2t

:

Proof. First, we see that Xn � W� U2 � U3 � U4, where

W �
Xn

i�1

���
n
p���
2
p 1

r2tiÿ1

Z ti

tiÿ1
rtdwt

� �2

ÿ 1
n

( )
;

U2 �
Xn

i�1

�����
2n
p���
h
p

r2tiÿ1

Z ti

tiÿ1

Z t

tiÿ1
bsdsrtdwt;

U3 �
Xn

i�1

�����
2n
p���
h
p

r2tiÿ1

Z ti

tiÿ1

Z t

tiÿ1
rsdwsbtdt ;

and

U4 �
Xn

i�1

�����
2n
p

hr2tiÿ1

Z ti

tiÿ1

Z t

tiÿ1
bsdsbtdt :

We say that Tn � R�nÿk� if kTnkp � O�nÿk� for any p > 1. By assumption and
by Burkholder's inequality for martingales with discrete parameter,���

n
p

U3 �
Xn

i�1

���
2
p

n���
h
p

r2tiÿ1

Z ti

tiÿ1
rtiÿ1btiÿ1

Z t

tiÿ1
dwsdt

�
�
Z ti

tiÿ1
btiÿ1

Z t

tiÿ1

Z s

tiÿ1
r�1�u dwu

� �
dwsdt �

Z ti

tiÿ1
rtiÿ1

Z t

tiÿ1
b�1�s ds � dt

�
Z ti

tiÿ1
rtiÿ1

Z t

tiÿ1

Z v

tiÿ1
b�1�s dwsdwv

�
�
Z t

tiÿ1

Z v

tiÿ1
dws � b�1�v dwv

�
dt
�
� R nÿ0:5

ÿ �
�
Xn

i�1

���
2
p

n���
h
p

rtiÿ1

btiÿ1

Z ti

tiÿ1

Z t

tiÿ1
dwsdt

�
�b�1�tiÿ1

Z ti

tiÿ1

Z t

tiÿ1
dsdt

�
� R nÿ0:5

ÿ �
; �26�

Malliavin calculus and asymptotic expansion for martingales 335



and similarly, ���
n
p

U2 �
Xn

i�1

���
2
p

nbtiÿ1���
h
p

rtiÿ1

Z ti

tiÿ1

Z t

tiÿ1
dsdwt � R nÿ0:5

ÿ �
: �27�

From (27) and (26), one has���
n
p

U2 �
���
n
p

U3 �
Xn

i�1

���
2
p

btiÿ1���
h
p

rtiÿ1

�wti ÿ wtiÿ1�

�
Xn

i�1

���
2
p

b�1�tiÿ1

2
���
h
p

rtiÿ1

� 1
n
� R nÿ0:5

ÿ �
: �28�

Obviously, ���
n
p

U4 �
Xn

i�1

���
2
p

b2tiÿ1
2hr2tiÿ1

� 1
n
� R nÿ0:5

ÿ �
: �29�

On the other hand, W is decomposed as follows:

W � W1 �W2 �W3 ; �30�

where

W1 �
Xn

i�1

���
n
p���
2
p �Dwi�2 ÿ 1

n

� �
;

W2 �
Xn

i�1

�����
2n
p

rtiÿ1
Dwi

Z ti

tiÿ1
�rt ÿ rtiÿ1�dwt ;

and

W3 �
Xn

i�1

���
n
p���
2
p

r2tiÿ1

Z ti

tiÿ1
�rt ÿ rtiÿ1�dwt

� �2

:

By repeated use of Burkholder's inequality, we have

���
n
p

W3 �
Xn

i�1

n���
2
p

r2tiÿ1

Z ti

tiÿ1

Z t

tiÿ1
r�1�s dwsdwt

� �2

�R nÿ0:5
ÿ �

�
Xn

i�1

n���
2
p

r2tiÿ1

Z ti

tiÿ1

Z t

tiÿ1
r�1�s dws

� �2

dt � R nÿ0:5
ÿ �

�
Xn

i�1

n���
2
p

r2tiÿ1

Z ti

tiÿ1

Z t

tiÿ1
r�1�s

� �2
dsdt � R nÿ0:5

ÿ �

�
Xn

i�1

1

2
���
2
p �

r�1�tiÿ1

� �2
r2tiÿ1

� 1
n
� R nÿ0:5

ÿ �
: �31�
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Moreover, in a similar fashion, by using Itô's formula, we obtain

���
n
p

W2 �
Xn

i�1

���
2
p

r�1�tiÿ1
rtiÿ1

� nDwi

Z ti

tiÿ1

Z t

tiÿ1
dwsdwt �

Xn

i�1

���
2
p

r�0�tiÿ1
2rtiÿ1

� 1
n
� R nÿ0:5

ÿ �
: �32�

From (29), (28), (31), and (32), we obtain the desired expansion. à

Let �~F n;t � ~F�nt�
n
. We will use the following notation later:

�Mj;n�t�:�
X�nt�

i�1

1���
n
p Gj�tiÿ1�Hj�

���
n
p

Dwi�; j � 1; 2; 3 ;

where

G1�t� �
���
2
p

r�1�t

rt
�

���
2
p

bt���
h
p

rt
; G2�t� � 1 ;

G3�t� �
���
3
p

r�1�t

rt
� �Fn�t� �

X�nt�

i�1

1

n
Ftiÿ1 :

�Mn
n �t� �

X�nt�

i�1
4n

���
n
p Z ti

tiÿ1
�ti ÿ u��wu ÿ wtiÿ1�dwu :

It is easy to show that nn � �Mn
n �1� [here

Mn;t:�
Xn

i�1
2
���
n
p Z t^ti

t^tiÿ1

Z s

tiÿ1
dwudws

and nn is de®ned with the original �~Ft�-bracket hMn;�i]. Then the predictable
quadratic covariations with respect to the ®ltration �~F n;t

� �
0�t�1

are given by

h �Mj;n; �Mk;nit � dj;k

X�nt�

i�1

1

n
Gj�tiÿ1�Gk�tiÿ1� �: �Aj;k;n�t� ;

for �wn;t � w�nt�
n
,

h�wn; �wnit �
�nt�
n
�: �Cn�t� ;

h�wn; �Mj;nit � d1;j
X�nt�

i�1

1

n
G1�tiÿ1� �: �Bj;n�t� ;

�Dj;n�t� � h �Mj;n; �Mn
n it ;

�En�t� � h�wn; �Mn
n it; �Gn�t� � h �Mn

n it :

Lemma 14 The following relations hold for the predictable quadratic covaria-
tions �En�t�; �Dj;n�t� and �Gn�t�: �En�t� � 0; �D1;n�t� � 0, �D2;n�t� � 2

��
2
p
3 � �nt�

n ;
�D3;n�t�

� 0 and �Gn�t� � 4
3 � �nt�

n :
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Proof. First,

h�wn; �Mn
n it �

X�nt�

i�1
4n

���
n
p Z ti

tiÿ1
E �ti ÿ u��wu ÿ wtiÿ1�� �du � 0 :

Next,

h �Mj;n; �Mn
n it � 4n

���
n
p X�nt�

i�1
E

"Z ti

tiÿ1
�ti ÿ u��wu ÿ wtiÿ1�

� 1���
n
p Gj�tiÿ1�

����
j!

p ���
n
p j

Ijÿ1;i�u�duj~Ftiÿ1

#
;

where I0;i�u� � 1 and

Ijÿ1;i�ujÿ1� �
Z ujÿ1

tiÿ1
� � �
Z u1

tiÿ1
dwu1 � � � dwujÿ1 :

It is then not di�cult to obtain �Dj;n�t�; and similarly �Gn�t�. à

We need the following notation.

Aj;k�t� � dj;k

Z t

0

Gj�s�Gk�s�ds ;

Bj�t� � d1;j

Z t

0

G1�s�ds; C�t� � t ;

Dj�t� � d2;j
2
���
2
p

3
t ;

E�t� � 0; G�t� � 4

3
t; H�t� �

Z t

0

Fsds :

In order to identify the limit distributions, we shall adopt the method used in
Genon-Catalot and Jacod [7] for ®rst order asymptotics of estimators, while
it may probably be possible to simplify to some extent the proof of Lemma
15 and the ®rst part of that of Lemma 16 if we use the latest theorem
presented by Jacod [13]. De®ne sn by:

sn � �X0; �wn; �Fn; ��Aj;k;n�; ��Bj;n�; �Cn; ��Dj;n�; �En; �Gn; � �Mj;n�; �Mn
n � :

sn is a random element taking values in

�X � D��0; 1� ! R�R�R�R3�3 �R3 �R�R3 �R�R�R3 �R�

(X0 is embedded in the ®rst argument as constant functions). Denote the
canonical variable on �X by

s � ��x; �w; �F ; ��Aj;k�; ��Bj�; �C; ��Dj�; �E; �G; � �Mj�; �Mn� :
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Clearly, s1n:� �X0; �wn; �Fn; ��Aj;k;n�; ��Bj;n�; �Cn; ��Dj;n�; �En; �Gn� converges in dis-
tribution to �X0;w;H ; �Aj;k�, �Bj�;C; �Dj�;E;G�; hence �s1n: n 2 N� is C-tight.
Since ��Aj;j;n: n 2 N� is C-tight, � �Mj;n: n 2 N� is tight. It is not di�cult to show
that for any positive �,

P� sup
t2�0;1�

jD �Mj;n�t�j > �� � O
1���
n
p
� �

:

Therefore, � �Mj;n: n 2 N� is C-tight (Jacod-Shiryaev [14], p. 315, Proposition
3.26). Similarly, � �Mn

n : n 2 N� is also C-tight. Consequently, �sn: n 2 N� is C-
tight (Jacod-Shiryaev [14], p. 317, Corollary 3.33).

We shall show the uniqueness of the weak limit point and identify this
limit. Without loss of generality, we may assume that the sequence
�sn: n 2 N� converges weakly to a probability distribution �P on �X. Let
��~F t�0�t�1 be the ®ltration generated by s.

Lemma 15 On the stochastic basis ��X; �~F 1; ��~F t�0�t�1; �P�, the canonical processes
�w; �Mj; �Mn are continuous square-integrable martingales with predictable
quadratic covariations: h �Mj; �Mkit � �Aj;k�t�, h�w; �Mjit � �Bj�t�, h�w; �wit � �C�t�,
h �Mj; �Mnit � �Dj�t�; h�w; �Mnit � �E�t�; and h �Mn; �Mnit � �G�t�:

Proof. Put m�s� � �Mj�s� �Mk�s� ÿ �Aj;k�s�. The mapping �X 3 s 7! �s;m�s�� 2 �X0

is continuous with respect to the Skorohod topology, where
�X0 � D��0; 1� !R� � � � �R�R�. Therefore Yn:� �sn;m�sn�� !d Y :�
�s;m�s�� (under �P ). Since �m�sn�t: t 2 �0; 1�; n 2 N� is uniformly integrable, it
follows from Lemma 14 and Proposition 1.12 of Jacod-Shiryaev [14], p. 484,
that m�s� is a martingale with respect to the ®ltration generated by Y , hence
by s. (Let M � m � p1 with p1: �s;m0� 7! s. Then Mt � Y n � m�sn�t, and put
Mn � m�sn�.) This means that h �Mj; �Mkit � �Aj;k�t�. In a similar way, we obtain
other martingale properties and the quadratic covariations. à

Lemma 16 (1) �P is uniquely determined.

(2) E�njZ � z� � �D2�1�z and E�gjZ � z� � EP �H�1��.
Proof. Enlarge the stochastic basis ��X; �~F 1; ��~Ft�0�t�1; �P � to ��X1; �~F

1

1; ��~F
1

t �0�t�1;
�P 1� on which there exist mutually independent Wiener processes �Zi �i �
1; 3; n� independent of ��x; �w; �Mj; �Mn�. Let ��~F 2

t �0�t�1 be the ®ltration genera-
ted by ��x0; �w�. Note that

Lf��x; �w; �F ; ��Aj;k�; ��Bj�; �C; ��Dj�; �E; �G�j�Pg
� Lf�X0;w;H ; �Aj;k�; �Bj�;C; �Dj�;E;G�jPg ;

and that �B1 is absolutely continuous �P -a.s. for which an adapted (with
respect to �~F

2

t ) derivative d�B1=dt is well-de®ned �P -a.s. on �X. Let �M 01 �
�M1 ÿ d�B1=dt � �w and let �M 0n � �Mn ÿ d �D2=dt � �M2. Then �w; �M 01; �M2; �M3; �M 0n are
mutuallly orthogonal ��~Ft�0�t�1-martingales. Next, for i � 1; 3; n, let
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�M 00i � 1 dh �M 0
i
i

dt 6�0
n o dh �M 0i i

dt

� �ÿ1
2

� �M 0i � 1 dh �M 0
i
i

dt �0
n o � �Zi

with �M 03 � �M3. Clearly, ��w; �M 001 ; �M2; �M 003 ; �M 00n � are independent � �~F 1
t �-Wiener

processes. Furthermore, by these Wiener processes, M1; �M3 and �Mn are ex-
pressed as:

�M1 � d�B1

dt
� �w� dh �M 01i

dt

� �1
2

� �M 001 ;

�M3 � dh �M3i
dt

� �1
2

� �M 003 ;

and

�Mn � d �D2

dt
� �M2 �

dh �M 0ni
dt

� �1
2

� �M 00n :

From the facts that � �M 001 ; �M2; �M 003 ; �M 00n � are independent of �~F
2

1, and that
d �B1

dt ;
dh �M 0

1
i

dt ; dh �M3i
dt ; d �D2

dt and
dh �M 0ni

dt are �~F
2

1-measurable by assumption, we see that

conditionally on �~F
2

1, the processes
ÿ dh �M 0

1
i

dt

�1
2 � �M 001 ;

ÿ dh �M3i
dt

�1
2 � �M 003 ;

d �D2

dt � �M2 andÿ dh �M 0ni
dt

�1
2 � �M 00n are independent continuous Gaussian processes with quadratic

variations h �M 01i; h �M3i,
R á
0

d �D2

dt

� �2
dt and h �M 0ni, respectively. Therefore, �P is

uniquely determined.
As seen above, �M2 is independent of ��x; �w; �M1; �M3; �F � under �P . We may

take Z � �M2�1�; n � �Mn�1� and g � �M3�1� � �M1�1� � �F �1�. Therefore,
E�gjZ � z� � E�P ��F �1�� � EP �H�1�� ;

and

E�njZ � z� � E�P � �Mn�1�j �M2�1� � z�
� �D2�1�z: }

De®ne an orthonormal basis �hk� � H such that _hk�t� �
���
n
p

1�tkÿ1;tk ��t� for
k � 1; :::; n. The H-derivative of Hj�

���
n
p �wti ÿ wtiÿ1�� is given by��

j
p

Hjÿ1�
���
n
p �wti ÿ wtiÿ1��dk;i. Consequently, the H-derivatives of Mn and Nn

are uniformly bounded with respect to each k � kp;s-norm. It is easy to verify
the nondegeneracy of the Malliavin covariance of Mn under a suitable
truncation. Thus we can apply Theorem 2 to Xn. Put a � 2

��
2
p
3 and

b � EP �H�1��.

Theorem 9 Let h denote the true value of the unknown parameter. Then

sup
x2R

P
���
n
p���
2
p

h
�ĥn ÿ h� � x

� �
ÿ Pn�x�

���� ���� � o
1���
n
p
� �

;
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where

Pn�x� � U�x� � 1���
n
p 1

2
a�1ÿ x2� ÿ b

� �
/�x� :
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