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Abstract 

Temperature variations affect system speed, power, and reliability by altering 

device parameters such as threshold voltage (VT), mobility (µ), and saturation velocity 

(vsat). The impact of temperature on device performance changes as technology 

scales. Device on-current has generally been known to decrease as temperature 

increases; however, as technologies scale further into the nanometer regime, the 

changes in device parameters and their temperature dependences can cause on-current 

to increase as temperature increases under certain conditions. In addition to device 

current changing with temperature, careful control of threshold and supply voltages 

can render device on-current nearly insensitive to changes in temperature. This 

dissertation examines the mechanisms affecting the temperature dependence of 

device current in nanoscale systems, and proposes a set of techniques for (i) detecting 

the temperature dependence, (ii) controlling and exploiting the temperature 

dependence, and (iii) compensating for temperature-induced reliability issues. 

Detection of the temperature dependence will become increasingly critical as 

technology scales and the impact of temperature on device current reverses at near-

nominal voltages. Existing temperature sensors are designed assuming that device 

current decreases as temperature increases; thus, the reversal of the temperature 

dependence will cause problems such as false positives, undetected overheating, or 

undetected timing failures. In this dissertation, we propose a new type of sensor 

system that can determine the temperature dependence as well as the operating 

temperature; this sensor system ensures correct detection of overheating and timing-

related errors regardless of the temperature dependence, improving system reliability. 

To control the temperature dependence, prior work has examined the use of 

multi-VT design methodologies, adaptive body bias (ABB) methods to control VT, and 
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supply voltage scaling to a technology-specific temperature-insensitive supply 

voltage (VINS). Unfortunately, the use of VINS—even with multi-VT devices and 

ABB—restricts design to a very specific delay and power operating point, preventing 

the use of common adaptive techniques such as dynamic voltage scaling. 

Furthermore, NMOS and PMOS devices each have separate values of VINS, limiting 

the effectiveness of ‗temperature-insensitive‘ design. In this dissertation, we propose 

a new method of controlling a circuit‘s temperature dependence using programmable 

temperature compensation devices to individually tune pull-up and pull-down 

networks to their temperature-insensitive operating points. The proposed method also 

extends the range of supply voltages that can be made temperature-insensitive, 

achieving insensitivity at nominal voltage for the first time. 

Although temperature dependences are generally considered to be 

undesirable, in some applications these dependences can actually be exploited to 

improve performance. For example, long interconnect links are commonly operated at 

reduced supply voltages to save energy, while the transmitter and receiver units 

operate at higher voltages. We propose a delay-borrowing method to exploit the 

different temperature dependences in the link and transceiver, dramatically improving 

both energy performance and link reliability. 

Despite the immense efforts of circuit designers to guardband their systems 

and maintain reliability in the presence of temperature variations, temperature issues 

still result in transient effects like temperature-induced delay uncertainty and timing 

failures, as well as permanent faults caused by hot-electron effects or increased 

electromigration. In this dissertation, we present methods of managing these 

reliability issues in a variety of applications, such as improving delay uncertainty in 

clock trees, integrating temperature-awareness into an adaptive multi-core control 

unit, and using an in-line test system to bypass intermittent and permanent errors in 

on-chip interconnect links.  
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1. The Role of Temperature in Electronic 
Design 

Four hundred years ago (c. 1600 CE), a bearded old man added a new 

contraption to his workshop—a hollow glass bulb attached to a long, hollow glass 

tube. He warmed the bulb in his hands and lowered the open end of the tube into a 

cool liquid. As the air inside the bulb cooled, some liquid was drawn upward into the 

instrument. The warmer the man could make the bulb before placing the tube in the 

liquid, the further up the tube the liquid would climb. The man's name was Galileo 

Galilei, and he was experimenting with a new invention: the thermoscope [1].  

While Galileo is believed to be the first inventor of the thermoscope, only 

second-hand accounts of his work have survived. The first known published image of 

a thermoscope was in 1620 by Santorio Sanctorius [2], shown in Figure 1.1(a), 

although a similar contraption was created by two other inventors in the same time 

period. One of these inventors, Robert Fludd, expanded upon an observation made by 

the ancient Greek Philo of Byzantium (~200 BCE) who observed that when a glass 

jug was placed upside-down in water and heated by the sun, bubbles of air would 

emerge from under the lip. Fludd‘s contribution was to place markings on the tube to 

indicate different temperatures, creating the first thermometer. The other inventor, 
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Cornelius Drebbel (better known for the two-lens microscope and the submarine), 

created a similar contraption in the same time period, shown in Figure 1.1(b) [3]. 

A hundred years later (c. 1720 CE), Daniel Gabriel Fahrenheit made mercury and 

alcohol thermometers popular, producing some of the first standard, calibrated 

thermometers. Before Fahrenheit‘s time, there was no established scale by which a 

temperature could be measured. Because there was no common scale, comparing a 

temperature between two locations required two thermometers crafted and calibrated 

by the same instrument maker. Thermometers made by different people would 

provide different readings, with the lowest point often marked on the coldest day of 

  
             (a)                (b) 

Figure 1.1. (a) Sanctorius' thermoscope [2], (b) Fludd's thermometer [3]. 
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the year and the highest point marked on the warmest. Ole Rømer (better known for 

discovering light‘s finite speed) was the first to use the freezing and boiling points of 

water as frames of reference in 1702 CE. Fahrenheit standardized Rømer‘s system to 

create a more easily labeled scale, with 64 degrees separating the freezing point of 

water and human body temperature, and 32 degrees separating the freezing point of a 

brine solution and the freezing point of water (64 equidistant notches between 32°F 

and 96°F can be easily reproduced by halving the endpoints six times—five times for 

0°F to 32°F) [2]. Fahrenheit‘s final scale (used today) adjusted the value of the degree 

to set the difference between freezing water and boiling water to 180°F; the resulting 

change in the value of the degree increased body temperature on the Fahrenheit scale 

to the present value of 98.6°F. 

Anders Celsius refined Fahrenheit‘s work later in the 1700s to use a simpler 

number system, with 100 degrees separating the freezing and boiling points of water. 

Celsius confirmed these points to be independent of latitude and dependent on 

atmospheric pressure. In 1848 CE, William Thomson (Lord Kelvin) proposed the 

need for a scale on which zero degrees corresponded to ―infinite cold‖. Kelvin used 

Celsius degrees as an increment, with room temperature set to 300 K. The Kelvin 

scale is today the most widely used by scientists; temperatures as low as 250 pK 

(2.5*10-10 K) have been reported [4]. 
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The measurement of temperature has come a long way from its humble 

beginnings. Today, temperature sensors are prevalent in all aspects of society, from 

meteorology to medicine to microprocessors. The ability to measure temperature 

(using mercury thermometers) comes from our understanding of how temperature 

affects the expansion and contraction of mercury. To ensure that our electronics are 

reliable despite changes in temperature, we must examine how temperature affects 

those materials and what impact those effects have on our system designs. 

Temperature has been known to cause changes in materials as far back as the 

early Stone Age some 800,000 years ago (the earliest surviving evidence of a Homo 

Erectus site with concentrations of charred flint items) [5]. Among the most famous 

historical uses of temperature effects was by Archimedes (~250 BCE), who used an 

array of mirrors to ignite attacking ships [6] (shown by the beautiful fresco in Figure 

1.2 [7]). In 1600 CE, William Gilbert (who coined the latin term ‗Electricus‘, which 

later became electricity) described how increasing temperature reduced the attraction 

between oppositely charged objects [8]. In 1821 CE, Sir Humphry Davy presented to 

the Royal Society of London the results of an experiment in which [9] ―the 

conducting power of metallic bodies varied with the temperature, and was lower, in 

some inverse ratio, as the temperature was higher.‖ This has come to be known as the 

normal temperature dependence of a material, and is discussed in detail in Chapter 2. 
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One year later, in 1822 CE, Thomas Johann Seebeck noted that when the 

junction temperature of two dissimilar metals was increased, a current was created. 

This is now known as the Seebeck or thermoelectric effect [10]. A similar principle 

was discovered by Jean Charles Athanase Peltier in 1834 CE, who found that when a 

current flows through such a junction, heat is absorbed from one end of the junction 

and moved to the other [11]. This effect is material dependent; the material‘s majority 

carrier determines whether heat flows in the same direction as the current or in the 

opposite direction. The Peltier effect (or Peltier-Seebeck effect) is now commonly 

used in electronic heat-transfer and cooling systems, including small electric 

refrigerators. The Peltier and Seebeck effects have also been examined for regulating 

chip temperature and recycling thermal energy back into electrical energy [12]. 

 
Figure 1.2. Archimedes' burning glass warfare [7]. 
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One of the most important temperature-related material discoveries was in 1833, 

when Michael Faraday discovered that silver sulphide was conductive at high 

temperatures and nearly insulating at low temperatures [13]. This was in direct 

contrast to the temperature dependence observed in metals, which become less 

conductive as temperature is increased. Faraday had discovered the semiconductor, 

and the reasoning behind this new relationship between temperature and current was 

later linked to the thermal excitation of carriers, described in Chapter 2. Note that 

Faraday and Davy‘s results are not contradictory; Davy‘s result describes the 

conductance of a material given an abundance of carriers, and Faraday‘s result 

describes the change in conductance when carriers are absent or present from thermal 

excitation. 

1.1. Temperature and Reliability in Nanoscale 
System Design 

The findings of Davy, Seebeck, Peltier, and Faraday have laid the foundation for 

the impact of temperature on electronic systems. Although temperature is one of 

many sources of variation facing nanoscale systems [14], its tight coupling with 

power dissipation and power density makes it among the most important of factors 

constraining nanoscale system design. Changes in temperature can have catastrophic 

effects on system performance and functionality, and are becoming increasingly 

problematic as technologies scale. Power dissipation in a material is related to 



 7 

temperature by the material‘s thermal conductivity, measured in Watts per meter 

Kelvin (W/(m·K)). Power dissipation and associated temperature consequences have 

been described as the major limitation which will end device scaling many 

generations before fundamental atomic limits are reached [15][16].  

As shown by Davy and Faraday, changes in temperature affect the conductivity 

of the material, which affects the speed of computation in computing systems. When 

temperatures increase beyond some maximum tolerance, a chip can no longer 

function at its required speed (a notable exception to this behavior is described in 

Chapter 2), resulting in erroneous computations. As power dissipations increase 

beyond our ability to distribute and remove the generated heat, local temperatures 

will continue to increase, worsening the potential for delay failure (not to mention 

thermal failure, when the temperatures are sufficient to melt some compounds).  

Power management systems are critical for reducing the aforementioned design 

issues. Indeed, the 2007 International Technology Roadmap for Semiconductors 

(ITRS) states [17] ―In addition to the 2x increase in transistor count per generation, 

power management is now the primary issue across most application segments.‖ 

Although the power dissipated by each transistor decreases by 1/S² [18] (where S is 

the technology scaling factor, ~0.7) with each new technology generation, the net 

power dissipation in each new microprocessor can actually increase as more 

transistors are added to increase functionality. These trends are shown in Figure 1.3, 
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where each labeled point is a new chip generation and the branches shown are the 

changes in power dissipation as chips are scaled to smaller technologies. 

The thermal conductivity of Si is fixed, thus the increase in power with each new 

chip generation requires more advanced cooling systems to limit the increases in chip 

temperatures. Thermal conductivity is even lower in silicon-on-insulator (SoI) 

technologies than in bulk Si technologies, making temperature more difficult to 

manage [20][21]. A common implementation of a passive cooling system is shown in 

Figure 1.4, including the chip, heat spreader, and heat sink. Thermal interface 

 
Figure 1.3. Power dissipation across multiple generations of Intel chips. [19] 
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material is a high thermal conductivity substance used to improve the flow of heat 

between each separate component. If additional cooling capacity is required, the 

system shown can be paired with a cooling fan or liquid cooling unit. 

The problem of power dissipation has brought about the development of better 

cooling systems and immense improvements in optimizing on-chip power dissipation. 

To highlight recent achievements, Intel‘s dual-core Core2Duo processor dissipates 

just 65 W under maximum load in a 65 nm process [23], similar to the Pentium 4 

from Figure 1.3. Despite these optimizations, the power dissipation of Intel‘s four-

core Core2Quad processor is 136 W [24], off the chart in Figure 1.3, showing that 

power management is an ongoing challenge. Considering the recent trend of 

 
Figure 1.4. CPU cooling system. [22] 
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improving throughput by increasing the number of cores on chip, there is a growing 

need for techniques to manage these power dissipations and their temperature effects. 

Assuming that the electric field ξ is held constant with scaling, each transistor‘s 

power density (measured in W/cm2) should not change between technology 

generations; unfortunately, the scaling trends for supply voltage and electric field are 

unable to keep up with the scaling of device sizes, and power densities have been 

increasing by ξ2 with each technology generation [27]. Figure 1.5 shows the history 

of technology scaling and its effect on power density, indicating that we are quickly 

approaching the power density of a nuclear reactor. Note also that although power 

 
Figure 1.5. Impact of technology scaling on power density. [25][26] 
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density is measured in W/cm2, this is an approximation recognizing that most of the 

heat generated in a transistor is generated within a narrow depth (~100 nm [28]) while 

the chip may be over a millimeter thick. 

1.2. Global and Local Temperature Variation  

There are two types of temperature variation that affect system performance: 

global temperature variations and local temperature variations. Global temperature 

variations are caused by changes in ambient temperature or changes in cooling 

capacity. The United States military IC requirements for ambient temperature extend 

from -55°C to 125°C [29]. Increasing global chip temperatures will cause path 

latencies to exceed clock periods, resulting in functional failure. 

The disparity in power dissipation between active units and inactive units can 

result in severe hot spots on a chip, creating large temperature variations which can 

reduce functionality or cause timing failure. Local chip temperature variations (also 

called intra-die temperature variations) can also result in communication errors 

between units with a large temperature differential. Intra-die temperature variations 

exceeding 50°C have been reported [30], as shown by the thermal map in Figure 1.6, 

which shows the temperature gradient between a microprocessor core and an on-chip 

cache. Adaptive systems with temperature sensors ensure functionality over this wide 
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range of conditions by adjusting cooling systems, supply voltage and/or operating 

frequency [31][32][33]. 

In addition to the risk of functional failure caused by delay increases, extended 

exposure to high temperatures can result in premature aging and electromigration 

(high temperatures result in increased electron energies, and these high-energy 

particles can more easily damage the material lattice) additional failure mechanisms 

that affect chip performance. These are long-term issues (electromigration can take 

years to cause failures [14]), important for applications where there is limited or no 

 
Figure 1.6. Thermal map of an integrated microprocessor highlighting on-chip 

temperature variation. [Intel'03] 
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access to a system once it has been deployed, such as space applications or implanted 

devices (e.g. pacemakers).  

Temperature-related failure can also occur on a very short timescale. Thermal 

runaway is a serious problem resulting from the exponential dependence of 

temperature on subthreshold leakage current [34], Isub, which is explained in detail in 

Chapter 2. Thermal runaway is the condition where an increase in temperature causes 

an increase in leakage current, and the increase in leakage current dissipates enough 

additional power to further increase the temperature, resulting in a cycle of increasing 

leakage and temperature that can have unstable consequences (see Figure 1.7). 

 
Figure 1.7. Impact of thermal runaway on a test socket. [35] 



 14 

1.3. Thermal Control in VLSI Systems 

The billions of devices in Very Large Scale Integration (VLSI) systems turn on 

and off at gigahertz speeds, creating temperatures easily sufficient for boiling water. 

Controlling the heat put out by these systems is becoming increasingly important to 

maintain reliability, increasingly expensive in terms of both design hours and cooling 

system costs, and increasingly complex to design and verify. Thermal design begins 

with a power budget—the maximum power dissipation of the chip. This number is 

heavily dependent on the application, which determines the cooling capacity and 

available power source. For example, IBM‘s high-end server chips will be placed in 

rooms with expensive cooling systems and specialized high-power wall sockets, 

resulting in the 8-core POWER 750 chip‘s power budget of 488 W [36]. In contrast, 

the Qualcomm dual-core Snapdragon mobile processor has no access to active 

cooling (there are no fans or vents in a smartphone), and also has a very limited 

battery energy source, resulting in a power budget of just 1.2 W [37]. 

This power budget determines the expected heat output of the chip, and designers 

have a number of options for controlling the associated thermal challenges that may 

arise. For example, server processors may utilize on-chip thermal control systems as 

well as off-chip cooling systems such as heat sinks, cooling fans, or even water-based 

cooling solutions; in contrast, chips with smaller power budgets (like a smart phone 

processor) do not need the same complex off-chip thermal management mechanisms. 
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Despite the lack of off-chip thermal management, mobile systems may be required to 

operate over a wide range of ambient conditions, while a server-processor will likely 

sit in a carefully climate-controlled server farm. Thus, different application spaces 

have very different thermal requirements and thermal management systems.  

Off-chip temperature-control was discussed in the previous section (see Figure 

1.4). On-chip mechanisms for thermal control depend on the chip‘s power budget. In 

applications with larger power densities, designers try to reduce the occurrence of hot 

spots to simplify the thermal control systems (hot spots may require individual 

thermal monitors, while a chip with an evenly distributed temperature may only need 

a single sensor). Hotspots can be reduced at the design stage using thermally-aware 

floor planning techniques [38], in which units with large power dissipations are 

spread evenly around a chip. Static timing analysis tools must also be aware of 

potential temperature differences between two locations on a chip to avoid 

communication errors [39]. At runtime, adaptive measures such as thermal throttling 

are commonly used [32], which improve reliability by adjusting the processor 

frequency and supply voltage when high-temperature conditions are detected. These 

adaptive systems can be useful for mobile applications as well, detecting when a chip 

is brought into a hot environment and reducing its processor speed to avoid timing 

failures. Some applications have very specific thermal requirements, which may call 

for alternative solutions such as different material systems. For example, SiC is 
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extremely desirable for high-temperature (~600°C) sensor applications where 

conventional Si-based sensors would fail [40], such as engine exhaust systems. 

Some thermal solutions treat local and global temperature variations differently. 

For example, floorplanning is only useful for managing local temperature variations, 

while turning on a cooling fan is only useful for managing the global chip 

temperature. Other approaches simplify the problem by handling temperature 

variations in the same manner regardless of whether they are global or local and 

regardless of whether they are on-chip or environmental variations. 

In this dissertation, we provide a number of different solutions to thermal issues. 

Some, such as the proposed low-power safety mode for multi-core chips in Chapter 4, 

react to local changes in temperature, while others such as the proposed 

Programmable Temperature Compensation Device method presented in Chapter 5 do 

not make a distinction between local and global temperature variations, providing 

uniform delay performance over the entire military-specified temperature range. 

1.4. Dissertation Overview  

This dissertation examines how nanoscale circuits are affected by the massive 

amounts of heat they generate. We present methods for detecting these effects or 

avoiding them altogether. We present a number of problems created by on-chip and 
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environmental temperature variations, and propose solutions to these problems along 

with the trade-offs that need to be considered when implementing each solution. 

Some solutions to scaling challenges will bring about even larger temperature 

problems, such as the increasing adoption of Silicon-on-Insulator (SoI) technologies. 

The compilation of SoI wafers into three-dimensional stacked wafer systems [41] will 

further increase power density (in cm3 rather than cm2) and reduce access to cooling 

(internal layers will have no contact with cooling surfaces), making temperature a 

truly critical concern for future system design. 

To avoid erroneous computation resulting from increasingly significant 

variations in temperature, system control units must have detailed knowledge of on-

chip temperature profiles. The creation of on-chip thermal maps such as those shown 

in Figure 1.6 require low-overhead, energy-efficient sensors that can be replicated in 

multiple regions of a chip. Normal and reverse temperature variation regimes 

(described in detail in Chapter 2) require sensors capable of detecting both the 

temperature of a unit and its temperature dependence. Chapter 2 also presents a more 

detailed background of how temperature affects material properties and circuit 

functionality, as well as the impact of scaling on temperature variation (including the 

use of high-κ dielectrics and metal gates). Our work on temperature sensing is 

presented in Chapter 3, including runtime variation-aware systems capable of 

detecting and reacting to overheating temperatures, a low-overhead temperature 
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sensor capable of adaptively trading off energy for increased resolution, and a sensor 

to detect both normal and reverse temperature dependences. 

Sensing alone is sufficient for applications where temperature is only tracked and 

recorded; however, the increase in power density and thermal variations in VLSI 

systems requires active temperature management systems—if the temperature 

approaches levels that could result in system failure, the system must adapt based on 

the sensor input to adjust parameters and ensure reliable operation. The temperature 

management systems can enable energy efficient adaptations, using only as much 

energy as necessary to complete a task and shutting down or scaling back 

performance when units are not being used. These principles have brought about 

techniques such as clock gating, power gating, adaptive voltage scaling (AVS), 

adaptive body bias (ABB), and many others. AVS systems have proven to be a 

particularly excellent method for improving energy efficiency, and are currently in 

use in every major microprocessor, including Intel‘s Speedstep [42], AMD‘s 

PowerNow! [43], and IBM‘s EnergyScale [44] technologies. AVS systems are 

described in detail in Chapter 4, where we examine the challenges of ensuring 

reliability to process, voltage, and temperature (PVT) variations in these systems 

which may have multiple operating points with very different temperature variation 

profiles. 
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Although adaptive systems can be designed to react to a wide variety of 

temperature conditions, some applications require stricter control of the impact of 

temperature on system parameters. For example, intra-die temperature variations can 

result in large clock skews that limit performance; also, voltage sensor data may be 

corrupted by changes in temperature, requiring tight bounds to achieve an accuracy 

target. In Chapter 5, we examine the concept of temperature-insensitive system 

design, comparing prior approaches and proposing a new approach that achieves the 

most accurate and most versatile temperature insensitivity to date.  

Thus far we have assumed that temperature-related effects have a negative 

impact on system performance. In Chapter 6 we show that this is not always the case; 

under certain conditions we can exploit differences in the temperature dependence 

between neighboring units to improve overall performance. For example, 

interconnect links using low voltages often interface with transceivers operating at 

higher voltages. In this case, the low voltage links in the reverse temperature 

dependence regime are fastest at high temperatures, while the higher voltage 

transceivers are slower at high temperatures. A simple delay-borrowing mechanism 

allows us to average the two to improve performance compared to worst-case design. 

Finally, we must recognize that regardless of our efforts to control and adapt to 

changes in temperature, thermally-accelerated aging mechanisms and thermal faults 

can still limit our system functionality. Intermittent and permanent faults resulting 
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from variations and noise require variation-tolerant systems capable of detecting and 

correcting errors. Chapter 7 presents a unique runtime system for detecting and 

correcting transient, intermittent, and permanent errors in on-chip interconnect. 

Future work and open problems in the areas we have discussed will be presented 

in Chapter 8.  
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2. Temperature Effects in 
Semiconductors 

The changes in temperature described in the previous chapter affect the speed, 

power, and reliability of our systems. Throughout this dissertation, we will examine 

all three of these metrics, though the majority of our discussion will be on how 

temperature affects the speed performance. In this chapter, we discuss the problem of 

temperature variation at the device and circuit level. In Section 2.1, we provide a 

background on the material dependences on temperature. In Section 2.2, the normal 

and reverse temperature dependence regimes are described. In Section 2.3, we 

explore how these dependences change with technology scaling and the introduction 

of new processing materials, such as high-κ dielectrics and metal gates. 

2.1. Material Temperature Dependences 

2.1.1. Energy Band Gap 

Temperature affects the properties of electronic systems in a number of 

fundamental ways. The most fundamental of properties is the energy band gap, Eg, 

which is affected by temperature according to the Varshni equation [45] 

                      
(2.1) 
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where Eg(0) is the band gap energy at absolute zero on the Kelvin scale in the given 

material, and E and E are material-specific constants. Table I [46] provides these 

constants for three material structures. Table I and (2.1) are used to generate Figure 

2.1, which shows how the band gaps of the three materials decrease as temperature 

increases (the labeled points are the band gap of each material at room temperature). 

Table I. Varshni equation constants for GaAs, Si, and Ge. [46] 

Material Eg(0) (eV) E (eV/K) E (K) 

GaAs 1.519 5.405*10-4 204 
Si 1.170 4.73*10-4 636 
Ge 0.7437 4.774*10-4 235 

 

 
Figure 2.1. Energy band gap temperature dependence of GaAs, Si, and Ge. 
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2.1.2. Carrier Density 

Carrier densities affect electrical and thermal conductivity, and are a function of 

the effective density of states in the appropriate band (conduction for n-type, valence 

for p-type), the Fermi energy level in the material (which is a function of temperature 

and dopant concentrations), and the temperature as given by the following equations: 

               
(2.2) 

               
(2.3) 

where n is the electron density, p is the hole density, NC is the density of states in the 

conduction band, NV is the density of states in the valence band, EC is the conduction 

band energy level, EV is the valence band energy level, EF is the Fermi energy level, 

k = 1.38·10-23 J/K is the Boltzmann constant, and T is temperature.  

The temperature dependence of carrier density is shown in Figure 2.2 for a doped 

material. In the ionization region, there is only enough latent energy in the material to 

push a few of the dopant carriers into the conduction band. In the extrinsic region, 

which is the desired region of operation, the carrier concentration is flat over a wide 

range of temperatures; in this region, all of the dopant carriers have been energized 

into the conduction band (i.e.     ) and there is very little thermal generation of 

additional carriers. As the temperature increases, the extrinsic region turns into the 

intrinsic region, and the number of thermally generated carriers exceeds the number 
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of donor carriers. The intrinsic carrier concentration in a material ni is generally much 

smaller than the dopant carrier concentration at room temperature, but ni (    ) has 

a very strong temperature dependence [46] 

                 
(2.4) 

where Eg0 is the energy band gap at T = 0 K. Depending upon the dopant 

concentration, the number of thermally generated carriers can exceed the number of 

dopant-generated carriers, increasing the potential for thermal variation problems.  

 
Figure 2.2. Temperature dependence of n in a doped semiconductor. 
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2.1.3. Mobility 

We pay particular attention to the temperature and electric field dependence of 

mobility, as mobility is one of the two main factors (the other is threshold voltage) 

resulting in the MOSFET temperature behavior shown later in this chapter. The 

carrier mobility,  (cm2/Vs), describes the drift velocity of a particle in an applied 

electric field. Under small to moderate electric fields,       , where vd is the drift 

velocity, and ξ is the electric field. MOSFET mobility has very complex temperature 

dependence, defined by the interplay of the following four scattering parameters: 

phonon scattering    , surface roughness scattering    , bulk charge Coulombic 

scattering    , and interface charge Coulombic scattering      [47]. Each of these 

scattering parameters is related to the temperature of the material, T, and the effective 

transverse electric field in the channel, ξeff, which is approximated as [48][49] 

                                  
(2.5) 

where   is a constant (      in PMOS devices and       in NMOS devices), Qinv 

is the inversion layer charge density, Qb is the substrate depletion charge density, and 

εSi = 11.7 is the relative permittivity of Silicon. This approximation is not very 

convenient for circuit analysis, so ξeff is also approximated in terms of the gate-source 

voltage Vgs, the threshold voltage VT, and gate oxide thickness Tox. 
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The Berkeley Short-Channel IGFET Model (BSIM), one of the most widely used 

simulation models, combines these four scattering parameters into an effective 

mobility,      [47] using Matthiessen‘s rule 

                                        
                            

(2.6) 

Phonon scattering refers to the potential for an electron to be scattered by a 

lattice vibration. As temperature increases, lattice vibrations increase and the 

probability of an electron being scattered by the lattice increases; thus, high 

temperature mobilities are limited by phonon scattering (           , causing 

mobility to decrease as temperature increases as shown in Figure 2.3(a). Surface 

roughness scattering becomes dominant when high electric fields pull electrons closer 

to the Si/SiO2 surface (            ).  

At low temperatures, electrons move more slowly, and lattice vibrations are 

small as well; thus, the ion impurity forces which have little impact on high-energy 

particles become the dominant limit to mobility. In this regime, decreasing 

temperature extends the amount of time electrons spend passing an impurity ion, 

causing mobility to decrease as temperature decreases (     ). This effect is 

emphasized in the high dopant concentration curves shown in Figure 2.3(a), where 
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mobility decreases with decreasing temperature (e.g. the µn = 1.3·1017 dopant 

concentration line below ~30 K).  

The electric field dependence of mobility is shown in Figure 2.3(b). In bulk 

Coulombic scattering, increasing ξeff increases the charge density in the channel; the 

associated charge screening reduces the impact of     (      ). At low temperatures, 

the interface charges have two conflicting dependences. Reduced temperature reduces 

the carriers‘ thermal velocity, which increases the impact of interface charges; 

however, the reduced thermal velocity also reduces the screening effect [50], and this 

reduction in screening dominates the temperature dependence (        ). The 

electric field screening effect is also weakened by the reduced thermal velocity 

(         , not       as in the     limit). In this dissertation, we consider devices 

operating in the phonon scattering limit, with temperatures greater than 200 K; thus, 

mobility will decrease as temperature increases. 

The temperature dependence of mobility plays a major role in temperature-aware 

system design, and is discussed in more detail in the next subsection. In room 

temperature Si, the electron mobility, n, is nearly three times as large as the hole 

mobility, p, with n = 1350 cm2/Vs and p = 480 cm2/Vs.  
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(a) 

 
(b) 

Figure 2.3. (a) Temperature dependence of electron and hole mobilities in Si for 

different dopant concentrations [46] (b) Field dependence of mobility [51]. 
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2.1.4. Carrier Diffusion 

Diffusion is the movement of particles from a region of high concentration to a 

region of low concentration. Carrier diffusion coefficients Dn and Dp (for electrons 

and holes, respectively) are related to mobility by the Einstein relationship 

        
(2.7) 

Here, q is the charge on an electron (1.6·10-19 C), and kT/q is an important value 

known as the thermal voltage, T. At room temperature (300 K),    = 0.0259 V. Dn 

and Dp in room temperature silicon are 36 cm2/s and 12 cm2/s, respectively. 

2.1.5. Velocity Saturation 

Although saturation velocity has been recently found to be a dominant 

temperature-dependent parameter, notable work had been performed in this area as 

far back as 1970 [52] using device lengths of 10 µm. In the BSIM4 device model, the 

impact of temperature on velocity saturation vsat is modeled by [53] 

                            (2.8) 

where vsat0 is the saturation velocity at nominal temperature (T0) and αvsat is the 

saturation velocity temperature coefficient. Qualitatively, velocity saturation is the 

point at which increases in energy no longer cause carrier velocity to increase; 

instead, the additional energy is lost to phonon generation through lattice interactions. 
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In the results presented in this dissertation, devices operate in the velocity 

saturation regime; thus, the impact of temperature on saturation velocity (increasing 

temperature decreases vsat) is one of the most important criteria affecting the overall 

impact of temperature on device current, as will be shown later in this chapter. 

2.1.6. Current Density 

The temperature dependence of the carrier concentrations, mobilities and 

diffusion coefficients affect the temperature behavior of the carrier current densities, 

with the carrier densities defined by the following formulas [54]: 

                (2.9) 

                (2.10) 

where JN and JP are the electron and hole current densities, respectively. The first 

term in each equation is the drift component of the total current, with μn and μp 

corresponding to the electron and hole mobilities, respectively; ξ is the electric field. 

The second term in each equation is the diffusion component of the total current, with    and    corresponding to the electron and hole concentration gradients (if there is 

no concentration gradient, there is no diffusion). The temperature dependent 

parameter in the second term is the diffusion coefficient. Increased temperature 

increases particle kinetic energy, increasing the diffusion component of total current. 

The drift component of the total current has two temperature dependent parameters, 
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the mobility and the carrier density. The mobility term was shown in Figure 2.3 to 

decrease as temperature increases (in the lattice vibration-limited case) while the 

carrier density remains nearly fixed with temperature over the extrinsic range (our 

intended range of operation), as indicated by Figure 2.2. Thus, we determine that the 

drift component of the total current decreases as temperature increases. 

The drift and diffusion currents have opposing temperature dependencies, which 

causes the net current change to depend on the applied electric field. In the high-field 

(drift-dominated) case, current decreases as temperature increases; in the low-field 

(diffusion-dominated) case, current increases as temperature increases. However, if 

the system in question is a multi-voltage system, and the system has both drift- and 

diffusion-dominated components, the impact of temperature variation may become 

less well-defined. The difference between a drift-dominated system and a diffusion-

dominated system is defined by the threshold voltage, VT. We will show that the 

temperature dependences of mobility and threshold voltage result in some very 

interesting device behavior. 

2.1.7. Threshold Voltage 

The MOSFET threshold voltage is given by [46] 

                  (2.11) 
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where                   is the flat band voltage, with the gate-substrate contact 

potential                   , NA and NG are the substrate and gate doping 

concentrations, respectively, Qss the surface charge density, and Cox the oxide 

capacitance;               is a body effect parameter, with εSi the relative 

permittivity of Si;                is the Fermi energy with the thermal voltage    = kT/q, and ni the intrinsic carrier concentration of Si. 

Of the parameters in (2.11),     and    vary with temperature (each contains    

and ni terms). The threshold voltage temperature dependence VT/T may thus be 

written as [55] 

                                
(2.12) 

where the temperature dependencies of     and    are [55] 

                          
(2.13) 

                            (2.14) 

Filanovsky [55] used empirical parameters from a 0.35  m CMOS technology to 

determine that the three terms in (2.12) are -3.1 mV/K, 2.7 mV/K, and -0.43 mV/K, 

resulting in a net threshold temperature coefficient of -0.83 mV/K. The threshold 

voltage in a MOSFET is commonly modeled to decrease linearly with increasing 
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temperature; the parameter is plotted in Figure 2.4 over a range of oxide thicknesses d 

and dopant concentrations NA. 

2.1.8. Leakage Current 

Subthreshold leakage current Isub is exponentially dependent on temperature, as 

shown in Figure 2.5; a common rule of thumb is that leakage current doubles for 

every 10°C increase in temperature [56]. When VGS = 0, Isub may be represented by 

the Shockley diode model  

                   
(2.15) 

                
(2.16) 

 
Figure 2.4. Change in threshold voltage temperature dependence at room temperature 

vs. dopant concentration, with oxide thickness d [46]. 
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where I0 is the reverse saturation current [56], A is a constant, and VDS is the drain-

source voltage. Recalling that        , we see that I0 is responsible for the 

exponential temperature dependence shown in Figure 2.5. 

The temperature dependence of gate leakage current has been shown to be very 

minor compared to that of subthreshold leakage current [57]. 

2.1.9. Interconnect Resistance 

The interconnect resistance R is related to temperature by 

                     (2.17) 

where T is the temperature, R0 is the resistance at nominal temperature T0, and αR is 

an empirical term named the temperature coefficient of resistance. Al and Cu 

interconnects have similar values of αR—0.004308 and 0.00401, respectively. Over 

 
Figure 2.5. Temperature dependence of subthreshold leakage current (VGS = 0). [58] 
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the milspec temperature range, Al wire resistances can change by up to 77.5% while 

Cu wire resistances can change by up to 72.2%. Interconnect resistance increases with 

increasing temperature, complicating evaluation of the impact of temperature on 

interconnect links—in these applications, the MOSFET currents may either increase 

or decrease in temperature (as explored in the next subsection), which means that the 

impact of temperature on interconnect resistance can either add to the system 

temperature dependence or reduce the temperature dependence, depending on the 

operating conditions. 

2.1.10. Electromigration 

Electromigration is a failure mechanism caused by high-energy electrons 

impacting the atoms in a material and causing them to shift position. It is most 

problematic in areas of high current density. This can form a positive feedback path 

can form where electromigration will cause an atom to move down a wire, slightly 

narrowing the wire width at that location and increasing the current density; this 

increased current density then further increases electromigration, causing more atoms 

to be displaced. This brings about two failure mechanisms: (1) the narrowing of the 

wire will increase wire resistance, which may cause a timing failure if a signal can no 

longer propagate within the clock period, or (2) electromigration will continue until 

the wire completely breaks, allowing no further current flow and resulting in 

functional failure.  
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Electromigration‘s impact on a system‘s reliability is measured in terms of a 

mean time to failure (MTTF) using Black‘s equation [59] 

                   

Where Aj is a constant related to the cross-sectional area of a wire, J is the current 

density, n is a constant scaling factor, Ea is the activation energy, k is the Boltzmann 

constant, and T is temperature. Thus, the MTTF is exponentially dependent on 

temperature. 

2.2. Normal and Reverse Temperature 
Dependence 

Changes in temperature affect system speed, power, and reliability by altering the 

threshold voltage [55], mobility [55], and saturation velocity [60] in each device. The 

resulting changes in device current can lead to failures in timing, cause systems to 

exceed power or energy budgets, and result in communication errors between IP 

cores. The temperature relationships for MOSFET mobility, threshold voltage, and 

velocity saturation are related to temperature using the following empirical 

expressions [61]: 

                 (2.18) 

                        (2.19) 

                            (2.20) 



 37 

where T is the temperature; T0 is the nominal temperature; 0, VT0, and vsat0 are the 

mobility, threshold voltage, and saturation velocity at T0, respectively; , VT, and 

vsat are empirical parameters named the mobility temperature exponent, threshold 

voltage temperature coefficient, and saturation velocity temperature coefficient, 

respectively, where  ≈ -1.3, VT ≈ -3mV/°C, and vsat ≈ -97 m/(s·°C). Two 

temperature dependencies exist: the normal dependence (ND) region, where drain 

current (ID) decreases with increasing temperature, and the reverse dependence (RD) 

region, where ID increases with increasing temperature [62]. Between the two 

regions, there is a supply voltage where the impact of temperature on delay is 

minimized. This is referred to as the temperature-insensitive voltage VINS [63], and as 

technology scales this voltage approaches nominal voltage.  

In the temperature region of concern (between -55°C and 125°C, the range of 

military operating temperatures [29]), µ, VT, and vsat all decrease with increasing 

temperature. Examining the velocity-saturated MOSFET drain current ID(T) [64] we 

see that decreasing vsat decreases ID, while decreasing VT increases ID [65]. 

                                 (2.21) 

Where W is the device width, Ps is a technology-specific constant, VGS is the 

MOSFET gate-source voltage, and α is a technology-specific exponent. The 

temperature dependence of the MOSFET drain current, dID/dT, can be determined by 

the sum of the impacts of vsat and VT on ID, composed of four values—(i) the change 
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in velocity saturation for a change in temperature, dvsat/dT, (ii) the change in 

threshold voltage for a change in temperature, dVT/dT, (iii) the change in device 

current for a change in velocity saturation, ∂ID/∂vsat, and (iv) the change in device 

current for a change in threshold voltage, ∂ID/∂VT: 

                                                                
(2.22) 

dID/dT|vsat is negative, and dID/dT|VT is positive. At nominal voltage in 

conventional CMOS technologies, the magnitude of dID/dT|vsat is greater than the 

magnitude of dID/dT|VT; thus, circuits at nominal voltages become slower as 

temperature increases. However, as VGS approaches VT, a change in VT has a larger 

impact on ID; thus, at lower supply voltages, the magnitude of dID/dT|vsat is less than 

the magnitude of dID/dT|VT, and device delay decreases as temperature increases (the 

reverse temperature dependence). VINS occurs where dID/dT|Tot approaches zero, with 

dID/dT|vsat ≈ –dID/dT|VT; however, because vsat and VT differ between NMOS and 

PMOS devices, each type of device has a different value of VINS. The dependence 

regions are shown in Figure 2.6 for plots of the current through diode-connected 

PMOS and NMOS devices in a 90 nm technology model [66] over the range of 

military operating temperatures [29]. In Figure 2.6(a), VINS occurs in the shaded 

regions, with higher voltages exhibiting the normal temperature dependence and 

lower voltages exhibiting the reverse temperature dependence.  
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(a) 

 

 
(b) 

Figure 2.6. (a) Device current across a range of temperatures and supply voltages in a 

90 nm technology, (b) Temperature change from 125°C to -55°C. 
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The reverse temperature dependence is occasionally referred to as temperature 

inversion, while the normal and reverse temperature dependences are also referred to 

as negative (for normal dependence) and positive (for reverse dependence) current-

temperature (I-T) slopes. In this document, we will use the ±I-T slope terminology as 

shorthand for the normal and reverse temperature dependences. 

The difference between the 125°C and -55°C endpoints of Figure 2.6(a) is 

presented in Figure 2.6(b). In Figure 2.6(b), VINS is indicated in each device by the 

minimum points in each curve; the absolute minimum for a 1:1 sizing ratio occurs at 

345 mV, corresponding to an 18% total change in current over the entire 180°C range 

of ambient temperatures.  

2.2.1. Discovery of the Normal and Reverse 
Temperature Dependences 

This dissertation is by no means the first document to report on the reverse 

temperature dependence. Indeed, what we name the reverse temperature dependence 

(i.e. the increasing of electrical conduction with increasing temperature) was first 

discovered by Faraday with his silver sulphide experiments mentioned in the previous 

chapter. However, the mechanism detected by Faraday was quite different than the 

mechanisms causing the normal and reverse temperature dependences in our modern 

Silicon electronics. The first recorded mention of the reversal of the temperature 

dependence describing the trade-off between mobility and threshold voltage is 
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attributed to C. Park, et al., from Motorola in 1995, in a conference paper exploring 

the impact of temperature on integrated circuits at very low voltages [62]. In the time 

since, the reversal of the temperature dependence has been explored in great detail 

[55][67][68], including magazines, patents, and journal papers, and is now being 

considered in industry-standard tools [39]. 

2.3. Temperature and Technology Scaling 

VINS occurs at increasingly larger supply voltages as technology is scaled, and is 

fast approaching the nominal supply voltage VNOM (which is steadily decreasing as 

technology scales) as shown in Table II, particularly with the introduction of high-κ 

dielectrics to replace SiO2 [69] (high-κ dielectrics reduce µ and change µ/T [70], 

altering the balance of theµ and VT impacts). The change in VINS as technology scales 

is caused by changes in the threshold voltage and saturation velocity [71]. The data in 

Table II were generated using predictive technology models [66], with the 45 nm, 

32 nm, and 22 nm data points using high-κ dielectric/metal gate models.  

Table II. VINS approaches VNOM as technology scales. 

Technology VNOM VINS VINS/VNOM 

90 nm 1.2 V 0.39 V 0.33 
65 nm 1.1 V 0.40 V 0.36 
45 nm 1.0 V 0.61 V 0.61 
32 nm 0.9 V 0.69 V 0.77 
22 nm 0.8 V 0.73 V 0.91 
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As VINS approaches VNOM, adaptive systems which vary supply voltage to reduce 

energy consumption or improve reliability will have operating voltages in both the 

normal and reverse temperature dependence regions, making it unclear if circuits will 

increase in speed or decrease in speed as chip temperatures increase, and exacerbating 

problems associated with inter-die temperature variation; solutions to this issue are 

discussed in Chapter 3.  

The current dependencies for a 22 nm technology with high-κ dielectrics and 

metal gates are shown in Figure 2.7. As shown, VINS in the PMOS device increases 

from ~375 mV at 90 nm to ~575 mV at 22 nm, with the nominal supply voltage 

 
Figure 2.7. Temperature dependence of device current across a range of supply voltages 

in a 22 nm high-κ/metal gate technology. 

 



 43 

decreasing from 1.2 V at 90 nm to 0.8 V at 22 nm. The 22 nm NMOS device is in the 

reverse temperature dependence region even at the nominal supply voltage. 

2.3.1. The Reverse Temperature Effect and High-
κ/Metal Gate Technology 

VT, , vsat and nominal supply voltage are all technology dependent parameters, 

with predicted values available down to the 22 nm node [66][72]. Use of high-κ 

dielectrics and metal gates to alleviate nanoscale gate leakage problems also alters VT, 

, and vsat [73][74]. The combination of these changes makes it difficult to determine 

the effect of temperature on device performance. Two dependences exist, as 

mentioned in the prior subsection: a normal temperature dependence, where current 

decreases as temperature increases, and a reverse temperature dependence [62][63], 

where current increases as temperature increases. 

These parameters are further complicated by environmental requirements 

(military specifications call for a range of -55°C to 125°C [29]) and intra-die 

temperature variation (shown to exceed 50°C [30]). To account for the wide range of 

conditions, as well as process and voltage variations, variation-tolerant adaptive 

systems have been used to guarantee functionality by adjusting operating voltages 

and frequencies [32][33] [75]; however, these systems with multiple voltage modes 

make the above-mentioned temperature effects even more difficult to determine. 
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For large gate overdrives (           ), the temperature dependence of a 

device is dominated by the dependence of vsat, while for small gate overdrives 

(           ), small changes in VT can cause large changes in current, resulting 

in a temperature dependence dominated by VT. Further examination of these effects in 

SiO2 dielectric, polysilicon gate devices is available in [62][63]. 

In nanoscale devices, high-κ dielectrics and metal gates have been introduced to 

reduce gate leakage due to thinning gate oxides and reduce the depletion effects of 

polysilicon gates [73][74]; unfortunately, these techniques have the effect of 

dramatically altering the temperature dependence of ID. The extent of the change is 

shown in Figure 2.8, which compares 45 nm predictive technology models [66] of 

both SiO2/poly gate (dashed line) and high-κ/metal gate (solid line) devices. Each line 

in Figure 2.8 shows the change in delay of an inverter (sizing ratio  = 2) from -55°C 

 
Figure 2.8. Effect of high-κ dielectric and metal gate on temperature dependence. 

 



 45 

to 125°C. For example, at 0.62 V, the high-κ/metal gate inverter delay is unchanged 

from -55°C to 125°C, resulting in the 0.62 V point occurring on the 0% line. This 0% 

intersect point on each curve represents VINS. As shown, VINS in the high-κ/metal gate 

is 40% higher than in the SiO2/poly gate devices. The normal dependence region is 

below the 0% line, and the reverse dependence region is above the 0% line. 

Figure 2.9(a) shows the change in PMOS device current from -55°C to 125°C at 

the 45 nm, 32 nm, and 22 nm technology nodes (with nominal voltages of 1 V, 0.9 V, 

and 0.8 V, respectively). As shown, VINS increases by ~40 mV per technology node, 

with VINS at 22 nm equal to 0.56 V. The NMOS device response, shown in Figure 

2.9(b), is in the reverse temperature dependence region over the entire range of 

operating voltages at the 32 nm and 22 nm nodes.  

The PMOS and NMOS devices are combined into an inverter with β = 2 in 

Figure 2.9(c). As shown, VINS approaches 90% of nominal voltage in the 22 nm node. 

As  increases, the stronger PMOS effect decreases VINS. Thus, adaptive voltage 

systems may easily wind up straddling both temperature domains in nanoscale 

systems, making temperature-aware design increasingly critical as technology scales.  

Reverse temperature dependence at near nominal voltages complicates variation-

tolerant system design, which uses multiple supply voltages to adjust for changes in 

process, voltage, and temperature. The additional complexity needed to account for 

both normal and reverse temperature dependence depends on the available design 
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time information. If the system can be fully characterized at design time, then the 

multiple dependences can be programmed into the voltage and frequency look-up 

table entries [32] to ensure that the system adapts in the correct direction given a 

change in temperature. For example, whereas a low-voltage system would generally 

reduce the frequency as temperature increases, in the reverse dependence region the 

system would have to reduce the frequency when temperature decreases. 

 

 

 
Figure 2.9. Changes in (a) PMOS current, (b) NMOS current, and (c) inverter delay 

over the -55°C to 125°C temperature range. 



 47 

The reverse temperature effect is particularly important to consider in adaptive 

systems because of thermal runaway. In the normal dependence region, temperatures 

are prevented from increasing to dangerous levels because the delay becomes so large 

that the adaptive system is forced to reduce the clock frequency, reducing the energy 

and therefore the temperature. In the reverse temperature dependence region, circuits 

continue to speed up as temperature increases; there is no delay limit on high 

temperature operation. The higher temperatures could result in thermal runaway 

resulting from the exponential temperature dependence of leakage current [76], which 

may already be dominating the total power consumption in the nanoscale regime [77]. 

If the temperature dependences are not known at design time (from tool 

limitations, process variations, unknown IR drops, etc.), there are two options to 

ensure variation-tolerance. The system may be designed with large enough 

guardbands that it can operate correctly over the entire temperature range regardless 

of the temperature dependence, though this will result in a large reduction in delay 

performance. Another option is to use a temperature dependence sensor to determine 

the temperature dependence at each operating voltage; we propose the first 

temperature dependence sensor in Chapter 3.  
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3. Sensing Temperature Dependence 

In this chapter, we discuss the problem of temperature variation at the system 

level, and describe methods of detecting temperature and temperature dependence. In 

Section 3.1 we propose a low overhead adaptive temperature sensor, capable of 

adjusting its resolution and sampling rate based on the current temperature to reduce 

the energy required to maintain a chip thermal map. In addition, the proposed sensor 

features a process compensation unit, enabling the oscillator length to be adjusted to 

calibrate fabricated chips. In Section 3.2 we propose a temperature dependence 

sensor, capable of determining whether a core‘s I-T slope (temperature dependence) 

is positive or negative for a given supply voltage. The proposed sensor design was 

fabricated, and chip design issues and measurements are provided in Section 3.3. 

3.1. Low Overhead, Energy-Efficient Adaptive 
Temperature Sensor 

3.1.1. Temperature Sensor Design 

Variations in ambient and on-chip temperatures are increasingly common causes 

of delay errors in VLSI circuits. High ambient temperatures can cause path latencies 

to exceed clock periods, and intra-die temperature variations can result in 

communication errors between units with a large temperature differential. 



 49 

To ensure reliability, multiple temperature sensors can create an on-chip heat 

map of both the chip temperature and the temperature differential between 

communicating units. An adaptive system can take this heat map information and 

adjust system parameters as necessary to guarantee functionality. In the Power5 

microprocessor [78], 24 temperature sensors were used to generate this heat map. 

This large number of temperature sensors makes energy and area overhead of critical 

importance; unfortunately, many prior sensor designs focus on improving sensor 

resolution [79][80], while area and energy are lesser concerns. In this section, we 

present a low overhead, adaptive temperature sensor. Two adaptive techniques are 

explored to improve energy efficiency and enable runtime calibration to compensate 

for variations. 

To tolerate temperature variations, a system can be designed to react to one or 

more temperature thresholds, Tthreshold. A temperature sensor can provide the current 

chip temperature, Tchip, which will be used by the system to determine when these 

thresholds have been exceeded. In (3.1)-(3.3), Tguardband is the temperature guardband 

which must be added to Tchip to ensure that the temperature does not pass Tthreshold in 

between readings. 

                                      
(3.1) 

                             (3.2) 
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                               (3.3) 

Tmeasured/t is the measured temperature rate of change; tresponse is the system response 

time; Taccuracy is the maximum change in temperature which might be hidden by 

sensor accuracy limitations; tsensor is the sensor polling time; and tcorrection is the 

adaptation latency of the system once a change is detected. Taccuracy and tsensor 

determine how much energy the sensor consumes. Taccuracy includes the sum of the 

maximum quantization noise (i.e. the sensor resolution) and any potential error which 

could be introduced by variations other than temperature. 

Sensor resolution varies slightly depending on the chip temperature. The reported 

sensor resolutions in this work are the worst case resolution achieved over the entire 

-55°C to 125°C temperature range. Nonlinearities in the temperature sensitive 

element are included in this worst case resolution. 

All simulations presented in this subsection use a 90 nm technology [66] with a 

supply voltage of 1 V. The proposed temperature sensor, shown in Figure 3.1, 

consists of three main components: a ring oscillator, a pulse generator, and a pulse 

counter. The ring oscillator is the temperature sensitive component, and has been used 

extensively in prior art by measuring the temperature dependence of its operating 

frequency [81][82][83]. In the proposed work, the oscillator is gated with an enable 

signal, with some additional circuitry which will be explained momentarily. The 

pulse generator in Figure 3.1 creates a full pulse for every transition of the oscillator, 



 51 

and can be used either to halve the sensor resolution for a small power increase, or 

nearly halve the overall power dissipation at a fixed resolution, as described in the 

next section. 

The number of flip flops, NFF, required to support the -55°C–125°C operating 

range is 

                        (3.4) 

                               (3.5) 

 
Figure 3.1. Temperature sensor schematic. 
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Npulse,max is the maximum number of pulses generated at the output of the pulse 

generator, fosc,max is the maximum oscillator frequency over the supported temperature 

range, and tenable is the enable pulse width. 

The average sensor resolution, Ravg, is 

                                                 
(3.6) 

where Npulse,min is the minimum number of pulses generated by the pulse generator; 

Trange,max and Trange,min are the maximum and minimum temperatures in the supported 

range, respectively (measured in Kelvin). The average resolution is different from the 

minimum resolution, Rmin, because fosc varies nonlinearly with temperature (fosc is 

shown in Figure 3.3(a) with a linear fit). Rmin is the largest range of temperatures over 

which the sensor produces the same value of Npulse; Rmin is labeled in Figure 3.3(b). 

The flip flop chosen, used in the PowerPC 603 [84], was the most power and 

energy efficient option in a survey of flip-flop circuits [85]. The inverted output    is 

 
Figure 3.2. Modified PowerPC 603 flip-flop. 
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created by adding an additional inverter after Q, shown in Figure 3.2, rather than 

connecting    directly to the output of the second transmission gate. 

In the initial ring oscillator design, the enable signal was directly connected to 

the NAND gate, with no transmission gate or pull-up device. This resulted in the 

irregular output shown in the top half of Figure 3.4 because the falling edge of the 

enable signal was not synchronized with the oscillator (synchronization is non-trivial 

 
(a) 

 
(b) 

Figure 3.3. (a) Ring oscillator nonlinear temperature response. (b) Nonlinear sensor 

output with Rmin labeled. 
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because the oscillator frequency changes with temperature). At certain temperatures, 

the lack of synchronization resulted in a rising edge just a few inverters behind a 

falling edge, causing the spurious behavior shown in the top half of Figure 3.4 near 

-15°C. The locations and number of spurious pulses changes depending upon the 

enable pulse width. Furthermore, it results in an uneven duty cycle, decreasing the 

resolution.  

The synchronization problem was eliminated by using a transmission gate to 

disconnect the NAND gate output before the spurious transition can occur. The 

resulting circuit is shown in Figure 3.1, with the corrected behavior shown in the 

bottom half of Figure 3.4. The reset device is necessary to ensure that the oscillator is 

 
Figure 3.4. Effect of the enable correction circuit on the sensor output. 

 



 55 

in the correct state when re-enabled for the next sample, and also reduces any 

potential short circuit power which could result from the floating output node. 

The output response of the sensor is nonlinear with temperature, causing the 

resolution to decrease as temperature increases (shown by the widening pulse widths 

in the lower half of Figure 3.4). This nonlinearity is not problematic for our design, as 

long as the digital output associated with each temperature is consistent. 

3.1.2. Sensor Characterization and Results 

The use of the enable signal provides an important capability—by extending the 

enable pulse width over multiple clock cycles, the temperature-induced delay change 

in the oscillator can be accumulated. This accumulation improves resolution, 

increasing the change in Npulse between temperatures; unfortunately, the improvement 

comes at the expense of additional power dissipation as a result of the longer run time 

for each sample. A range of enable pulse widths between 10 ns and 50 ns is shown in 

Figure 3.5 with the corresponding values of Rmin and the minimum NFF for each pulse 

width, calculated from (3.4). 
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Figure 3.5. Impact of the accumulation time on resolution and NFF. 

 
 

 
Figure 3.6. Energy dissipation per sensor reading. 
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In Figure 3.6, the total energy dissipation per sample is shown. This energy 

dissipation includes a 1 ns reset pulse, 1 ns of settling time between the reset and 

enable signal, the enable pulse (of the indicated pulse width), and an additional 1 ns 

before reading out the data. As shown, larger pulse widths result in larger energy 

dissipation. Also of note is the significant increase in energy per sample as 

temperature is reduced. This is caused by the increased frequency of the oscillator at 

those lower temperatures. 

The overall latency of the proposed sensor is PW+3 ns, where PW is the enable 

pulse width. Thus, pulse widths between 10 ns and 50 ns in Figure 3.5 correspond to 

sensor latencies between 13 ns and 53 ns, which are much smaller than latencies 

reported in prior temperature sensors. Another recent all-digital design [82] has a 

maximum sampling rate of 1 MHz, corresponding to a latency of 1 s. The sensor in 

[82] achieved resolutions on the order of 0.5°C. Those results, achieved in a 0.35 m 

technology, are scaled down to the 90 nm technology of the proposed design using a 

simple 1/S scaling rule [18], where S is the ratio between the two technology sizes. 

The scaled latency of the other work is 257 ns. For comparison, when a sample period 

of 257 ns (enable pulse width = 254 ns) is used in the proposed sensor, it also results 

in a resolution of ~0.5°C; however, the low overhead design of the proposed sensor 

results in an energy dissipation of just 37.6 pJ, while the energy dissipation scaled 

from [82] (energy scaling will be explained momentarily) is 8.57 nJ. 
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Figure 3.7 shows a scatterplot of the resolution and energy dissipation numbers 

reported by previous works, along with simulation results of a number of pulse width 

values in the proposed system. The energy-resolution trade-off in the proposed work 

can also be estimated mathematically by solving for tenable using (3.5) and (3.6), and 

multiplying by the average power dissipation Pavg over the temperature range 

                                                                       
(3.7) 

Three types of systems are compared in Figure 3.7: all-digital sensor 

implementations, making use of delay lines or ring oscillators with digital frequency 

conversion; analog sensor implementations, using current references with  analog-

to-digital conversion; and a mixed-signal implementation, using a temperature-

 
Figure 3.7. Comparison of proposed approach with previous digital output sensors in 

terms of energy and accuracy. 
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sensitive current bias to limit the speed of an oscillator with digital frequency 

conversion. The energy values of the previous works were found by inverting the 

sample rate to determine the sample time, and multiplying that time by the reported 

power dissipation. To improve the fairness of the comparison, the energy numbers 

from the previous works were all scaled down to their 90 nm equivalent using a 

1/(U2S) rule, where U is the ratio between the supply voltages of the previous work 

and the proposed system supply voltage of 1 V. 1/U2 represents the scaling of the 

power dissipation, and 1/S represents the scaling of the latency [18]. Thus, the overall 

energy calculation for the previous works is 

                
(3.8) 

Scaling likely underestimates the energy dissipations of the analog 

implementations, as the use of 90 nm for analog circuits introduces a number of 

reliability and accuracy difficulties. The technology node reported for each reference 

in Figure 3.7 is listed in Table III along with the scaling factors. 

The proposed design results in Figure 3.7 show that sub-degree sensor accuracies 

can be achieved while also achieving significant energy savings. For a resolution of 

4°C, the proposed method reduces energy dissipation by over two orders of 

magnitude compared to previous designs. Again, this large energy discrepancy with 

prior work is largely a result of the reduced resolution requirements and low overhead 

of the sensor design. The area overhead of the proposed design is 96 NAND2 
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equivalent gates for NFF = 8. The fabricated sensor area will be discussed along with 

other fabrication details in Section 3.3. 

3.1.3. Adapting Sampling Rate and Resolution 

Although the proposed design has already been shown to have excellent energy 

properties, we propose two additional techniques which take further advantage of the 

energy-resolution trade-off. These techniques can dramatically improve sensor energy 

dissipation depending upon the temperature conditions and desired temperature 

thresholds. 

In the proposed sensor, total energy dissipation over a time window, t, can be 

represented as 

                                                           (3.9) 

Table III. Technology Listing of Scaled References. 

Reference Technology 1/(U2S) 

[79] 0.5 μm 0.014 
[80] 0.6 μm 0.017 
[81] 0.35 μm 0.024 
[82] 0.35 μm 0.029 
[86] 0.35 μm 0.029 
[87] 2 μm 0.009 
[88] 0.7 μm 0.014 
[89] 0.7 μm 0.021 
[90] 0.6 μm 0.014 
[91] 80 nm 1.125 
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where rsample is the sample rate, Psample is the average power dissipated during the 

sampling process, and Pidle is the power dissipated when the sensor is idle (if the 

design is power gated, Pidle ≈ 0 W). 

Most sensors have a fixed sampling rate, using a relatively constant amount of 

energy (aside from the dependence on temperature). This can result in a large amount 

of wasted energy, because the temperature change over time is limited. To avoid 

wasting energy, rsample can be adjusted depending upon the difference between the 

current temperature and the closest temperature threshold. 

Temperature changes over time are limited by (i) the worst case power 

dissipation of the devices, (ii) the thermal conductivity of the material, and (iii) the 

thermal diffusivity of the material, according to [92] 

 

                                          
    

                       
(3.10) 

                        (3.11) 

kth is the thermal conductivity of the substrate (W/cm°C); th = kth/c is the thermal 

diffusivity (cm²/s), where  is substrate density (g/cm³) and c is specific heat (J/g°C); 

t’ is the time step; dP(t’) is the power dissipated at time t’; qV(t’) is the power density 

per unit volume (W/cm³); dx’, dy’, and dz’ are the dimension of an elementary heat 

source; and r is the distance between the heat source and the point being measured. 
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Assuming that the distance between the temperature sensor and the heat source is 

negligible (i.e. r = 0), and that the power density over the time interval is constant 

(i.e. qv(t’) = qv), (3.10) reduces to 

                                       (3.12) 

Thus, with a silicon substrate (kth = 1.5·10-4
 W/m°C, th = 9.3·10-7 m²/s), assuming 

a power density of 90 W/cm² [93] over a 10 m x 10 m heat source, the maximum 

change in temperature over a 1 s period is 0.28°C. Note that this is oversimplified 

for the purposes of example; the thermal impedance (°C/W) is also a function of time, 

causing the actual rate of temperature change to vary based on the time window [92]. 

Using this information, we can quantify the benefits of the adaptive polling rate. 

For example, consider a system where Tthreshold = 50°C, and the maximum rate of 

temperature change is 0.28°C/s. If Tchip = 45°C, then measurements must be taken at 

least every 17.86 s to account for the worst case energy dissipation, which could 

increase the temperature by 5°C in that timeframe. If Tchip is reduced to -20°C, the 

temperature sensor polling rate can be reduced to ~250 s/sample. This is a 93% 

reduction in rsample compared to a fixed sampling rate of 17.86 s/sample, and results 

in a 93% reduction in energy if we assume Pidle = 0. 

This adaptive sensor polling technique is particularly useful with the proposed 

sensor because samples taken at low temperatures (where rsample would be reduced) 



 63 

dissipate much more energy than samples taken at higher temperatures, as shown in 

Figure 3.6. The energy dissipation of the adaptive approach compared to a fixed 

polling approach is shown in Figure 3.8 for four different threshold temperatures. The 

overhead requirement for this technique is a look-up table to store the polling rates. 

The proposed sensor accumulates error over a period of time, tenable, which can 

also be adapted based on the temperature condition. As shown in (3.9), tenable can be 

varied to trade off sensor resolution for additional energy savings. There are two 

additional overhead requirements for this method: an adjustable enable circuit for 

varying the number of clock cycles over which the error is accumulated, and an 

additional circuit to compare the output vector of each tenable to the corresponding 

 
Figure 3.8. Energy savings of adaptive sensor polling. 
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Tthreshold vector (the output vectors change with the enable pulse width, thus a Tthreshold 

vector must be stored for each potential pulse width). 

To use the previous example, assume Tthreshold = 50°C. Assume that two pulse 

widths are available, 20 ns and 10 ns, corresponding to a 4°C resolution and an 8°C 

resolution, respectively. In this example, the polling rate is fixed such that 

temperature can change by no more than 4°C between samples. If Tchip  38°C 

(=50°C threshold - 8°C resolution - 4°C max. temperature change), tenable must be set 

to 20 ns; however, when Tchip < 38°C, tenable can be set to 10 ns, reducing sensor 

energy by ~50%. 

Using the earlier example where Tthreshold = 50°C and Tchip = -20°C, we can 

calculate the effective energy savings when the two adaptive approaches are 

combined. When Tchip < 38°C, the resolution is set to 8°C. With this resolution, the 

adaptive sampling rate must be large enough to detect a 58°C (=38°C – Tchip) change 

in temperature, corresponding to rsample = 207 s. Compared to a fixed polling scheme 

with rsample = 17.86 s and a fixed resolution of 4°C, the combination of the two 

adaptive schemes results in energy savings of 52% compared to the adaptive 

sampling rate alone, for a total energy savings of 96.5% compared to a fixed sensor 

design. The range of potential energy savings based on the combination of these two 

adaptive approaches versus a fixed approach is shown in Figure 3.9 for four different 
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temperature thresholds, with a maximum energy savings of 98.6% occurring when 

the actual temperature is -55°C and Tthreshold is 125°C. 

3.1.4. Process Compensation Unit 

The enable pulse width of the temperature sensor may be varied after fabrication 

as a first order accuracy compensation. The further away the actual temperature is 

from the compensation point (commonly set to the middle of the temperature range), 

the more susceptible the output vector is to process and voltage variations. Supply 

voltage-induced variations in oscillator frequency can be effectively addressed 

through the use of decoupling capacitors or a reduced supply bounce circuit, which 

have been used to reduce supply voltage variations below 2% [94]. Unfortunately, 

 
Figure 3.9. Energy savings of combined adaptive sensor polling and pulse width. 
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available techniques for controlling process variation are considerably less effective, 

with VT variations of ±10% still common [95]. To compensate for process variations, 

we propose the process compensation unit shown in Figure 3.10. 

Variations in VT can be determined during post-fabrication testing, and this 

information can be used to compensate for the process-induced changes in fosc. We 

exploit this process information as an input to a process compensation unit (the 

ProcessComp signal in Figure 3.10) that adjusts the number of stages in the oscillator 

to match a target fosc. 

3.2. A Temperature Dependence Sensor 

Before describing how to sense the temperature dependence, let us briefly 

summarize the temperature dependence description from Chapters 1 and 2. Changes 

 
Figure 3.10. Temperature sensor with process compensation unit. 

 



 67 

in temperature affect system speed, power, and reliability by altering the threshold 

voltage VT and mobility µ in each device [55]. The resulting changes in device current 

can lead to timing failure or cause circuits to exceed power or energy budgets. The 

impact of temperature on device current depends on the supply voltage. Near a 

technology‘s nominal voltage, the current-temperature (I-T) dependence is negative 

(also referred to as the normal temperature dependence)—drain current ID (and device 

speed) decreases with increasing temperature. At lower voltages, the current-

temperature dependence is positive (the reverse dependence), and ID increases with 

increasing temperature [62]. 

In circuits with negative I-T dependences, timing failures will occur at high 

temperatures; however, in circuits with positive I-T dependences, timing failures will 

occur at low temperatures. Positive I-T dependences approach nominal voltages as 

technology scales [69][68]; thus, adaptive systems that vary supply voltage to reduce 

energy consumption or improve reliability [32][33] will have operating voltages in 

both the negative and positive I-T regions. 

Existing temperature sensors assume that a circuit‘s I-T dependence is negative, 

which will cause three problems—(i) overheating circuits and timing failures may go 

undetected in the positive I-T dependence region, (ii) sensors may generate false 

positives and unnecessarily reduce performance in the positive I-T dependence 

region, and (ii) excessive frequency guardbands will be required to ensure reliable 
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operation across both I-T dependences, wasting throughput or energy. The type of 

problem will depend on the sensor design—some temperature sensors track circuit 

delay, while others measure device voltages or currents to determine the temperature. 

If the temperature dependence is not known, sensors that do not track circuit delay 

may misdiagnose timing failures, while sensors that do track circuit delay may 

misdiagnose overheating circuits; for example, a decrease in delay could mean (i) a 

circuit is in the negative I-T region and is not overheating, or (ii) the circuit is in the 

positive I-T region is overheating. Thus, including the positive I-T dependence in 

sensor design is critical for detecting overheating circuits and timing failures. 

To solve these problems, this section presents a sensor which determines whether 

a system is in the normal or reverse temperature dependence region.  

3.2.1. Temperature Dependence Sensor Design 

To detect timing failures and overheating at negative I-T slopes, temperature 

sensors uses a look-up table with pre-determined thresholds [32][96]; when the 

temperature exceeds a threshold, cooling systems can be triggered or frequency can 

be throttled. For positive I-T slopes, the proposed temperature dependence sensor 

system output can also trigger the performance throttle when delay reduces below a 

threshold.  

To use different trigger points for the negative and positive I-T dependence 

regions, we must be able to determine the dependence region of the circuit.  
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Determining the temperature dependence of a circuit is more complex than 

determining a static temperature. The dependence TempDep can be represented as 

                            (3.13) 

where ∂τ/∂T is the change in delay corresponding to a change in temperature. 

Calculation of the temperature dependence requires a change in temperature to 

make a reading. If the sensor is in an environment where temperature changes very 

slowly, the sample time may have to be reduced before the dependence sensor is able 

to provide a reading. For system design, this is of limited importance; if the 

temperature is not changing, there is no temperature impact on delay. 

The temperature dependence can be determined using two component 

temperature sensors; one at the same operating voltage as the circuit being monitored, 

VOP, and a temperature reference at a voltage VREF that will maintain the sign of its I-

T slope despite process or voltage variations. VREF is a static voltage, and may be 

generated externally or by an internal DC-DC converter. If the two sensor readings 

change in the same direction, the dependence at VOP matches the known dependence 

at VREF; if the readings change in opposite directions, the dependence is the opposite 

of the known dependence. Thus, the dependence sensor output Sens_Out can be 

represented as follows: 
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                                                                     (3.14) 

The temperature dependence sensor implementation is shown in Figure 3.11. 

Two component temperature sensors are used which simultaneously take readings at 

the chosen VREF and the operating voltage of the adaptive system, VOP (these readings 

are referred to as TREF,t and TOP,t, respectively). Low-voltage up shifters [97], shown 

in Figure 3.12, are used to convert the lower voltage component sensor output to the 

higher component sensor voltage to facilitate comparison. 

Each reading is compared with its previous sample, TREF,t-1 and TOP,t-1, 

respectively, which are stored in buffers. The comparators consist of the overflow 

circuit of a kill-zero carry lookahead adder (shown in Figure 3.13) and indicate if 

Tt  Tt-1 or Tt < Tt-1. The two comparator outputs are then fed into an XOR gate, 

 
Figure 3.11. Schematic of temperature dependence sensor. 
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which determines if the temperature dependence at VOP is the known dependence or if 

it is the opposite dependence.  

As mentioned, if the temperature does not change (or the change is too small to 

affect the temperature sensor outputs), the comparator outputs will indicate Tt  Tt-1 

regardless of the actual temperature dependence. For example, if the temperature 

sensor resolution is 1°C and the temperature only changes by 0.5°C between 

readings, there may not be a change in the component sensor outputs, so no 

dependence decision can be made.  

To account for this possibility, a Valid signal is needed to tell the system if the 

current temperature dependence reading is meaningful (i.e. whether the temperature 

has changed by an amount large enough to change both component sensor outputs). If 

a reading is not valid, then the temperature-induced delay change between samples 

 
Figure 3.12. Circuit design of low-voltage level shifter. 
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was too small to detect, and the most recent temperature dependence reading should 

still be correct.  

The Valid signal is generated by taking a bitwise XOR of TREF,t and TREF,t-1, and a 

bitwise XOR of TOP,t and TOP,t-1. These vectors are reduced to one bit outputs with an 

OR tree, and passed into an AND gate to check if both sensor outputs have changed 

and the result is valid. The sensor sampling rate should be set low enough to ensure 

that a change in temperature can be detected simultaneously by both sensors; if the 

sampling rate is too fast, the sensor outputs may change in separate readings, and the 

dependence will be unknown. 

 
Figure 3.13. Circuit diagram of kill-zero carry lookahead overflow comparator. 
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3.2.2. Component Temperature Sensors 

Our low-complexity component temperature sensor design is used to minimize 

area and energy overhead, allowing the sensor to be replicated as necessary to create 

a comprehensive thermal map of a chip, as well as determining multiple temperature 

dependences in chips which may have multiple voltage islands. The design is shown 

in Figure 3.14, and consists simply of a ring oscillator and a pulse counter. The 

oscillator frequency is dependent on the temperature and supply voltage, and changes 

in oscillator frequency are proportional to the changes in device current shown in 

Figure 2.6. The frequency of the ring oscillator is converted to a number of 

oscillations by applying a fixed enable pulse width (PW), and this number is stored in 

the counter to produce the digital vector Out.  

There are a few differences between the component temperature sensor presented 

here and the temperature sensor presented in Section 3.1. This sensor must operate 

over a wide range of supply voltages, and so the flip flops used in the counter are 

changed to C2MOS flip-flops, shown to have the best energy properties of a range of 

flip-flops over a wide range of supply voltages [98]. In addition, the pulse generator 

has been removed to simplify the sensor characterization over the wide range of 

voltages. The transmission gates are added to the outputs of the pulse counter to avoid 

unnecessary toggling of the other components in the dependence sensor. The 

grounded NMOS device ensures that leakage through the Reset device does not pull 
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up the floating node between the end of the enable pulse and the time when the 

sample is read. 

PW can be varied after fabrication as a first order accuracy compensation. The 

further away the actual temperature is from the compensation point, the more 

susceptible the output vector is to process variation (fluctuations in supply voltage 

should be minimized with decoupling capacitors, which may be non-trivial in these 

multi-voltage systems [99]). For example, if the system is expected to fail at 85°C, 

the desired Out vector can be tuned to that temperature to optimize accuracy. 

 
Figure 3.14. Schematic of component temperature sensors used in the temperature 

dependence sensor. 
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3.2.3. Dependence Sensor Characterization 

The dependence sensor was simulated in a 90 nm technology. Area and energy 

dissipation numbers of each component are provided in Table IV for a supply voltage 

of 1 V and PW = 50 ns. As shown, the component temperature sensors consume 

about 92% of the total energy per sample. As mentioned in the last subsection, the 

transmission gates in the component sensors disconnect the Out vector from the rest 

of the dependence sensor when the oscillator is enabled, eliminating unnecessary 

toggling of the other units. 

The component sensor resolution and energy dissipation per sample are a 

function of PW and supply voltage, shown in Figure 3.15 for a fixed supply voltage 

of 1 V, and in Figure 3.16 for varying supply voltages with a fixed temperature 

resolution of 1°C. In Figure 3.15, an increase in PW results in a proportional increase 

in energy. The majority of the energy dissipation occurs when the ring oscillator is 

active, resulting in a linear relationship between energy and PW. Temperature 

Table IV. Characterization of the temperature dependence sensor 

Unit 
Area 

(NAND2 equiv. gates) 
Energy per 
sample (pJ) 

Temperature Sensor (x2) 212 7.3 
8-bit Level Shifter 10 0.14 
8-bit Buffer (x2) 159 0.17 
Comparator (x2) 89 0.31 

8-bit Bitwise XOR (x2) 26 0.09 
Output XOR and NAND 3 0.01 

Total 985 15.89 
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variations occur on the order of 10-4 seconds [14], thus the sensor sampling frequency 

can be in the kHz range. The sensor can be power gated in between readings to avoid 

wasting energy from leakage. 

Figure 3.16 shows the required PW to guarantee a 1°C resolution across a range 

of supply voltages, and the corresponding energy for a 1 kHz sampling rate at each 

 
Figure 3.15. Impact of the sensor enable pulse width on energy and resolution. 

 
Figure 3.16. Impact of the supply voltage on energy for a 1°C resolution. 
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voltage. The nonlinear behavior in Figure 3.16 is a result of two opposing factors— 

increasing PW increases energy dissipation, while decreasing supply voltage 

decreases energy dissipation. The supply voltage effect is shown to dominate the PW 

effect below voltages of ~0.8 V. 

Figure 3.17(a) shows the simulated dependence sensor operation, generated by 

measuring the component sensor outputs at 30°C, inserting those values into the 

buffers in Figure 3.11, and then simulating the entire system at 70°C to collect the 

dependence sensor output. The dependence sensor output is equal to 1 V when the 

dependence is the same as the dependence at VREF, and equal to 0 V when the 

 
(a) 

 
(b) 

Figure 3.17. (a) Operation of the dependence sensor. (b) Percentage change in inverter 

delay from 125°C to -55°C. 
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dependence is the opposite of that at VREF. VREF is set to 1 V and VOP is varied, 

indicating a switch from the normal dependence region to the reverse dependence 

region between VOP = 0.4 V and VOP = 0.45 V. Figure 3.17(b) shows the change in 

delay of an inverter between 125°C and -55°C, with VINS labeled where the delays are 

equal. Figure 3.17(b) indicates that the sensor is accurate to within 10% of VINS 

(VINS  360 mV) in a 90 nm technology. Within this 10%, the change in delay caused 

by temperature over the -55°C to 125°C temperature range is 14.8%. 

Clearly, the presented temperature sensors are also susceptible to process and 

voltage variation, which will impact the energy and accuracy of the proposed design. 

For a pulse width of 50 ns, a ±10% change in VDD changes a temperature reading by 

up to 12%, and a ±10% change in VT changes a reading by up to 9%. An increase in 

VDD (or decrease in VT) in the –I-T slope region will make the temperature appear to 

decrease; in the +I-T slope region, the temperature will appear to increase. If process- 

or voltage-induced delay changes cause one component sensor output to change in the 

opposite direction of an actual change in temperature, the dependence sensor output 

will be erroneous; however, if both component sensors are affected by the change, the 

dependence sensor output will be correct. Thus, if the component sensors are placed 

in close proximity, the impact of process and voltage variation on the overall 

temperature dependence output will be reduced. The necessary guardbands to prevent 

process- or voltage-induced failure are examined in Chapter 4. 
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3.3. Fabricated Temperature Dependence 
Sensor Chip 

The temperature dependence sensor implementation in Figure 3.11 was 

fabricated in a 0.35 µm technology (the chip micrograph and layout are shown in 

Figure 3.18 [100]. The temperature reference sensor can be implemented using any 

temperature sensor design, although the sensor at VOP must be a delay-tracking 

temperature sensor to detect temperature-induced timing failures. For simplicity, this 

 
Figure 3.18. Micrograph and layout of temperature dependence sensor chip. 
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implementation uses the same sensor design for both the temperature reference and 

the sensor at VOP. Consecutive readings at VREF are compared to determine if the chip 

temperature is increasing or decreasing. Comparing the direction of the change at 

VREF to the change in readings at VOP (using an XOR gate) determines the I-T 

dependence at VOP. Level converters are used to convert the lower voltage sensor‘s 

Out vector to the high sensor voltage to facilitate comparison. Both the VREF and VOP 

sensors have 8-bit outputs, achieving up to a 0.29°C resolution over the 5°C-80°C 

range of measured temperatures. 

Temperature measurements were made using a custom-built temperature 

apparatus, shown in Figure 3.19, using a Ni-Fe thermistor with ±0.1°C accuracy. 5 W 

100 Ω resistors were used to heat the enclosed space up to 80°C (measured internally 

in 2°C increments by attaching the thermistor to the chip), and temperatures down to 

 
Figure 3.19. Temperature testing apparatus. 
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5°C were measured using an ice bath (also measured internally). System performance 

is summarized in Table V. 

3.3.1. Measurement of Sensor System Functionality 

System functionality is shown over a wide voltage range in Figure 3.20. In the 

0.35 µm technology, the positive temperature dependence occurs at voltages below 

Table V. Fabricated Temperature Dependence Sensor Performance Summary 

Parameter Value 

Technology 0.35 m 
Supply Voltage 0.5 V—3.3 V 
Area 0.049mm² 
Temperature Range 5°C—80°C 
Resolution 0.29°C 
Accuracy ±1.3°C 
Sample Latency 20 s 
Avg. Sample Power 15.5 mW 
Energy per Sample 310.0 nJ 

 

 
(a) 

 

(b) 
Figure 3.20. (a) Simulated temperature sensitivity. (b) Measured operation. 
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~1.4 V, shown by simulation in Figure 3.20(a); thus, the measurements in Figure 

3.20(b) show that the sensor system correctly indicates the transition between the 

positive and negative I-T slopes. Further measurements of the impact of supply 

voltage on temperature variation are shown in Figure 3.21, indicating the importance 

of considering the positive I-T slope at low voltages; at 0.5 V, temperature affects fosc 

by more than an order of magnitude over the measured temperature range. Figure 

3.22 indicates the change in temperature ΔT needed to ensure a valid reading at each 

supply voltage (recall that the enable period En impacts the resolution of the 

component sensors).  Lower voltages require larger ΔTs or larger enable periods to 

make a valid reading. En may also be adjusted to trade-off resolution and energy 

consumption.  

 

 
Figure 3.21. Measurements of supply voltage impact on fosc. 
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3.3.2. Measurement of Sensor System Accuracy and 
Process Compensation 

Measurements of the linearity of the oscillator frequency fosc are provided in 

Figure 3.23 for six measured chips; linearity offsets as low as 0.2% (corresponding to 

an accuracy of 1.3°C, including both sensor inaccuracies and measurement 

 
Figure 3.22. Measured ΔT needed for a valid reading. 

 

 
Figure 3.23. Measured fosc temperature linearity. 
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inaccuracies) were achieved over the 5°C to 80°C temperature range, although inter-

die process variation resulted in fosc shifts of up to 6.5%. The sensor system output 

uses the difference between readings of the temperature sensor and temperature 

reference; thus, if the temperature reference and sensor are placed in close proximity, 

the impact of process and voltage variations on the overall temperature dependence 

sensor output will be reduced.  

However, if the reference or sensor is also used to find the temperature, they 

must be calibrated. The tuning range of the process compensation unit is shown in 

Figure 3.24, indicating that the chip is capable of a larger compensation (over ±10%) 

than the measured variations. Post-fabrication tuning was achieved using the manual 

switches shown in Figure 3.19 for simplicity. In this design, a 35-stage oscillator was 

 
Figure 3.24. Measured process compensation range. 
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used with a ±4 stage range selectable in 2-stage increments. A larger oscillator would 

enable a finer tuning range and enable greater calibration accuracy. 

We also simulate the effectiveness of our compensation unit for a larger ±10% 

process variation range in Figure 3.25. The solid curves in Figure 3.25 are for 

simulations of ±10% VT variations. The y-axis shows the impact of those variations 

on fosc in a 35-stage oscillator, varying up to +10.1% and -12.3% for the -10% and 

+10% VT cases, respectively. Reducing the number of stages in the oscillator 

increases fosc; for the +10% VT case, an increase of four stages reduces the process-

induced error to just 3.6%. Similarly, increasing the number of stages in the oscillator 

compensates for reductions in VT, reducing the process-induced error in the -10% VT 

case to just 2.9%. 

 
Figure 3.25. Adjustable length ring oscillator used for post-fabrication compensation 

reduces the impact of a simulated ±10% process variation from +10.1%/-12.3% (solid 

lines) to +3.6%/-2.2% (dashed lines). 
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3.3.3. Comparison with Other Temperature Sensors 

The proposed system is compared with other temperature sensors in Table VI. 

While delay-based sensors can detect timing failures for any I-T curve and voltage- or 

leakage-based sensors can detect overheating for any I-T curve, the proposed sensor 

system is able to detect both overheating and timing failures for any I-T curve. This 

improved functionality is achieved while maintaining area, accuracy and energy 

values similar to other sensor designs; using a linear technology scaling coefficient, 

the proposed system occupies the smaller area after the leakage current-based sensor, 

with energy dissipation only a small fraction of the voltage-based sensors. The 

additional functionality and competitive performance make the proposed sensor 

system a useful addition for reliable system design. Note that the compared sensors 

all examine device temperature; additional work has been proposed that examines the 

temperature of on-chip interconnect wires [101], enabling a more holistic view of a 

chip‘s temperature conditions. 

Table VI. Performance Comparison with other Temperature Sensors 

Design Sensor Type 
Area 

(mm²) 

Energy Per 

Sample 

(J) 

Technology 

Node 

Accuracy 

(°C) 

Detects timing 

failures at 

Detects overheating  

at 

+I-T –I-T +I-T –I-T 

[81] Delay-tracking 0.175 0.5 0.35 m -0.7/+0.9     

[91] Delay-tracking 0.02 1.0 80 nm N/A     

[102] Delay-tracking 0.05 0.003 0.18 m -1.6/+3     

[103] Voltage-based 4.5 6.3 0.7 m ±0.25     

[104] Voltage-based 0.02 1.6 32 nm ±5     

[105] Current-based 0.01 N/A 0.35 m ±1.97     

Proposed Delay-tracking 0.049 0.3 0.35 m ±1.3     
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3.4. Summary 

Managing the impact of temperature on circuit functionality becomes 

increasingly complex as technology scales. To avoid overheating and timing failures 

in multi-voltage systems, awareness of the I-T dependence at each voltage (and 

process point) is critical. This paper has presented the first fabricated temperature 

dependence sensor to efficiently and accurately detect both positive and negative I-T 

slopes. This dependence sensing will be critical for handling temperature-related 

delay changes as the positive temperature effect becomes observable closer to 

nominal voltages. Furthermore, the proposed process compensation method can help 

maintain sensor accuracy and functionality despite process variations or device aging. 

The dependence sensor is accurate to within 1.3°C and dissipates 310 nJ per sample 

at a supply voltage of 3.3 V with a 20 µs sample latency. 
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4. Variation-Tolerant Adaptive Voltage 
Systems 

Runtime variations in voltage and temperature can cause large changes in 

latency, resulting in functional failure if appropriate design margins are not 

maintained. With temperature fluctuations up to 50°C [106] and supply voltage 

variations of 22% [107], frequency guardbands can become quite large, limiting 

system throughput. Adaptive solutions to optimize guardbands can allow systems to 

tolerate extreme worst-case scenarios without sacrificing delay and power. 

Power dissipation can be effectively addressed through a variety of techniques 

including clock gating [108], power gating [109], and adaptive voltage scaling (AVS) 

[18]. While clock and power gating involve shutting down sections of a chip to reduce 

switching and leakage power, respectively, AVS allows for circuits to continue 

functioning at a slower speed. By reducing supply voltage when lower throughput is 

required, AVS addresses both switching and leakage power. Unfortunately, the 

multiple supply voltages of an AVS system also exacerbate process, voltage, and 

temperature (PVT) variation problems. 

Process variations are generally the result of lithography limitations and quantum 

effects in oxides and doping profiles [110]. Voltage variation is caused by distribution 

networks with inconsistent IR drops and local voltage bounces due to fluctuating 
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input patterns [111]. Temperature variations have both on-chip and environmental 

sources. Across-chip variations can result in sub-blocks with different PVT 

parameters, which can result in large delay differences and cause communication 

failures [106]. Voltage variations are particularly important because many adaptive 

systems control applied voltages [112][75][113][114]; in these systems, any voltage 

instability could result in inaccurate or undesirable speed and power adjustments. To 

ensure system robustness while avoiding over-conservative design, runtime variations 

should be considered with respect to local PVT variations. The interaction of these 

types of variation is the focus of this chapter. 

Two well-known adaptive techniques to compensate for variation are AVS and 

adaptive body bias (ABB) [75][112]. These methods have been studied without 

considering variations, mathematically analyzing voltage and body bias points for 

optimal energy performance [75]. They have also been used to consider variation in a 

variety of ways, such as restoring performance when variation thresholds are crossed 

[112], improving yield by managing speed and power trade-offs [112][114], and 

using runtime variation and process aging data to throttle chip frequency [32]. These 

studies have also been extended to include the sub-threshold range of supply voltages 

for Ultra-DVS systems [115], where the impacts of variation are shown to be even 

more significant [116][117]. 
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Self-adaptive systems use sensors to detect variations and automatically adjust 

frequency and voltage, though AVS systems can also be controlled by software 

changing the target frequency mode. Adaptive systems generally use ring oscillators 

[18] or critical path replicas [33][118] to monitor the effects of voltage reduction until 

a target frequency is met [18][118]; unfortunately, use of these units alone leaves a 

system susceptible to across-chip variation. Multiple local oscillators may be used to 

combat this, but with significant power and area overhead costs [119]. If the units are 

used to meet a frequency target and then disabled to save power, the system is also 

susceptible to runtime variation between mode changes. Another method for 

considering variation in a AVS system is the Razor technique [120][121][122], which 

detects delay errors using an extra set of clock-delayed latches, and recovers from 

those errors by inserting a bubble into the pipeline. These systems also incur large 

power and area costs. Similar to the razor technique, ‗crystal ball‘ [123] or ‗canary‘ 

[124] latches have been proposed to fail before any critical paths, so that the system 

parameters may be updated to avoid interrupting functionality. 

Alternatively, look-up table (LUT)-based methods allow for guardbands to be set 

at each voltage and temperature operating point [32][125]. Previous designs using 

variation tables have explored compensating for the effects of temperature variation 

[125], or used voltage droop detectors and temperature sensors to compensate for 

individual parameter fluctuations [32]. These LUT-based techniques avoid the 
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oscillator-based design complexities of adaptive systems, and can be modified to 

include across-chip variations by adjusting the table values to consider worst-case 

process ranges; unfortunately, these worst-case considerations result in lower 

frequencies and higher voltages than necessary, potentially wasting a considerable 

amount of power and lowering yield due to power budget limits. 

In this chapter, we present the individual and combined impacts of on-chip 

process, voltage, and temperature variations. The major design criteria for variation-

tolerant, multi-voltage adaptive systems are described, and a new adaptive system is 

proposed combining a ring oscillator approach with a look-up table approach to 

improve energy efficiency. In addition, a multi-core framework is presented to 

illustrate how these adaptive systems may be used to control a large number of cores 

with a very small overhead. 

4.1. Reliability Issues in Nanoscale Systems 

Reliability is one of the largest challenges facing nanoscale system design. PVT 

variations have become increasingly problematic as technology has been scaled into 

the nanometer regime; at nanoscale dimensions and sub-volt supply voltages, even 

very small tolerances can result in large changes in performance and power 

dissipation. The increasing energy density of each new technology generation has 

made on-chip temperature variation critical. In addition, smaller devices have a 
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reduced critical charge, Qcrit, which results in a higher probability of error resulting 

from particle strikes or crosstalk. 

4.1.1. Process Variation 

Device dimensions are now measured in the hundreds of atoms, meaning 

placement accuracies of even tens of atoms are not sufficient for VLSI integration. At 

the atomic level, quantum phenomenon (such as barrier tunneling, which has resulted 

in the gate leakage problems motivating the need for high-κ gate dielectrics) pose a 

fundamental limit to what is capable with our current fabrication methods, regardless 

of the accuracy of our fabrication techniques. Doping limitations are an additional 

quantum phenomenon which will pose a fundamental limit to scaling—if a transistor 

channel is only 100 atoms across, then there may only be a few dopant atoms in the 

entire device channel, and the placement of these dopant atoms will dramatically 

impact each transistor‘s performance. Even in the 90 nm technology node, inter- and 

intra-die process variations result in a large range of device performance, as shown by 

the variations in ID in Figure 4.1 [126].  

Fabrication improvements such as EUV lithography [127] are currently being 

developed, but these techniques may not be ready for a few technology generations. 

In the meantime, fabrication limitations have been improved through techniques such 

as layout regularity [128] or double exposure [129], which are fundamental changes 

in design and fabrication methodologies rather than improving patterning resolutions.  
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Quantum limitations are more difficult to address. Some limitations, such as 

barrier tunneling, can be pushed back a few generations by using new materials. 

Other limitations have no known solution, meaning we may need to find other ways 

of dealing with immense on-chip process variations in future chip designs; potential 

solutions include local voltage control or pseudo-synchronous architectures such as 

globally-asynchronous locally-synchronous (GALS) or locally-asynchronous 

globally-synchronous (LAGS) design.  

 

Figure 4.1. Inter- and intra-die ID variations in a 90 nm process. [126] 
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4.1.2. Runtime Variation 

To minimize guardbands in the adaptive system, it is important to have a detailed 

model of the underlying variations being compensated. These variations are examined 

over the entire range of potential operating conditions to create a table of the worst-

case delay impact for each condition. 

Runtime variations in voltage can affect delay and power according to the well-

known approximations  

            (4.1) 

and 

 

                                                     

(4.2) 

where τd is delay, CL is load capacitance, VDD is supply voltage, ID is drain current, 

Pdyn is dynamic power dissipation, Psc is short-circuit power dissipation, Pleak is 

leakage power dissipation, sw is switching activity factor, Vswing is voltage swing, f is 

clock frequency, tsc is the time short circuit power is dissipated, Ipeak is the peak 

current drawn during switching, and Ileak is leakage current. 

Temperature variation also affects these metrics through device mobility and 

threshold voltage, as mentioned in Chapter 2. 
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To examine the combined effects of runtime variation, drain currents (ID) of 

equally-sized, diode-connected, bulk NMOS and PMOS devices from the 90 nm 

BSIM4 predictive technology model [66] are examined (the plot of ID vs. voltage vs. 

temperature is shown in Figure 2.6). The operating conditions chosen include 

temperatures between -55°C and 125°C and voltages between 200 mV and 1.2 V. The 

changing ID trends in the +I-T and –I-T slope regions cause the impact of each type of 

variation to change depending upon the operating voltage. For example, a ±12°C 

temperature variation at 0.4 V causes almost no change in current, while the same 

variation at 1.2 V can cause a large change in current. The combined delay impacts of 

voltage and temperature variation at each operating point are used to create frequency 

guardbands. The individual effects of each variation are also useful for comparing 

different guardband techniques and are examined in the following subsections. 

4.1.3. Temperature Variation Impact 

The reversal of the temperature dependence at low voltages is caused by the 

temperature, voltage, and technology dependencies of threshold voltage and mobility 

[55][62][63]. To determine the effect of temperature on delay performance, an on-

chip temperature variation model is taken from a chip and package thermal model of 

an IC [130]. In this model, temperature varies by 24°C across the chip under normal 

conditions. Figure 4.2 shows the worst-case delay impact due to a ±12°C variation on 

a symmetrically-sized inverter at each operating point (for example, the 1.2 V, 80°C 
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operating point shows the change in delay caused by temperature between 68°C and 

92°C).  

Two areas of note in Figure 4.2 are the temperature insensitive valley between 

350 mV and 400 mV (recall that VINS in the 90 nm technology occurs in this region), 

and the two distinct regions at higher voltages caused by the effect of temperature on 

symmetric delay sizing. These non-linear behaviors show the importance of 

measuring variation impacts with respect to specific operating conditions rather than 

designing an adaptive system around fixed temperature thresholds. 

 
Figure 4.2. Inverter delay sensitivity to ±12°C temperature variation. 
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4.1.4. Voltage Variation Impact 

Two major contributors to supply voltage variation are fluctuation in the supply 

load, which can change by up to 700% depending upon input patterns [107], and IR 

drop, caused by non-zero interconnect resistance. Variations in supply voltage can 

also arise from substrate noise or interconnect coupling. Reduction of voltage 

variations to 2% VDD have been reported using decoupling capacitors [94]; however, 

supply variations up to 10% VDD are common, even with well-designed distribution 

networks and decoupling capacitors [111]. 

Using a ±10% fluctuation in supply voltage [111], Figure 4.3 shows the impact 

of voltage variation on delay across the same range of voltages and temperatures from 

Figure 4.2. At extremely low voltages, the ±10% voltage range becomes small 

enough that the associated change in current begins to taper off slightly, though the 

delay impact is still approximately three times that at nominal voltage. Comparing 

Figure 4.2 and Figure 4.3, voltage variation clearly has a much larger delay influence 

than temperature variation at low voltages, while delay impacts are comparable in the 

nominal voltage region. 
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4.1.5. Combined Effects of Variation 

The combined effects of runtime variation are shown in Figure 4.4(a) for an 11-

stage ring oscillator at 1.2 V and 27°C. The square marker shows the performance of 

the system prior to the introduction of variation; the circular and triangular markers 

show the performance impacts of the temperature and voltage variations, respectively. 

As shown, the impact of temperature variation on frequency is nearly as large as the 

impact of voltage variation at the 1.2 V/27°C nominal point (expected from Figure 

4.2 and Figure 4.3), while voltage variation causes a far greater fluctuation in power 

dissipation than temperature variation.  

 
Figure 4.3. Inverter delay sensitivity to ±10% voltage variation. 
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The four star markers represent combinations of the variation sources. For 

example, the lower left star marker represents the system performance at the 

+12°C/10% VDD operating point. The lower left and upper right star markers indicate 

the maximum range of frequencies over which a system must function to tolerate 

 

 
Figure 4.4. Runtime variation impacts (a) with no process variation and (b) with fast 

and slow process corners. 
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runtime variation at the 1.2 V/27°C operating point. To show the importance of 

accounting for process variation in conjunction with the runtime variation analysis, 

the outline of Figure 4.4(a) is represented by the boldest shape in Figure 4.4(b), with 

fast and slow process corners also shown. In the process variation model, gate length, 

L, varies by ±30% and the primary threshold voltage coefficient, VT0, varies by ±10% 

[111]. The total frequency range with respect to the worst case increases from 26% in 

Figure 4.4(a) to 45% in Figure 4.4(b). At this operating point, existing look-up table 

methods would be overestimating their guardbands by up to 45%. Even more 

concerning, these ranges are further widened as voltage is scaled, as shown in the 

next section. The combined impact of voltage and temperature variation is recorded at 

each of the system‘s operating points for both fast and slow process corners for later 

comparison. 

4.2. Design Considerations 

The metrics to be optimized in variation-tolerant systems depend on the 

application. In high performance microprocessors, the goal is to surpass aggressive 

performance targets while reducing variation just enough to guarantee functionality 

[112]. Low performance applications such as pacemakers require a careful balance 

between high reliability and low power dissipation [131]. Other applications are a 

mix of these examples, yielding any number of performance and variability 
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requirements. Each form of process, voltage, and temperature variation has its own 

challenges. While process [132] and voltage [133] variations are both on-chip forms 

of variation, temperature variability comes from both on-chip and environmental 

sources. In order to better control the effects of temperature variability, it should be 

included in the design process along with speed and power performance targets.  

Supply voltage is among the most important design decisions because of its 

control of a large trade-off between speed and power [134][135]. In nanoscale 

technologies, choice of supply voltage also gives a degree of control over temperature 

variation depending on the gate overdrive, VGSVT. Combining this control with the 

voltage dependence of speed (  CV/I) and power (P  CV²f) performance, 

requirements for each application space can be mapped to a range of supply voltages.  

4.2.1. Percentage-Based Design for Variation 

To improve robustness, designs can be selected based on the percentage change a 

variation causes at a specific operating point [136]. Figure 4.5 shows the percent 

variation in ID caused by temperature fluctuations across a range of supply voltages 

(the y-axis is an absolute value, so the inflection points occur at the transition 

between the normal and reverse temperature dependence regions). As shown, the 

combined optimal point, 0.345 V, can reduce temperature variation by a factor of 

twelve vs. nominal voltage. 
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While this operating point may be useful for sensors with severe temperature 

robustness requirements, in most applications a purely percentage-based design 

decision is a gross overestimate of actual requirements. This is because a percentage-

based technique completely ignores the context which is often most important – the 

effect on performance. Operating at 0.345 V vs. 1.2 V may reduce temperature 

variation by a factor of ten; however, this ultra-low voltage operation also reduces the 

maximum operating speed by a factor of almost twenty, which limits the usefulness 

of the optimization with respect to large-scale system design. 

Figure 4.6 shows a separate but equally important concern with percentage-based 

design—the additional weight given to designs with larger mean performance values. 

In Figure 4.6(a), delay distributions for two arbitrary designs are provided, where the 

 
Figure 4.5. Percentage-based variation design method. 
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distribution on the left has a smaller mean and twice the variance of the distribution 

on the right. Using a percentage-based design guideline, the right distribution would 

be chosen due to its smaller standard deviation from the mean; unlike Figure 4.5 

however, this figure shows the underlying context of performance. In this context, 

although the right distribution has smaller , the left distribution is shown to offer 

better performance than the right distribution—even its rightmost tail has a smaller 

delay than the right distribution, making it more appealing for most systems 

(assuming the wider distribution does not cause race conditions). 

While a case can be made for both distributions in Figure 4.6(a), Figure 4.6(b) 

examines an even more concerning situation for percentage-based design. Here, the 

left distribution has a smaller mean and a smaller variation, yet a design based on 

percent variation will indicate that the right distribution is more desirable because the 

 

Figure 4.6. Overly conservative percentage-based design. 
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/m percentage of the right distribution is smaller than that of the left distribution. 

This illustrates the previously mentioned skew towards designs with larger m, an 

important drawback of design comparisons using constant ratios. 

4.2.2. Yield-Based Design for Variation 

Another commonly used design technique is to optimize for some pre-selected 

performance limit [112]. In this case, variations negatively impacting performance 

and causing a design to miss the yield cutoff are considered losses (but may be binned 

as a slower corner). Whereas percentage-based design for variation largely ignores 

the context of performance, yield-based design for variation ignores the differences 

between design distributions. Figure 4.7 shows two closely related distributions for an 

arbitrary performance metric, with the star distribution having a slightly larger mean 

and slightly smaller variance than the circle distribution. Yield-based design cutoffs 

are shown by the vertical lines in Figure 4.7, with each line indicating a performance-

based yield cut-off (or different binning levels of the same design). 

 In this example, the desired yield cut-off determines the appropriate design 

choice. From Table VII, the solid line at the performance value of 60 includes 84% of 

the circle distribution and only 50% of the star distribution, making the circle 

distribution the obvious choice; however, the dashed line at 70 is much less 

conclusive, with 97.7% of each distribution included within the limit. The dash-dotted 
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line at 80 illustrates the third case, with the smaller tail of the star distribution making 

it the proper choice.  

Yield is a function of a large number of design variables, with some options 

having better average performance with large potential variations and other options 

having less variation at the cost of lower performance. Without taking into account 

the distribution of each design decision, yield-based design can far from optimal—

simply choosing the best performance in each decision may not be the best use of 

resources. Instead, decisions with large performance differences (e.g. a 1% delay 

 
Figure 4.7. Yield-based variation design method. 

 
Table VII. Yield Percentages associated with Figure 4.7 

Yield 60  70  80  

 84.205% 97.717% 99.869% 

 50.025% 97.718% 99.998% 
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improvement resulting in a 5% power increase) should be saved until all other 

decisions have been made. By doing this, the remaining decisions can be viewed in a 

larger context, allowing small concessions in one decision to yield large benefits in 

another, and resulting in a global solution with larger safety margins. 

4.2.3. Optimizing Performance with Multiple 
Constraints 

Instead of taking the smallest percent variation over the absolute magnitude or 

setting a performance limit for each component, a combination of the two schemes 

can optimize robustness together with the other types of performance. This 

combination provides a more efficient alternative to the iterative approach of 

tweaking performance and robustness requirements one at a time, and also allows 

application-specific weighting of the necessary metrics. Figure 4.8(a) shows an 

application with equal weighting between latency and variability, with the sloped 

lines marking unit 1 as the optimal choice. Figure 4.8(b) mimics a sensor network 

application, where variability is weighted more heavily and unit 3 could be used in 

place of unit 1. Figure 4.8(c) shows a high-performance application, weighted 

towards latency, where unit 2 would be optimal. 

By assigning weight coefficients to the performance and variability needs of the 

system, each design choice can be mapped in terms of both variation and 

performance. A simple minimization function then provides the optimal decisions 
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through each step in system design, allowing for trade-offs to be made to meet hard 

latency or variability limits. 

4.2.4. Temperature-Robust Performance Yield through 
Supply Voltage Selection 

To combine delay, power, and temperature variation, supply voltages are mapped 

to a set of target frequencies by including the effect of temperature variation in the 

delay performance at each supply voltage. Using a datapath of six FO4 inverters in a 

90 nm technology, a Monte Carlo analysis of temperature variation is performed by 

modeling temperature as a normal Gaussian distribution [137]. On-chip temperature 

variation is taken from a full-chip and package thermal model of an IC [130] whose 

temperature varies by 24C under optimal conditions. This 24C variation is used to 

set a 3 of ±12C. Each delay distribution is generated by translating a 5000-point 

 

 
Figure 4.8. Variability vs. latency for multiple design choices. 
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temperature distribution about a mean, with /m values generated from each data set. 

Two environmental operating points are modeled via distributions about 27C and 

74C means to extend this analysis to a range of applications.  

Figure 4.9 shows a number of performance goals and the associated optimal 

voltage selections (with 10 mV precision) at each mean temperature. Note that in 

 
(a) 27°C mean 

 
(b) 74°C mean 

Figure 4.9. Delay distributions of optimal supply voltages including temperature 

variation for different performance targets. 
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Figure 4.9(b), the nominal and optimal voltage distributions overlap. Including 

variability in the supply voltage selection allows for supply voltage to be scaled to the 

appropriate performance goal while also considering the impact on variation, 

numerically shown in Table VIII. Trends can also be graphically observed by 

comparing the 5 GHz, 200 MHz, and 100 MHz optimal voltages in Figure 4.9; a 

minimum appears near 200 MHz, and to the right of that point temperature variation 

quickly increases due to the reverse temperature dependence.  

Table IX shows the power performance analysis, normalized to nominal voltage 

at 74°C. As expected, small reductions in maximum frequency (by scaling supply 

voltage) can yield large power benefits due to the quadratic relationship of power 

with voltage. Also seen in Table IX is the effect of the different environmental 

conditions, with a large difference in power between 27°C and 74°C at high 

frequencies, but a negligible effect at lower frequency points.  
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Using this analysis with the weighting method mentioned earlier, application 

specific designs can be targeted. For example, a robust application would target a 

supply voltage closer to 0.33 V, while an application wishing to balance power and 

speed might take advantage of the power savings of 2 GHz over 5 GHz. To extend 

this approach, other types of distributions may be used in place of speed performance 

in Figure 4.9 (e.g. replacing the delay distributions with PDP distributions to optimize 

low-power designs). 

Figure 4.9 and Table VIII also show that use of the 0.345 V optimal variation 

voltage requires an unnecessary performance hit with respect to nominal voltage. In 

that range, a small increase in supply voltage can provide large speed gains while 

only giving up a small amount of robustness and power performance. Looking to the 

Table VIII. σ/μm percentage for the optimal supply voltage at each performance target 

Temp 
5 

GHz* 
5 

GHz 
2 

GHz 
1 

GHz 
500 

MHz 
200 

MHz 
100 

MHz 

27°C 13.8% 13.7% 10.8% 7.7% 3.4% 3.4% 9.2% 
74°C 13.7% 13.6% 10.7% 7.7% 4.1% 2.1% 8.0% 

 

 
Table IX. Power used for each optimal supply voltage normalized to nominal voltage 

at 74°C 

Temp 
5 

GHz* 
5 

GHz 
2 

GHz 
1 

GHz 
500 

MHz 
200 

MHz 
100 

MHz 

27°C 98.1% 50.6% 17.4% 10.7% 7.8% 5.4% 3.9% 
74°C 100% 92.3% 19.9% 11.9% 8.3% 5.4% 4.0% 
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right of that optimal variation voltage, a large reduction in frequency is required to 

achieve modest gains in power or variability. 

4.3. Adaptive Delay Correction in Adaptive 
Voltage Scaling Systems 

This section examines the impact of runtime variations over the multiple 

operating voltages of an AVS system. Two popular methods of variability 

compensation adaptively vary supply voltage and/or body bias 

[75][32][112][118][33]. Prior scaling methods are briefly examined to determine 

appropriate operating voltages for the AVS analysis. This work shows how a change 

in the variation sensor can improve an adaptive system‘s power efficiency while 

ensuring robustness. In the proposed system, voltages are adjusted to improve power 

consumption, not to counter the effects of variation. 

4.3.1. Defining the Operating Voltages 

Previous work comparing variable supply and body bias schemes has determined 

that either is sufficient to compensate for variation [112] – process variation was the 

specific type chosen in that work – with the combination of the two schemes yielding 

marginal improvement. To examine the effects of the adaptive schemes on runtime 

variation, an 11-stage ring oscillator was simulated using the 90 nm BSIM4 

predictive technology model [66] at supply voltages between 0.6 V and 1.2 V and 
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body biases between standard body bias (SBB) and 0.6 V of forward body bias 

(FBB). Beyond 0.6 V FBB, device functionality is limited by gate leakage. The 

maximum frequency and average power of each operating point are plotted in Figure 

4.10. As shown, adjusting supply voltage has a much greater impact on power and 

energy dissipation than body bias—reducing VDD from 1.2 V to 1 V at 0.6 V FBB 

provides the same frequency as lowering the bias voltage to 0.5 V FBB, while 

offering over 10x the power savings. 

Supply voltage scaling is clearly the better option for reducing power in an 

adaptive system, thus the proposed dynamic voltage scaling system uses adaptive 

 

Figure 4.10. Impact of adaptive supply voltage and adaptive body bias on an 11-stage 

ring-oscillator. 
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supply voltage rather than adaptive body bias. Adaptive body bias may still be useful 

for process variation tuning, but process compensation is not considered in this work 

to limit the number of variables (process variation is included in the guardbands, with 

no attempt made to correct it using bias voltages). Note that this conclusion is 

different from previous work [112] which found that scaling of supply voltages or 

body biases have nearly the same effect on frequency tuning; from a power 

perspective, there is a definite difference between the two schemes. In Figure 4.10, 

the frequency gaps between 100 mV are shown to be relatively large at lower 

voltages, so supply voltage increments of 50 mV are selected to provide a finer range 

of operating frequencies. 

4.3.2. Variation-Tolerant Frequency Guardbands 

To guarantee functionality in an AVS system, a frequency guardband must be 

used to tolerate runtime variation. Using the combined variation impacts presented 

earlier in this chapter, the system is limited by the worst-case temperature variation at 

each voltage; however, by separating the impact into voltage and temperature 

components, each component can be individually adjusted depending on the 

maximum expected variation over a period of time, resulting in an overall reduced 

guardband. Because temperature varies relatively slowly, on the order of 10 μs/°K 

[138], the temperature variation component of the guardband can be nearly eliminated 

if the system can adapt quickly enough to take into account changes in the 
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temperature before system functionality is affected. Unfortunately, supply voltage can 

spike and droop on a sub-nanosecond timescale [139], meaning that little can be done 

to adapt to the fastest harmonics aside from reducing the magnitude of these 

variations. The separation of voltage and temperature variation can be implemented 

using voltage [140]  and temperature sensor readings. 

The total guardband requirement, fguardband, is defined by the maximum frequency 

changes due to voltage and temperature variation before the adaptive system is able to 

respond. 

                                            (4.3) 

                               (4.4) 

f/V and f/T are the frequency impact of voltage and temperature variation, 

respectively; V/t and T/t are the voltage droop and temperature change rates, 

respectively. The adaptive system response time, tresponse, is the sum of the polling 

time of the temperature and voltage sensors, tsensor, and the time it takes to adaptively 

correct any detected changes, tcorrection. Parameters tsensor, tcorrection, V/t, and T/t, 

are all implementation-specific. For example, voltage droop rates depend on the 

nature of power distribution networks [107], and the frequency correction latency 

may be reduced by using multiple PLLs [32]. For reference, reported tresponse latencies 
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are 0.3 ns [32], and tsensor delays are 1.4 ns [140] for voltage sensors and 50 ns for 

temperature sensors, depending upon the desired sensor resolution. 

4.3.3. Proposed Adaptive System Design 

The proposed system design is shown in Figure 4.11. On start-up, the control unit 

takes a frequency value from the ring oscillator unit, which is stored as a baseline 

frequency, fbase, for that voltage. fbase is updated with each change in voltage to 

include the voltage dependency of process effects. Once fbase is determined, the 

control unit polls the voltage and temperature sensors to determine the starting 

operating point. This data is then passed as an address to the LUT, which returns the 

percent overhead (the guardband) that is required to ensure voltage and temperature 

robustness. This percent overhead is combined with fbase to calculate fguardband. 

 
Figure 4.11. Proposed variation-tolerant system. 
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This result, fguardband, is the minimum operating frequency required to ensure 

correct functionality at that voltage. If the target frequency input is faster than 

fguardband, the control unit increases the voltage so that the controlled circuit will 

operate at a faster frequency. This new voltage affects the ring oscillator frequency, 

which is passed back into the control unit to generate a new, higher fguardband. The 

control unit will keep increasing the voltage until fguardband is faster than the external 

target frequency, to ensure robustness. Note that for any increase in target frequency, 

the adaptive system will need time to guarantee an appropriate guardband before that 

frequency can be applied to the system. 

The system will also decrease the voltage to save power when lower frequencies 

are acceptable. If the external target frequency is much slower than fguardband, then the 

control unit will decrease the voltage until the two frequencies fall within a pre-

determined threshold of the target operating frequency. This threshold is important to 

ensure that fguardband never drops below the target frequency, which could cause 

functional failure. Because the guardband is stored as a percentage of fbase, and not 

fixed to a slow process variation corner, any frequency gain resulting from a faster 

process corner can be used to further reduce the voltage and improve power savings.  

Three inputs are used in the control unit to determine if a new voltage is required 

to maintain robustness. A new voltage can be selected because of a change in target 

frequency, or because of changes in the voltage and temperature sensors. While 
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temperature generally varies on a very slow timeframe, low-power idle modes may 

also run at very slow frequencies, making temperature variation guardbands more 

important. To prevent errors due to voltage fluctuations, voltage minima over a given 

time window should be recorded using a real-time sampling method [140]. 

A flowchart illustrating the method just described is provided in Figure 4.12. 

After the control unit calculates the starting operating point using the ring oscillator 

and LUT, the system begins its polling loop of the three inputs. Accessing the 

appropriate LUT entries, the robustness loop guarantees that the guardbands are 

followed to preserve functionality.  
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Figure 4.12. Flowchart for variation-aware DVFS system. 
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After robustness is ensured, changes in voltage and temperature operating points 

may enable lower supply voltages to be used if these voltages meet the guardband 

requirement at the target frequency. This is handled in the low-power loop. The 

separation of the two loops is important, as the speed of the robustness loop is vital to 

both system functionality and the amount of power savings which can be achieved 

(how much the guardband can be reduced while avoiding the potential for timing 

failure).  

An example of the look-up table design and operation is provided in Figure 4.13, 

showing the organization of the voltage and temperature operating points along with 

an example scenario highlighting the system functionality. For the purposes of 

explanation, frequency numbers are used instead of percentages; the actual data in the 

 
Figure 4.13. Example of look-up table operation. 
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lookup table are based on a percent overhead, not a frequency magnitude, to make use 

of the ring oscillator baseline. 

4.3.4. Results and Comparison with Prior Work 

In Table X, the temperature and voltage variation models are used to create a 

complete list of runtime variation effects at each voltage under fast, nominal, and 

slow process corners. The four datasets shown include the following four parameters: 

the operating frequency of the ring oscillator without variation, f (GHz); worst case 

combined delay changes from the previously described runtime variation models, 

W.C.; and the individual contributions of the voltage variation component, ΔV, and 

temperature variation component, ΔT. 

Table X. Delay impact of runtime variation in a ring oscillator for multiple process 

corners.  

VDD f(GHz) W.C. ΔV ΔT f(GHz) W.C. ΔV ΔT f(GHz) W.C. ΔV ΔT
1.20 9.71 10.7% 5.9% 4.7% 9.10 12.3% 7.1% 5.1% 10.30 9.2% 4.7% 4.4%

1.15 9.40 11.4% 6.5% 4.8% 8.76 13.2% 7.8% 5.2% 10.01 9.8% 5.3% 4.4%

1.10 9.06 12.2% 7.2% 4.9% 8.39 14.2% 8.7% 5.3% 9.70 10.5% 5.9% 4.5%

1.05 8.68 13.2% 8.0% 4.9% 7.99 15.2% 9.6% 5.4% 9.36 11.3% 6.6% 4.6%

1.00 8.28 14.2% 8.9% 5.0% 7.56 16.5% 10.7% 5.5% 8.98 12.2% 7.4% 4.6%

0.95 7.83 15.4% 10.0% 5.2% 7.09 17.9% 11.9% 5.7% 8.57 13.2% 8.2% 4.7%

0.90 7.35 16.8% 11.2% 5.3% 6.59 19.6% 13.4% 5.8% 8.11 14.4% 9.3% 4.8%

0.85 6.83 18.4% 12.6% 5.4% 6.05 21.5% 15.1% 5.9% 7.62 15.7% 10.5% 4.9%

0.80 6.26 20.3% 14.3% 5.5% 5.46 23.9% 17.1% 6.1% 7.07 17.3% 11.8% 5.0%

0.75 5.65 22.7% 16.4% 5.6% 4.84 26.9% 19.8% 6.2% 6.48 19.1% 13.5% 5.2%

0.70 4.98 25.6% 18.9% 5.8% 4.17 30.8% 23.2% 6.3% 5.83 21.4% 15.5% 5.2%

0.65 4.28 29.3% 22.3% 5.8% 3.46 35.8% 27.8% 6.3% 5.13 24.2% 18.1% 5.3%

0.60 3.52 34.3% 27.0% 5.8% 2.73 42.7% 34.3% 6.1% 4.38 27.9% 21.4% 5.3%

No Process Variation Slow Corner Fast Corner
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The temperature contribution is shown to be relatively constant across all process 

corners, while the impact of voltage variation has a more noticeable change with 

process variation, also increasing dramatically as voltage decreases. These results will 

be further analyzed to compare existing look-up table methods with the proposed 

method. 

As mentioned, voltage change can be quite fast compared to changes in 

temperature. Because of this, the ΔV column percentages indicated in Table X 

include the entire range of voltage variations from the variation model presented 

earlier in this chapter. The temperature variation is slower, and the system can be 

designed to adjust to the temperature variation as it changes, and take advantage of 

the increased speed at lower temperatures (or higher temperatures in the reverse 

dependence region) to further reduce voltage and power; however, to take into 

account the potential for on-chip temperature variation, the ΔT column is also taken 

over the entire ±12°C temperature range. If the regions with widely varying 

temperature (for example the core and cache) were on different voltage islands, each 

could be individually adjusted to reduce the guardbands and save power. 

To compare the proposed system with other approaches, an accurate way of 

determining the minimum voltage requirements based on fluctuations in the 

voltage/temperature operating point is needed. Thus, an adaptive simulator was 

created to take into account the effect of power dissipation on temperature. As seen in 
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Figure 4.4, large changes in temperature cause only small changes in power, so the 

system converges to a steady-state temperature and power dissipation at each target 

frequency (the potential for thermal runaway is not included in this work). The 

simulator provides a temperature, voltage, and frequency-dependent power analysis 

of the adaptive system, using extracted simulation results from the unit under test to 

ensure accuracy. The modeled system is capable of dynamically scaling VDD between 

1.2 V and 0.6 V in steps of 50 mV. Multiple guardband methods are compared using 

a sample program which runs through a set of operating frequencies evenly 

distributed between 300 MHz and 800 MHz, mimicking a DVFS system. The power 

calculation is iterative; that is, the first frequency is input into the simulator at a 

nominal condition, with the temperature at each subsequent point calculated using the 

following power-dependent temperature model. 

Runtime temperature changes are modeled iteratively using the common junction 

temperature formula [141] 

                   (4.5) 

where Tj and Ta are the junction and ambient temperatures, respectively, P is the 

power dissipated at that iteration‘s operating point, and Rth is the thermal resistance 

(°C/W) [92] 
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(4.6) 

In Eq. (4.6), kth is the thermal conductivity of silicon (0.15 mW/m°C) and Lx 

and Wx are treated as the dimensions of the unit under test, allowing the entire unit to 

be treated as a variable heat source. The unit under test was fit to the temperature 

model by calculating Rth and then scaling P by a constant such that the maximum 

power dissipation resulted in a 24°C rise above ambient temperature. To avoid 

inaccuracies caused by rapid thermal changes, it is assumed that time spent at each 

frequency target is large with respect to the thermal time constant. This simplifies the 

results by allowing the steady-state temperature to be used to calculate the power 

dissipation at each frequency target. Otherwise, the system power would be 

dependent on the previous frequency target as well as the current frequency target 

(the transient temperature changes depend on the difference in power dissipation 

between the frequency targets). A more detailed thermal behavior model could be 

used for more accuracy [92], but for the desired first-order analysis that level of detail 

is unnecessary. 

Table XI shows the increase in frequency achieved by the proposed system with 

the baseline frequency and percentage-based look-up table compared to a worst case 
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PVT look-up table approach on a typical corner chip. In the LUT-only column, 

fguardband is calculated by multiplying the slow corner percentages from Table X by the 

slow corner operating frequencies. For the proposed approach, fguardband is calculated 

by multiplying the same percentages by fbase, which corresponds to the typical corner 

operating frequencies. As shown, the proposed method offers significant frequency 

advantages at each voltage, which will translate into increased power savings in the 

adaptive system. Note that the percent frequency increase grows significantly as 

supply voltage decreases, indicating that DVFS systems operating at low and ultra-

low voltages would benefit even more from this approach. 

The look-up table can be populated in a number of ways, depending on the size 

of the table and the specific variation models used. Table XII shows the power results 

of the worst case method versus the proposed method for two different guardband 

implementations. Power savings in the controlled unit are reported across a 300 MHz 

to 800 MHz frequency range. A four-stage ripple carry adder was used to compare 

Table XI. Look-up table comparison for a typical corner chip. 

LUT-only Method Proposed Method % increase

VDD W.C.(GHz) W.C.(GHz) in frequency

1.20 7.98 8.51 6.74%

1.10 7.20 7.77 7.94%

1.00 6.31 6.91 9.49%

0.90 5.30 5.91 11.57%

0.80 4.16 4.76 14.58%

0.70 2.89 3.45 19.59%

0.60 1.56 2.02 29.12%  
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the effects of the systems; four stages were the maximum number achieving the 

800 MHz frequency with a worst-case guardband in a 90 nm technology. The results 

are normalized to the overall worst case (W.C.) system in the worst case process 

implementation. 

In Table XII, the W.C. system represents a DVFS system with a constant guard 

band across the entire range of operating points (meaning no adaptive control is 

required). It is the smallest possible look-up table implementation, only requiring one 

entry, and uses the largest guardband from Table X, which corresponds to the 0.6 V 

supply voltage. The W.C./V system includes the combined variation results presented 

earlier to dynamically adjust the guardband at each supply voltage, which requires a 

larger table and matches the approach described in Figure 4.13.  

As shown, the proposed method reduces the total power consumption by 20% in 

the W.C. system and by 15% in the W.C./V system, resulting in a 42% power 

Table XII. Dynamic guardband power savings assuming a worst case process corner. 

W.C. W.C./V W.C. W.C./V

±12°C ±12°C ±12°C ±12°C

±10% ±10% ±10% ±10%

800 1.00 0.66 1.00 0.52

700 1.00 0.57 0.81 0.50

600 1.00 0.62 0.80 0.54

500 1.00 0.68 0.78 0.59

400 1.00 0.75 0.75 0.64

300 1.00 0.85 0.72 0.72

1.00 0.69 0.81 0.58

Worst Case Process Proposed Method

Avg.

Method: 

Temp.:

Volt.: 
F

re
q
. 

(M
H

z
)

 
 



 126 

reduction in the proposed W.C./V system over a design without any adaptive control. 

These results show that there is a clear benefit to using the ring oscillator to generate 

a frequency baseline with a percentage-based look-up table. 

4.4. Multi-Core System Design with Variation 
Tolerance and a Low Power Safety Mode 

All of the aforementioned techniques guarantee reliability at the expense of large 

power and complexity overheads. In this section, we focus on a much simpler safety 

mode module with a small power and area footprint, allowing it to be duplicated as 

necessary to ensure reliability in a multi-core system. The safety mode module 

determines when a core is near delay failure and reduces that core‘s frequency by 

half, ensuring correct functionality even under extreme worst-case operating 

conditions. 

4.4.1. Multi-Core Framework 

An important component of any adaptive system that compensates for variation 

is a sensor to track the runtime operating conditions. Depending on the application 

environment, this sensor (or multiple sensors, if necessary) may be required to track a 

wide variety of effects, such as PVT variation, power dissipation, or substrate noise. 

The sensors must have some way of quantifying their results to determine when and 
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how to adjust the adaptive system to maintain functionality. One such framework is 

shown in Figure 4.14. 

The safety mode module presented in this section is capable of halving the 

frequency in each core individually whenever runtime variations approach levels 

which could cause system failure, in this case due to delay error. By limiting the per-

core overhead to a simple frequency divider and one column of a LUT (the failure-

threshold vector of the sensor output), this framework is extendable to a large number 

of cores which would be unmanageable by systems with large per-core overhead 

requirements such as PLLs or voltage regulators. The purpose of the safety mode 

module is variation tolerance, not power optimization, and the large frequency margin 

ensures correct functionality over a wide range of conditions. Future work will 

 

Figure 4.14. Multi-core framework for variation-tolerant design. 
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examine the potential for these systems to be used in automatic load leveling (using 

the arbiter to give priority to the fastest operating cores), as well as power and area 

trade-offs associated with more than two choices of operating frequency. 

The example multi-core framework shown in Figure 4.14 includes a sensor, look-

up table (LUT), four computation cores, an arbiter for handling the I/O of each core, 

and system memory. While the arbiter controls the flow of information, the sensor 

and LUT control the arbiter and core frequencies. Figure 4.14 also provides a closer 

look at the safety mode module. As shown, the sensor feeds its quantized information 

to the LUT, which is created at design time (the LUT function can be implemented 

using simple gates, as shown, or an addressable array of memory elements with a 

comparator). The LUT controls whether or not to implement the safety mode in each 

core using the Safe signals, which choose from a system clock and the output of a 

frequency divider. The LUT also provides this information to the arbiter, which 

controls the data rate to each core. 

The sensor used for the test case, shown in Figure 4.14, is an all-digital delay 

sensor [142], modified by including a pulse generator (the XOR gate fed by a two 

inverter buffer) to double the sensor resolution and make it more sensitive to runtime 

changes in temperature. The sensor can also be used to measure die-to-die process 

variation, or voltage losses due to IR drop, by recording the sensor output at a specific 

temperature and comparing that result to other known values (similar to how 
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performance-sensitive ring oscillators are used [143]). The accuracy of the all-digital 

sensor is not limited by process mismatch and DC offset as in analog sensors [90], 

though it is susceptible to voltage variations due to changing loads. These voltage 

variations must be built into the frequency guardband of each unit. Voltage spikes are 

also problematic due to their short duration, which could result in oscillation between 

the normal and safety modes. This oscillation could be reduced by adding hysteresis 

to the system, for example using an incrementer to artificially increase the digital 

output when the safety mode is triggered, which would avoid this oscillation pattern 

until the temperature was reduced enough to reset the hysteresis signal. 

The sensor is composed of three parts, shown in Figure 4.14. The delay sensing 

mechanism is an enable-controlled ring oscillator, which will continue to run as long 

as the enable signal is asserted. By adjusting the pulse width of the enable signal, very 

small variations in delay can be accumulated across multiple clock cycles using the 

pulse counter. The oscillator is tapped and fed into a pulse generator, which converts 

every transition in the ring oscillator into a full pulse, effectively doubling the sensor 

accuracy. The pulse generator feeds a pulse counter, which tallies up the number of 

pulses and provides a digital read-out, with each temperature corresponding to an n-

bit state. n is determined by the maximum number of pulses the sensor will count, a 

function of the enable pulse width and the range of operating conditions. If necessary, 

the capacity of the pulse counter can be doubled by simply adding a flip-flop to the 
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end of the chain. For the example application, n is set to 8 bits, and the sensor can 

achieve a resolution of 4°C when enabled for 30 ns. Reduced sensor accuracies 

require the safety mode to be asserted at lower temperatures (meaning larger 

temperature safety margins are needed), at the expense of lost system throughput. 

4.4.2. Multi-Core Simulation Results 

Schematic level simulations were performed in Cadence Spectre using a 90 nm 

technology model [66]. Each core in this example system is a 64-bit adder composed 

of cascaded four-bit carry lookahead blocks. To simulate a more general system 

where each core could have different frequency requirements and variation 

tolerances, each core is given a different body bias. Core 1 is given a normal bias 

(VB,P = 1 V, VB,N = 0 V), Core 2 is given 0.2 V of forward bias (VB,P = 0.8 V, VB,N = 

0.2 V), Core 3 is given 0.4 V of forward bias (VB,P = 0.6 V, VB,N = 0.4 V), and Core 4 

is given 0.6 V of forward bias (VB,P = 0.4 V, VB,N = 0.6 V). 

To illustrate the impact of variation on the system, the temperature response of 

the four cores is shown with and without process and voltage variation in Figure 4.15. 

As shown, the combination of process and voltage variation can result in nearly 3x 

delay degradation at 125°C, and increases the temperature dependence of the delay in 

each core. Below 0°C, the delay in Core 4 begins to taper off. This may be caused by 

a change in the temperature dependence of the core (the threshold voltage is affected 

by body bias, and threshold voltage is one of the major temperature dependence 
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controllers). The impact of body bias on the temperature dependence will be 

examined in more detail in future work.  

Figure 4.15 is also useful as a visualization tool for safety mode operation, as 

illustrated by a simple example. Drawing a horizontal line at 333 MHz as shown, it is 

possible to find the temperatures at which each core can no longer operate at that 

frequency. When process and voltage variation are considered, we can see that Core 1 

will fail beyond ~30°C, Core 2 will fail at ~47°C, Core 3 will fail at ~64°C, and Core 

4 will fail near 80°C. Applying the safety mode module to these cores reduces the 

operating frequency of each core by 2x (changing the clock period from 3 ns to 6 ns) 

 
Figure 4.15. Temperature response of the four cores with and without process and 

voltage variation. 
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when a core approaches its failure point. From Figure 4.15, we see that all cores have 

a delay of <6 ns up to 125°C; thus, using the safety mode system, all four cores are 

variation-tolerant across the entire range of military specified temperature conditions, 

albeit with reduced throughput beyond those temperature limits. Without this 

adaptive capability, system frequency would be limited to the worst case frequency of 

167 MHz. 

The safety mode system operation is shown in Figure 4.16 at 27°C with 10% 

voltage variation and a worst-case process corner. As described earlier, the Enable 

signal in the temperature sensor is asserted over a number of clock cycles to 

accumulate the delay error in the ring oscillator. After that pulse has completed, the 

Readout signal passes the sensor output to the LUT. Beyond 27°C, Core1 is incapable 

of operating correctly at the 333 MHz system clock, so the Safe1 signal is activated, 

indicating Core1 needs to be put into the low-frequency safety mode. Core2, Core3, 

and Core4 are all capable of operating correctly at 333 MHz, so the other Safe signals 

are kept at logic low. The safety mode is shown to operate correctly on the Core1Clk 

signal, with the operating frequency dropping from 333 MHz to 167 MHz after the 

40 ns system latency. The clock signals to the other three cores remain unchanged. In 

future designs, the first cycle of the safety mode clock will be skipped to avoid the 

partial clock pulse during transition between modes, shown in Figure 4.16 at 40 ns on 

signal Core1Clk. 
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For our particular system and technology, the power overhead of the safety mode 

module, including the sensor, LUT, and clock dividers, is 105.1 W per adaptation at 

27°C; however, because temperature changes very slowly (on the order of 

microseconds) the sensor is left inactive for the majority of runtime, making its power 

overhead very small compared to the 638.1 W average power of the combined cores 

(also measured at 27°C). The total latency of adaptation is 40 ns, including the sensor 

latency, LUT and clock dividers. Assuming one sample is taken every ten 

microseconds [90], the average power of the safety mode module is just 0.56 W. 

Idle leakage power in the module is 0.14W; thus, this average could be further 

reduced using a power gating scheme. The area overhead of the safety mode module 

 
Figure 4.16. Safety mode system operation at 27°C. 
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(including the sensor and clock adjustment circuitry in each core) is only 3% of the 

overall multi-core system, making our approach both power- and area-efficient for 

variation-tolerant multi-core design. This small power and area overhead would also 

allow multiple sensors to be implemented as necessary to take into account intra-die 

variation. 
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5. Controlling the Temperature 
Dependence 

Temperature variations affect system speed, power, and reliability by altering the 

threshold voltage (VT), mobility (µ), and saturation velocity (vsat) in each device 

[55][60]. The resulting changes in device current can cause a number of reliability 

issues such as delay uncertainty. The extent of the temperature variations depends on 

the application; for example, on-chip temperature gradients of up to 50°C have been 

reported [106], while the US military requires ICs to function over a wide range of 

environmental conditions, from -55°C to 125°C [29]. 

The impact of temperature variation on delay and power varies with supply 

voltage, shown in Figure 5.1 for an inverter in a commercial 65 nm technology. In 

Figure 5.1(a), the delay uncertainty over the -55°C to 125°C temperature range is 

shown by the error bars at each supply voltage. An inverter at 1 V has a delay 

uncertainty of 14.5%; however, the uncertainty is heavily dependent upon the 

application—as shown in Table XIII, a 3 mm interconnect link may have delay 

uncertainty in excess of 200% at 0.6 V [96]. 

Another important observation from Table XIII is that the delay change from 

-55°C to 125°C is negative at 0.6 V and positive at 1.0 V. The voltage region where 

delay increases with temperature is referred to as the normal temperature dependence 
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region, while the region where delay decreases with temperature is referred to as the 

reverse (or inverted) temperature dependence region [62]. Between the two regions, 

there is a supply voltage where the impact of temperature dependence on delay is 

minimized [63][69][67]. This is referred to as the temperature-insensitive voltage 

VINS, and as technology scales this voltage approaches nominal voltages [69][60]. 

VINS may be exploited to improve temperature resiliency and performance 

stability, reduce frequency guardband requirements and clock skew, or enable more 

precise measurements of other types of variation. Unfortunately, use of VINS restricts 

  
(a)     (b) 

Figure 5.1. Error bars showing the impact of temperature on inverter (a) delay and (b) 

average power in a 65 nm technology over a range of supply voltages. 

 Table XIII. Temperature-induced Delay Uncertainty in 65 nm Technology. 

Test Unit 
Delay Uncertainty over Military Temperature Range 

0.6 V 0.7 V 0.8 V 0.9 V 1.0 V 

FO4 Inverter 12.9%1 1.4%1 5.7% 10.6% 14.5% 

3 mm Link [96] 210.0%1 59.3%1 8.2%1 11.4% 19.3% 
  1Delay at -55°C larger than delay at 125°C. 
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design to a very specific delay and power operating point, limiting the versatility of 

the VINS approach. In addition, NMOS and PMOS devices have different VINS values 

[69], limiting the achievable temperature resilience.  

Note that these temperature insensitive approaches and those proposed in this 

chapter are not intended to improve circuit delay; indeed, VINS = 710 mV for an svt 

device in a 65 nm technology, resulting in ~50% larger delays than operation at 

nominal voltage. Instead, these methods are exploited to improve circuit reliability for 

application-critical systems, or ensure proper functionality of supporting circuits such 

as clock trees and on-chip sensors.  

In this chapter, we present a method that reduces delay uncertainty more 

effectively than merely exploiting VINS, enabling temperature resilience over a wide 

voltage range. The remainder of this chapter is organized as follows: Section 5.2 

investigates existing VINS-based methods, Section 5.3 presents the proposed 

temperature-insensitive methodology, Section 5.4 provides a set of example 

applications for the proposed methodology, and Section 5.5 discusses limitations of 

the proposed approach. 

5.1. Existing Methods for Reducing 
Temperature Sensitivity 

VINS has been used to improve the temperature resilience of a variety of logic 

circuits [144] and to improve clock skew [145]. Multi-VT design [146] and adaptive 
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body biasing [147] have been proposed to adjust VINS, enabling a range of design 

targets to achieve low temperature sensitivity; however, the small degree of VINS 

tuning they achieve (~100 mV) still limits operation to points near the technology-

specific values. 

These VINS techniques operate at a fixed bias regardless of changes in 

temperature. To improve temperature resiliency at other voltages, temperature-

adaptive alternatives such as thermal throttles [32] or safety modes [148] may be 

used. These systems use temperature sensors to detect operating conditions and 

dynamically adjust system parameters at runtime to avoid temperature-induced timing 

failures and other reliability issues. These adaptive methods are more complex than 

VINS designs, and require multiple temperature sensors, adaptive circuits, and 

integrated control systems. 

5.1.1. Temperature Insensitivity with Multi-Threshold 
Design 

The impact of temperature on inverter delay is a function of VT; thus, low-

threshold voltage (lvt), standard-threshold voltage (svt), and high-threshold voltage 

(hvt) devices each have different temperature dependencies, as shown in Figure 5.2. 

Delay changes monotonically with temperature (aside from a slight parabolic 

behavior when the dependence is reduced below ~1%); thus, we will refer to the 
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temperature dependence of delay as the ratio of the delays at 125°C and -55°C, 

td,125°C/td,-55°C. 

VINS occurs at a single supply voltage for a given threshold voltage. Thus, the use 

of multiple threshold voltages enables designers to take advantage of multiple values 

of VINS [146]. The values of VINS (td,125°C/td,-55°C = 1) for lvt, svt, and hvt devices in a 

65 nm technology are shown in Figure 5.3; y-axis values >1 represent the normal 

temperature dependence region, while values <1 indicate the reverse temperature 

dependence region. Lower threshold devices are shown to have a VINS at lower supply 

voltages, as expected from the analysis in Chapter 2. Note that the temperature 

dependence decreases sharply at low voltages; thus, using lvt instead of svt at low 

voltages will have a much larger impact on temperature resilience than using hvt 

instead of svt at high voltages. 

 
Figure 5.2. Impact of temperature on lvt, svt, and hvt inverter delays in a 65 nm 

technology for VDD = 1 V, with temperature sensitivities td,125°C/td,-55°C labeled. 
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Multi-threshold designs have also been used effectively when lvt devices are in 

the reverse temperature dependence region and hvt devices are in the normal 

dependence region; in these conditions, proper interleaving of these devices in a 

datapath can reduce temperature sensitivity and reduce power [146][149]. 

5.1.2. Temperature Insensitivity with Adaptive Body 
Biasing (ABB) 

Whereas single-VT design offers one value of VINS and multi-VT design offers 

three discrete VINS to choose from, adaptive body biasing (ABB)—modifying the 

source-body voltage VSB—offers a continuous range of VT values to choose from, 

adjusting VT as shown in (5.1) [150]. 

                                           (5.1) 

where 

 
Figure 5.3. Temperature dependence of lvt, svt, and hvt inverter delays in a 65 nm 

technology with VINS labeled. 
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(5.2) 

               
(5.3) 

                    (5.4) 

 
VT,VB0 is the unbiased threshold voltage, γ is the body-effect coefficient, and ϕF is the 

Fermi potential. VT,VB0 and ϕF each depend on temperature (γ has a slight temperature 

dependence because of the permittivity ε [151], but it is small and generally ignored), 

as shown in (5.2-5.4). In (5.2), ΦGC is the gate-channel work function difference, QB0 

is the depletion region charge density at surface inversion, and Qox is the oxide-

substrate interface charge density. ΦGC and QB0 are temperature dependent because 

each have ϕF terms [150]. In (5.3) and (5.4), q is a unit charge, NA is the dopant 

concentration, and ni is the intrinsic carrier concentration (also a function of T [150]). 

Simply put, VSB adjusts VT, altering the overall MOSFET temperature sensitivity as 

described in Chapter 2. 

The impact of adaptive body biasing on an svt inverter‘s temperature dependence 

is shown in Figure 5.4. The x-axis values in Figure 5.4 are the NMOS bias, VBN—the 

PMOS bias VBP is equal to VDD – VBN. Each curve in Figure 5.4 represents a different 

supply voltage, with VDD = 0.7 shown to intersect the td,125°C/td,-55°C = 1 line in Figure 

5.4(a), indicating the delay is nearly insensitive to temperature for VBN = -0.1 V. As 
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shown in Figure 5.4(b), increasing VBN beyond ~0.6 V causes a dramatic increase in 

power consumption, making large-scale integration at these biases infeasible. Using 

VBN < 0.6 V, body biasing can achieve td,125°C/td,-55°C = 1 in svt inverters for 

0.625 V < VDD < 0.75 V. 

 
(a) 

 
(b) 

Figure 5.4. Adaptive body biasing an svt inverter. (a) Impact on temperature sensitivity, 

(b) impact on power consumption. 
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ABB can also be combined with multi-VT designs; however, each device type 

(lvt, svt, hvt) has different temperature dependences, requiring individual body biases 

per device type to achieve insensitivity, resulting in very large overheads. 

5.2. Proposed Approach for Temperature 
Insensitivity 

While prior approaches manipulate VINS by controlling VT, that approach is 

limited by the range of VT tuning we can achieve. The use of adaptive body biasing 

and/or multi-VT design methodologies can provide temperature insensitivity for 

supply voltages between ~0.6 V and ~0.8 V; however, nominal voltage in the 65 nm 

technology used in this chapter is 1.0 V.  

We propose a new design methodology capable of achieving temperature 

insensitivity to within ~1% over a wide range of supply voltages (0.6 V–1.0 V) with a 

single device type (svt); thus, the proposed approach is a more versatile alternative to 

the VINS, multi-VT, and ABB approaches. 

To see how our approach achieves this versatility, we must recognize the reason 

why adjusting VT allows us to control VINS—it adjusts the gate overdrive voltage 

([VGS – VT], from the device current model in Chapter 2). In this work, instead of 

controlling [VGS – VT] through VT, we propose to control [VGS – VT] by controlling 

VGS. To adjust our effective VGS without adjusting VDD, we propose the insertion of an 

additional device with a programmable gate voltage, as shown in Figure 5.5(b) and 
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Figure 5.5(d). We name these additional devices programmable temperature 

compensation devices (PTCDs), and they are the basis of our new temperature 

insensitive circuit technique.  

Controlling the effective VGS through pset and nset allows us to achieve a similar 

impact on the temperature dependence of ID as controlling VGS by scaling VDD, as 

shown in Figure 5.6. Figure 5.6(a) compares the schematics shown in Figure 5.5(a) 

and Figure 5.5(b). The solid lines in Figure 5.6(a) show the impact of changing VDD 

in Figure 5.5(a) (where |VGS| = VDD), while the dashed lines in Figure 5.6(a) show the 

impact of changing the gate voltage nset in Figure 5.5(b) while keeping VDD = 1 V (in 

this case, |VGS| = Vnset). As shown, the two behaviors both achieve temperature 

insensitivity around |VGS| ≈ 0.51 V; however, using the PTCD we have achieved this 

temperature insensitivity while maintaining VDD at 1 V (nominal voltage)! Thus, with 

the PTCDs we are able to achieve temperature insensitivity at any voltage between 

nominal voltage and the technology‘s ‗nominal VINS.‘ In this technology, the PMOS 

device VINS (VINS,P) is 0.71 V, so we are able to achieve temperature insensitive 

operation for 0.71V < VDD < 1 V, as shown in Figure 5.7. 

 
     (a)            (b)     (c)  (d) 
Figure 5.5. Schematics used to generate Figure 5.6. (a) Changing VDD for NMOS 

devices, (b) changing Vnset for NMOS devices, (c) changing VDD for PMOS devices, (d) 

changing Vpset for PMOS devices. 
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The y-axes in Figure 5.7 indicate the ratio of the network currents (labeled I in 

the insets) at 125°C (I125°C) and -55°C (I-55°C). Figure 5.7(a) was generated by 

computing the current through two series-connected PMOS devices (shown in the 

figure)—one with source connected to VDD and gate connected to ground, and the 

other with drain connected to ground and gate biased to a voltage pset (the x-axis). 

The setup for Figure 5.7(b) is similar to Figure 5.7(a) using NMOS devices and a 

voltage nset, also shown in the figure. The PMOS curves in Figure 5.7(a) are shown 

 
(a)      (b) 

 
(c)      (d) 

Figure 5.6. Comparison of changing VDD to adjust temperature sensitivity and adjusting 

VPTCD to adjust temperature sensitivity. (a) Normalized NMOS drain current, (b) 

normalized PMOS drain currents, (c) ratio of current at 125°C and -55°C in NMOS 

device, (d) ratio of current at 125°C and -55°C in PMOS device. 
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to cross I125°C/I-55°C = 1 (indicated temperature insensitivity) down to VDD ≈ 0.7 V, 

while the NMOS curves in Figure 5.7(b) cross I125°C/I-55°C = 1 down to VDD = 0.6 V. 

In Figure 5.8, we examine how to integrate PTCDs into a temperature insensitive 

system design, summarizing the major trade-offs of the proposed methodology. On 

the left we show the conventional design using a supply voltage of VINS. The 

insensitivity achieved by this approach is limited by the difference in VINS,P and VINS,N. 

To achieve temperature insensitivity, a designer can use the average of the PMOS and 

NMOS VINS values or set the supply voltage to VINS,P (VINS,N) and size the pull-up 

network PUN (pull-down network PDN) to dominate the worst-case delay over the 

entire temperature range, achieving ‗worst-case temperature insensitivity.‘ 

Including a single PTCD, shown in the center of Figure 5.8, allows for the circuit 

to operate at a supply voltage of VINS,P and adjust the nset device gate voltage to make 

   (a)            (b) 
Figure 5.7. Temperature insensitivity achieved in (a) PUN and (b) PDN using 

programmable temperature compensation structure. 
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the PDN temperature insensitive at that supply. This achieves better temperature 

insensitivity (the improvements are quantified in Table XIV for a single inverter in an 

11-stage ring oscillator using 2:1 P/N ratios) at the cost of a small energy penalty of 

adding the additional device. Note that in this design we are still restricted to 

operation at a single supply voltage, VINS,P. 

 
Figure 5.8. Techniques for employing Programmable Temperature Compensation 

Devices in a conventional static CMOS logic gate. 

 

Table XIV. Delay and Power Comparison of Temperature Insensitive Methods for 

65 nm Inverter. 

Design 
Supply 
Voltage 

Worst Case 
Delay 

Avg. Power 
@ 27°C 

Energy 
Delay 

Uncert. 

VINS,P 710 mV 14.5 ps 21.4 nW 0.31 aJ 12.9% 

PTCDnset 710 mV 28.7 ps 11.9 nW 0.34 aJ 0.9% 

PTCDnset+pset 1 V 43.2 ps 14.2 nW 0.61 aJ 0.3% 
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The most versatile approach involves adding two PTCDs—one below the PUN 

and one above the PDN. In this approach, we can adjust pset and nset to achieve 

temperature insensitivity at any supply voltage larger than VINS,P, although there is a 

larger energy penalty associated with the addition of two extra devices into the gate. 

Note that for the PTCD designs, it is critical to place the PTCD adjacent to the output; 

if the PTCD is placed adjacent to the source, it will create a virtual supply node and 

alter the gate‘s temperature sensitivity. 

For either PTCD approach, the P/N ratio does not affect the temperature 

sensitivity like in the conventional VINS design; instead, pset and nset control the 

temperature sensitivity while the P/N ratio determines the relationship between the 

rising and falling edge delays. 

5.2.1. PTCD Inverter 

The impacts of the nset and pset gate biases on the temperature sensitivity of a 

PTCD inverter at 1 V are shown in Figure 5.9. The x-axis in Figure 5.9(a) indicates 

the nset voltage, the y-axis indicates the pset voltage, and the z-axis indicates the 

impact of temperature on the worst-case delay over the -55°C to 125°C range 

(t125°C/t-55°C). The intersecting plane at z = 1 indicates temperature insensitive bias 

points (where td,125°C = td,-55°C). When z > 1, the inverter delay has a normal 

temperature dependence; when z < 1, the delay has a reverse temperature dependence. 
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The surface data in Figure 5.9(a) is flattened into the contour plot in Figure 

5.9(b) to show the relationship between the rising and falling edge delays on the 

temperature sensitivity of the worst-case delay. When the rising edge delay td,r is the 

 
(a) 

 
(b) 

Figure 5.9. (a) Surface plot of PPT inverter temperature dependence at nominal voltage 

with z = 1 plane showing temperature-insensitive biases. (b) Contour plot of 

temperature dependence with worst-case edge delays labeled. 
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worst-case delay, changes in nset do not affect the worst-case temperature sensitivity, 

resulting in the horizontal lines in the lower left portion if Figure 5.9(b); in this 

region, a pset value of ~0.3 V makes the rising edge delay insensitive to temperature, 

closely matching the value where I125°C/I-55°C = 1 from Figure 5.7(a). Similarly, when 

the falling edge delay td,f is the worst-case delay, changes in pset do not affect the 

worst-case temperature sensitivity, resulting in the vertical lines in the upper right 

portion of Figure 5.9(b); in this region, nset ≈ 0.45V achieves temperature 

insensitivity.  

The region where the rising and falling edges intersect is irregular because one 

edge is the worst case delay at low temperatures while the other edge is the worst case 

delay at high temperatures. When pset = 315 mV and nset = 440 mV, the delay 

uncertainty of both edge delays is reduced to ~1% over the temperature range, shown 

by the solid lines in Figure 5.10. 

The independent tuning of the PUN and PDN provide large improvements in the 

overall delay uncertainty over prior approaches. As shown in Figure 5.10, the prior 

VINS approach has a rising edge delay uncertainty tdr,VINS of just 0.9% over the 

temperature range, yet the falling edge delay uncertainty tdf,VINS is 12.9% (this is 

because the NMOS and PMOS devices have different values of VINS [69]). In 

contrast, the proposed methodology‘s rising edge delay uncertainty tdr,prop is reduced 
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by 66% compared to tdr,VINS, while the falling edge delay uncertainty tdf,prop is reduced 

by 93% compared to tdf,VINS. 

The three approaches described in Figure 5.8 are compared qualitatively in Table 

XIV. We report the worst case delay over the entire temperature range, the average 

power consumption at room temperature for two performance targets, and the delay 

uncertainty over the entire temperature range. To ensure a realistic slew rate (which 

can also affect temperature sensitivity as will be shown momentarily), this data was 

collected using 11-stage ring oscillators of each gate type. 

As shown in Table XIV, the introduction of PTCDs dramatically reduces 

temperature-induced delay uncertainty at the cost of an increased delay—this increase 

 
Figure 5.10. Programmable threshold voltage structure achieves low sensitivity for both 

rising and falling edge delays. VDD = 710 mV. 
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is expected because of the small pset and nset gate voltages of the inserted PTCDs. 

The small PTCD voltages also reduce average power up to 44%, resulting in a net 

energy penalty of 8.8% for the PTCDnset structure and 89.8% for the PTCDnset+pset 

structure (results for this structure are at nominal voltage while the others are at 

VINS,P). Thus, the proposed methodology does have a significant performance cost if 

supply voltage versatility is required; for applications where a low voltage is 

acceptable, the 93% reduction in temperature sensitivity may be well worth the 8.8% 

energy penalty. 

To further reduce power consumption, the PTCDs may be shut off when a path is 

not in use, enabled a fine-grained power gating capability (assuming the circuits can 

be shut off). The PTCDnset+pset inverter has a worst-case leakage power 43.6% smaller 

than the svt inverter worst-case leakage power. When the PTCDs are shut off, the 

proposed approach achieves a leakage reduction of 84.6%. 

5.2.2. Comparison of Temperature-Insensitive Voltage 
Ranges 

In this chapter, we have reviewed four techniques for achieving temperature 

insensitivity in system design—(i) the use of a technology‘s VINS at the technology‘s 

standard threshold voltage, (ii) the use of multiple VT levels (lvt, svt, and hvt) with the 

VINS for each device, (iii) the use of adaptive body-biasing (ABB) to adjust the value 

of VINS, and (iv) the proposed programmable temperature compensation device 
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(PTCD) approach. In Figure 5.11, we compare the range of supply voltages that can 

be made temperature insensitive in each method. As shown, the single-VT and multi-

VT methods are each fairly limited in their available supply voltages for temperature 

resilience. The use of body biasing expands this range, ye t it is still far below the 

nominal supply voltage; in addition, body biasing each VT device type individually 

will have very large overheads, as well as requiring a triple-well process for the 

NMOS devices. 

In contrast, the proposed approach achieves temperature insensitivity over the 

entire supply voltage range between 0.6 V and the nominal supply voltage, 1.0 V 

(assuming ‗worst case inensitivity‘ and 1:4 P:N ratio; the dual-edge insensitivity 

range is 0.71—1 V), making it of greater use for dynamic voltage scaling systems. 

 
Figure 5.11. Comparison of the voltage ranges achieving temperature insensitivity for 

the single-VT, multi-VT, ABB, and proposed methods. 
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5.2.3. PTCD Integration with Other Logic Structures 

The PTCD approach can also achieve temperature insensitivity in larger logic 

gates with more complex pull-up and pull-down networks, such as NAND and NOR 

gates. In Figure 5.12 we present contour plots of the temperature dependence of two-

input NAND and NOR gates over the range of pset and nset operating points. These 

larger gates have multiple rising and falling edge delays, reducing the accuracy of the 

temperature variation compensation.  

The six rising and falling edge delays for the two-input NAND gate are shown in 

Figure 5.13 over the military-specified temperature range; as shown, the worst-case 

rising and worst-case falling edge delays are compensated to a delay variation of 

~1%, although the other edge delays have a larger temperature dependence. 

In Table XV, we compare the use of VINS,P (the designs labeled VINS) with the 

proposed PTCDnset+pset design style (the designs labeled PTCD) for a variety of logic 

structures including NAND gates, NOR gates, transmission gates, a 1-bit mirror adder 

and a D flip-flop; each gate in the comparison  uses the same supply voltage, 

VDD = 710 mV (VINS,P). The data in Table XV was collected by connecting a 

conventional inverter driver to each input of the gate under test; the simulations used 

a fixed load of four conventional inverters. The design of the PTCD gates for NAND 

and NOR structures are shown inset in Figure 5.12. The transmission gate, mirror 
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adder, and D flip-flop (DFF) designs are shown in Error! Reference source not 

ound., Figure 5.15, and Error! Reference source not found., respectively.  

The PTCD transmission gate uses a similar methodology to the other gates; the 

pset and nset devices are placed closest to the output, with pset limiting the current 

 
(a) 

 
(b) 

Figure 5.12. Contour plots of (a) NAND gate and (b) NOR gate temperature dependence 

(t125°C/t-55°C) at nominal voltage. 
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flow through the pull-up path and nset limiting the current flow through the pull-

down path. The mirror adder in Figure 5.15 uses two pset devices and two nset 

devices, one group to achieve temperature insensitivity in the inverter Cout and one to 

generate temperature insensitivity in the inverted Sum. The flip-flop design uses two 

pset and nset devices in similar fashion, ensuring that each device chain is made 

temperature insensitive. 

All of the PTCD logic gates in Table XV use the same pset PTCD voltage and 

the same nset PTCD voltage to limit the integration complexity. The delay 

uncertainties reported in Table XV are computed using the worst case rising delay 

and falling delay. In the larger gates, the PTCD approach is shown to reduce 

maximum delay uncertainty by up to 90%. The delay uncertainty of the VINS approach 

increases as the number of gate inputs increases; this is because the longer device 

 
Figure 5.13. Temperature dependence of rising and falling delay paths in PTCD two-

input NAND gate. 
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chains alter the effective threshold voltage of the PUN and PDN, changing the value 

of VINS. The PMOS devices are insensitive to temperature at VDD = 710 mV while the 

NMOS devices are not; the device chain threshold shift further increases the PDN 

delay uncertainty, causing the VINSNOR3 uncertainty to exceed 20%. The minimum 

delay uncertainty in the VINS designs is achieved by the PUN, because the PMOS 

devices are still relatively close to their VINS despite the threshold shift. In contrast, 

the PTCD gates, in which the PUN and PDN are each tuned to temperature 

insensitive biases, maintain overall lower delay uncertainty than the VINS gates. 

Table XV. Logic Gate Comparison between VINS and PTCDnset+pset. 

Design 
Device 
Count 

Worst 
Case 
Delay 

Avg. 
Power 

@ 27°C 
Energy 

(aJ) 

Min. 
Delay 

Uncert. 

Max. 
Delay 

Uncert. 

VINSNAND2 4 53.7 ps 11.8 nW 0.63 3.3% 14.0% 

PTCDNAND2 6 152.7 ps 7.2 nW 1.10 1.6% 5.2% 

VINSNOR2 4 51.1 ps 11.0 nW 0.56 2.4% 16.8% 

PTCDNOR2 6 165.1 ps 7.3 nW 1.21 1.1% 2.6% 

VINSNAND3 6 57.2 ps 11.6 nW 0.66 3.7% 14.2% 

PTCDNAND3 8 209.1 ps 8.0 nW 1.67 2.0% 7.7% 

VINSNOR3 6 71.8 ps 12.4 nW 0.89 9.6% 20.4% 

PTCDNOR3 8 236.8 ps 7.4 nW 1.75 1.4% 2.0% 

VINSTG 2 509 ps 36.8 nW 18.7 0.2% 16.2% 

PTCDTG 4 665 ps 62.3 nW 41.4 1.2% 6.2% 

VINSMA,Co 24 52.3 ps 2.1 W 109.8 1.6% 9.2% 

PTCDMA,Co 28 145.2 ps 1.1 W 159.7 3.5% 4.7% 

VINSMA,Sum 24 90.4 ps 2.1 W 189.8 3.6% 10.1% 

PTCDMA,Sum 28 229.2 ps 1.1 W 252.1 0.5% 1.4% 

VINSDFF,CQ 8 26.5 ps 901 nW 23.9 5.5% 20.2% 

PTCDDFF,CQ 12 131 ps 636 nW 83.2 0.7% 1.9% 

VINSDFF, setup 8 58.6 ps 901 nW 33.7 3.5% 9.2% 

PTCDDFF,setup 12 107 ps 636 nW 68.1 10.1% 11.2% 

VINSDFF,hold 8 -5.4 ps 901 nW 4.9 8.6% 46.3% 

PTCDDFF,hold 12 -49.1 ps 636 nW 31.2 26.9% 44.5% 
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PTCDNOR gates are shown to maintain lower uncertainty than PTCDNAND gates—

the maximum uncertainty of the PTCDNAND3 is 7.7%, while that of the PTCDNOR3 is 

just 2.0%. This difference is also related to the PMOS devices being more 

temperature resilient than the NMOS devices at VDD = 710 mV. In NOR gates, the 

long device chain is in the PUN; the PMOS PTCD becomes less effective because of 

   
      (a)           (b) 

Figure 5.14. Transmission gate design using (a) conventional static CMOS and (b) 

proposed PTCD methodology. 

   
    (a)           (b) 

Figure 5.15. 1-bit mirror adder design using (a) conventional static CMOS and (b) 

proposed PTCD methodology. 

    
    (a)                  (b) 

Figure 5.16. C2MOS D flip-flop design using (a) conventional static CMOS and (b) 

proposed PTCD methodology. 
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the PUN threshold shift, but PMOS devices are still close to their VINS and remain 

nearly insensitive to temperature. The PTCDNOR PDN devices are in parallel and 

there is no threshold shift. In contrast, the PTCDNAND gates are less robust because 

the threshold shift is in the PDN. The NMOS PTCD becomes less effective, and the 

increased NMOS temperature sensitivity at VDD = 710 mV reduces the overall NAND 

gate temperature resilience. 

Table XV also shows that the device ratio of the PTCD and VINS approaches 

decreases as the number of gate inputs increases (layout considerations and actual 

area overhead are described in a later section). The PTCD inverter has twice the 

number of devices as the VINS inverter, a ratio of 4:2; however, in a 3-input NAND 

gate the ratio is reduced to 8:6. 

We also examine gates with larger delays and larger power consumptions. At 

VDD = 710 mV, the lower driving strengths and lack of direct connection to VDD or 

ground make transmission gate performance the slowest of the structures evaluated. 

The largest unit we consider is the 1-bit mirror adder, which contains both AOI and 

OAI-type structures. We are able to make this design temperature insensitive using 

only four added PTCDs, giving it the lowest device cost of the examined units. The 

PTCD mirror adder (PTCDMA) has similar trade-offs to the other gate types, 

demonstrating the scalability of the proposed methodology. 
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Finally, we show that sequential logic elements can also take advantage of the 

proposed methodology, with the PTCD version of the C2MOS DFF‘s clock-Q delay 

(PTCDDFF,CQ) reducing temperature sensitivity from over 22% to just 5%. DFF 

setup and hold time each have larger temperature sensitivity because of the changes 

in output slew rate as the data edge approaches the clock edge. The impact of slew 

rate on temperature sensitivity is provided in the discussion section later in this 

chapter. 

Note that the designs in Table XV are all for the PTCDnset+pset methodology; the 

PTCDnset methodology requires half of the additional devices and achieves smaller 

delay and power overheads at the cost of reduced supply voltage versatility. 

5.3. Applications 

In this section, we evaluate the performance of the proposed method in a set of 

applications that are particularly suited to take advantage of low temperature 

sensitivity. 

5.3.1. Temperature-Insensitive Clock Tree 

On-chip temperature gradients can affect the clock skew between leaf nodes, 

with temperature-induced skews in excess of 170 ps reported [152]. When discussing 

the impact of temperature on a clock tree, we must also take into account the 
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temperature dependence of the long interconnect links between clock repeaters. The 

interconnect resistance R is related to temperature by 

                      (5.5) 

where T is the temperature, R0 is the resistance at nominal temperature T0, and αR is 

an empirical term named the temperature coefficient of resistance. Al and Cu 

interconnects have similar values of αR—0.004308 and 0.00401, respectively. Over 

the military-specified temperature range, Al wire resistances can change by up to 

77.5% while Cu wire resistances can change by up to 72.2%. Interconnect resistance 

increases with increasing temperature, but this positive temperature dependence may 

be offset using a supply voltage where devices have a negative dependence (or zero 

dependence [145]) to achieve very low overall temperature sensitivity [96]. 

Prior work on reducing clock skew has made use of temperature-aware 

floorplanning [153][38], temperature-adaptive buffers [152][154], and the use of VINS 

with reduced temperature-dependent level converters and frequency doublers 

(LCFDs) [145]. Each of these techniques are effective for reducing clock skew; 

however, floorplan approaches are limited by chip layout requirements and the need 

for complex tools, temperature-adaptive systems require the use of multiple 

temperature sensors in addition to the complexity of a runtime adaptive control 

system, and the multi-voltage framework requires the added complexity of running 

the clock off of a separate supply voltage network and adding LCFDs. 
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Alternatively, the proposed PTCD technique does not have any layout 

dependencies, does not require temperature sensors, control monitors, or runtime 

adaptivity, and uses the same clock supply voltage as the system supply voltage. 

Figure 5.17 shows the clock skew with and without the proposed technique, using the 

balanced H-tree dimensions and sizings described in [152] and the design criteria in 

[145] (ensuring the clock transition is <10% of the clock period). The proposed 

method achieves clock skew reductions of up to 98.6% compared to the conventional 

 
Figure 5.17. Clock skew reduction achieved using proposed PPT technique. 

 Table XVI. Clock Skew Reduction Comparison. 

Technique 
Skew Magnitude Skew  

Reduction Original Updated 

Floorplanning [38] 2730 ps 650 ps 76.2% 

VINS + LCFD [145] 54.7 ps 13.0 ps 76.2% 

Adaptive Buffers [152] 70.9 ps 5.4 ps 92.4% 

Proposed 29.5 ps 0.4 ps 98.6% 
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clock tree using a worst-case thermal profile (the x-axis in Figure 5.17 refers to the 

temperature difference between two leaf nodes on opposite chip corners). The 

addition of the PTCD devices causes an average clock tree power increase of 4% over 

the temperature range, although the worst-case power is reduced by 2.2%. 

The skew reduction in the proposed approach is compared to prior approaches in 

Table XVI. The proposed approach is shown to achieve the largest skew reduction of 

the compared approaches; the best prior approach reduces skew to 7.6% of the 

original value, while the proposed approach reduces skew to just 1.4% of the original 

value, an improvement of 81.6%. 

5.3.2. Temperature Sensitivity Adjustment for 
Improved Sensor Accuracy 

The proposed approach can also provide adjustable temperature sensitivity for 

use in sensor designs. For example, a voltage reference [155] or IR drop sensor [156] 

may be made temperature insensitive to improve the accuracy of a sensor reading. 

Reducing the impact of temperature variations on ring oscillator frequency fosc can 

enable dramatic improvements in voltage variation readings. Four designs are 

compared in Figure 5.18—a conventional oscillator operating at nominal voltage, a 

conventional oscillator operating at VINS to reduce the impact of temperature 

variations, an oscillator using the proposed PTCDnset approach to minimize 

temperature variations (operating at VINS), and an oscillator using the proposed 
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PTCDnset+pset approach (operating at nominal voltage). The figure shows the impact of 

temperature changes (which limit the accuracy of a voltage variation measurement) 

over a ±10% range of voltage variations. 

Temperature limits the conventional oscillator accuracy to 18.5% at VNOM. 

Although operating at VINS reduces the impact of temperature variations when voltage 

is fixed, VINS is much lower than VNOM and small changes in voltage result in a very 

large impact on temperature resilience, up to 21.4%. The proposed approach 

operating at VNOM is shown to be much more effective, limiting the temperature offset 

to just 4.8%. Thus, the proposed approach dramatically reduces the impact of 

 
Figure 5.18. Improved temperature resilience in the presence of voltage variations using 

the proposed method. 
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temperature variations on the ring oscillator, allowing for improved accuracy in 

voltage measurements. 

Programmable temperature sensitivity can also be used to improve calibration 

and measurement capabilities of a temperature sensor; the baseline sensor reading can 

be taken in the temperature-insensitive state to facilitate compensation for static 

variations, and then the sensor‘s temperature sensitivity can be carefully controlled to 

ensure accurate operation. 

The temperature dependence range achieved by the PPT approach in an 11-stage 

ring oscillator (a commonly used temperature-dependent element in digital sensor 

designs [96][157]) is shown in Figure 5.19. For applications requiring strict linearity, 

the –I-T slope (normal temperature dependence) bias is within 1.1% of a linear fit. 

The temperature insensitive (INS) bias has a temperature sensitivity of just 0.17%, 

 
Figure 5.19. Impact of changing nset and pset on the temperature dependence of an 11-

stage ring oscillator period, normalized to 125°C. 
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enabling excellent temperature rejection for more accurate measurement of process 

and/or voltage conditions. For digital set point sensors, where the output is compared 

to a fixed value [158], a larger temperature sensitivity improves accuracy, increasing 

the change in value between set points; in these applications, the +I-T slope (reverse 

temperature dependence) bias would offer a 14.7X larger temperature dependence 

than the –I-T slope bias. 

5.4. Discussion 

The proposed approach has been shown to effectively reduce delay uncertainty, 

improve temperature resilience, and reduce power consumption. In this section, we 

discuss the limitations of the approach and other design considerations. 

5.4.1. Layout Area Overhead 

In the PTCDpset+nset method, the addition of the programmable pass transistors 

into the pull-up and pull-down networks results in an area overhead increase of two 

transistors per logic gate (as well as increases in device size to maintain the effective 

W/L ratio). The largest overhead occurs in the smallest gate, with a PTCD inverter 

having twice the transistor count and double the transistor width of a conventional 

design, shown in Figure 5.20. Although the number of transistors is doubled, the 

actual area overhead of the PTCD approach is significantly less than 2X; the 

additional transistors only require an additional poly finger in both the pull-up and 
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pull-down networks, increasing the inverter area from 1.216 µm2 to 1.896 µm2 in the 

65 nm technology—an increase of 36%. In addition to the extra devices, the PTCD 

method requires two additional supply voltages pset and nset, and their associated 

routing resources; however, this portion of the overhead is similar to that required for 

adaptive body-biasing methods [106][32], which also require two additional supply 

voltages and associated routing resources. 

5.4.2. Impact of Sizing on Temperature Insensitivity 

In addition to the sizing overhead, we also examine the impact of device sizing 

on the temperature dependence. These simulations involved an 11-stage ring 

 
(a)     (b) 

Figure 5.20. Layout area of (a) conventional CMOS inverter and (b) PTCD inverter. 
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oscillator sized for a 2:1 ratio with a sizing multiplier varying between minimum size 

(1X) and 20X. The results, shown in Figure 5.21, indicate that the specific device 

sizing used in a gate only impacts the temperature insensitivity of the delay by about 

±3% for the range of sizing multipliers, showing that the proposed methodology is 

reasonably robust to different sizing requirements. We also show that this sizing 

immunity is maintained at different supply voltages, plotting curves at both 700 mV 

and 1V. In contrast, conventional CMOS designs vary by ~18-19% over this range of 

conditions. 

5.4.3. Impact of Slew Rate on Temperature Insensitivity 

One further concern related to the device sizing is the well-known impact of 

changing slew rate on the temperature sensitivity [159]. For this simulation, we use a 

 
Figure 5.21. Impact of device sizing on temperature insensitivity for the svt+nset+pset 

structure at 1 V and 700 mV. 
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1 V supply and drive both a conventional CMOS inverter and PTCDnset+pset inverter 

using an ideal source with varying slew rate. As shown in Figure 5.22(a), the 

temperature dependence of the conventional design is heavily dependent on slew rate, 

as expected; however, the proposed design is much less sensitive to slew rate 

changes, varying less than 7% from the insensitive point at a slew rate of 10 ps. To 

determine why the PTCD design is less sensitive to slew rate than the conventional 

design, we ran an additional set of simulations using a fixed slew rate of 1 ns and 

varying the pset voltage (Vpset).  

   
Figure 5.22. (a) Impact of slew rate on temperature sensitivity for the conventional 

structure and PTCDnset+pset structure at 1 V, (b) impact of 1 ns slew rate on PTCDnset+pset 

for different values of Vpset (Vnset = 440 mV). 

 



 170 

As shown in Figure 5.22(b), the change in Vpset has a dramatic effect on the 

temperature sensitivity of gate delay, with a temperature insensitive point shown 

where the curve intersects y=0. This reduction in delay uncertainty is likely caused by 

the current-limiting effect of the PTCDs—increasing the slew rate would normally 

cause the devices to go through a longer period of saturation when charging an 

output; however, the PTCDs limit the current when the slew rate is fast, reducing the 

difference between fast and slow slew rates on the pull-up and pull-down networks. 

5.4.4. Combined Conventional CMOS/PTCD Datapaths 

One way to reduce the overhead of the proposed approach is to adjust the portion 

of the data path in which PTCDs are used. Thus far, we have assumed that an entire 

path will be changed from conventional static CMOS to the PTCD methodology to 

improve the path‘s temperature sensitivity; however, we could also use a single 

PTCD gate to compensate for the temperature dependence of multiple conventional 

static CMOS gates. This possibility was explored using a 5-inverter delay line and 

replacing different portions of the delay line with PTCD inverters. In each case, we 

change the value of pset and nset to achieve temperature insensitivity. As shown in 

Table XVII, a single PTCD gate is sufficient to achieve excellent temperature 

insensitivity by compensating for the sensitivity of four CMOS inverters. In addition 

to improving temperature resilience, this approach can significantly improve area, 

delay, and energy performance. The main challenge with this approach will be 
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associated with finding the correct amount of gates to replace in each path such that 

only one value of pset and nset are required (of course, if a larger number of pset and 

nset biases are available this challenge can be easily overcome). 

To further reduce the overhead of the proposed approach, the methodology could 

be applied only to critical subsystems rather than every gate, or the PTCDs could be 

used as a safety mode when large temperature gradients are detected or predicted (for 

example, when turning on a heater in a biological sensor lab-on-chip). 

5.4.5. Impact of Wire Temperature Dependence on 
PTCD Methodology 

The impact of temperature variations on wire resistance can cause paths with 

long interconnections to have a different temperature dependence than paths with 

short interconnects, limiting the effectiveness of the proposed temperature insensitive 

methodology. To study this impact, we compare the delays of PTCD datapaths with 

four wire lengths in Figure 5.23—1 µm, 10 µm, 100 µm, and 1 mm—and examine 

some potential solutions to these large changes in sensitivity. The bold solid lines in 

Table XVII. Performance of Inserting PTCD Cells into a Portion of a 5-Cell Delay 

Line. 

# of PTCD gates 
Normalized to #PTCDs=0 

Max. Temp. Var. 
Area Delay Power Energy 

0 1.00 1.00 1.00 1.00 18.0% 
1 1.07 2.13 0.99 2.26 0.52% 
3 1.22 3.80 0.97 3.72 0.55% 
5 1.36 5.44 0.97 5.21 0.49% 
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Figure 5.23 indicate the change in temperature dependence for unbuffered wires, 

shown to be temperature insensitive for the 1 µm case (using the same pset and nset 

voltages from earlier in this chapter), and increasing to ~20% for the unbuffered 

1 mm link. 

This is clearly unacceptable if we are to claim that the PTCDs enable a 

temperature-insensitive design methodology, we examine different buffering options 

beginning with a single two-inverter buffer (additional gains are possible using more 

buffers), shown by the dashed lines in Figure 5.23. While this buffer insertion offers 

some improvement over the unbuffered case, it is still very large. Upon examination 

of the solid and dashed lines in Figure 5.23, we noticed the interconnect temperature 

dependence causes our rise time to become faster and our fall time to become slower. 

 
Figure 5.23. Impact of interconnect length on achievable temperature sensitivity. 
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The phenomenon behind this behavior requires further study, but we are able to 

exploit the behavior using inverting buffers. The use of a single inverting buffer 

reduces the overall datapath temperature dependence by over 60% in the 1 mm wire 

case, and 70% in the 100 µm case. With this inverting buffer approach, we are able to 

maintain near temperature insensitivity using single pset and nset values over a wide 

range of interconnect link lengths. 

5.4.6. Variation Considerations 

One of the major limitations of the proposed methodology is its susceptibility to 

variations. Although we have shown in Figure 5.18 that the proposed PTCD 

methodology is much less susceptible to voltage variations than the conventional 

design, voltage variations can be reduced to <2% with proper use of decoupling 

capacitors [94], limiting their impact on temperature sensitivity. For completeness, 

we also examine the impact of ±10% Vpset and Vnset variations in Figure 5.24, though 

these voltage networks do not source large amounts of current (only gate leakage) and 

should have even less noise than the main voltage supply and ground lines. 

Although voltage variations can be compensated by decoupling capacitors, the 

proposed approach is still susceptible to process variations, also shown in Figure 

5.24. Although we see that the PTCDnset design is much less susceptible than the 

other compared designs, the PTCDnset+pset design has a -15%/+13% range of 

temperature sensitivities between fast and slow process corners. Although this might 
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appear to be the equivalent of a 28% sensitivity range, the different between 

-15%/+13% and +28% is significant—a chip diagnosed to be in the SS corner can 

have Vpset and Vnset adjusted to compensate for the process variations after 

manufacture (e.g. storing the values in a ROM), limiting the temperature sensitivity to 

either -15% or +13%. In contrast, the +28% system will have 28% temperature 

sensitivity regardless of the process corner.  

Despite this consideration, the increase in temperature sensitivity is clearly 

unacceptable given the large overheads we are imposing, so we have developed a 

 
Figure 5.24. Impact of process, supply, and PTCD gate voltage variations on 

temperature sensitivity. 

 
Table XVIII. Impact of PVT Variations on Oscillator Delay. 

Technique 
Process Variation VDD Variation VPTCDVariation 

SS TT FF -10% +10% -10% +10% 

Conv. @ 1V 11.0ps 8.7ps 6.8ps 11.4ps 8.7ps N/A N/A 
Conv. @ VINS 19.2ps 14.2ps 10.2ps 19.8ps 10.7ps N/A N/A 
nset @ VINS 42.3ps 29.2ps 19.7ps 36.8ps 30.2ps 27.1ps 35.2ps 

nset+pset @ 1V 69.0ps 44.8ps 32.1ps 66.1ps 52.8ps 61.6ps 47.5ps 
 



 175 

runtime compensation for process variations, discussed in the following section. For 

completeness, we have included the raw data used to generate the variation charts in 

Table XVIII. 

5.5. Compensation for Process Variations and 
Aging 

To maintain temperature insensitivity in the presence of process variations, a 

method of detecting process-induced temperature dependence (and the direction of 

the temperature dependence—positive or negative) is needed. If the circuit delay is 

found to increase with increasing temperature, we can adjust nset and pset to restore 

insensitivity. How to change the values of pset and nset can be determined using 

Figure 5.25, which plots the t125°C/t-55°C = 1 contours for the fast (FF), typical (TT), 

and slow (SS) process corners. As shown, in the FF corner we need to increase the 

value of pset and decrease the value of nset to compensate for the change in 

sensitivity (before the adjustment, a system designed for TT will have increasing 

delay with increasing temperature); similarly, if the circuit delay is found to decrease 

with increasing temperature (the SS case), we can decrease the value of pset and 

increase the value of nset. 

This adjustment could be achieved using a modified dynamic voltage and 

frequency scaling (DVFS) system, shown in Figure 5.26. In a conventional DVFS 

system [32], a target frequency is provided to the system according to the application. 
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A temperature subsystem is used to detect thermal emergencies; if a temperature 

sensor detects that the target frequency cannot be met because of thermal issues, the 

throttle LUT reduces the target frequency to an acceptable level. This new target 

frequency is then passed on to the DVFS subsystem, which uses another LUT to 

determine the appropriate supply voltage to meet that target frequency. 

To incorporate the PPT method, two additional DC/DC converters (resulting in 

overhead similar to approaches such as adaptive body biasing [106][32]) are needed 

to provide pset and nset. To compensate for the impact of process variations on the 

temperature sensitivity, a modified thermal sensor is needed that can detect the 

temperature dependence [160] using the current values of pset and nset—achieved 

using a ring oscillator of PTCD-style inverters. The temperature dependence is passed 

 
Figure 5.25. Impact of process variations on a single gate’s temperature insensitivity. 

Contours shown indicate t125°C/t-55°C = 1 for TT, SS, and FF corners. 
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to the DVFS LUT, which can adjust the values of pset and nset until the desired level 

of temperature insensitivity is restored. The detected temperature must still be passed 

to the throttle LUT to avoid exceeding the supported temperature range, which may 

result in thermal emergencies such as thermal runaway and decrease the overall chip 

reliability [161]. A temperature dependence sensor design achieving these goals was 

proposed in Chapter 3. The temperature dependence sensor will facilitate 

implementation of the process-compensation system in Figure 5.26. 

The operation of the feedback-based process compensation system is shown in 

Figure 5.27 for an arbitrary temperature pattern. As the temperature changes, the 

temperature dependence sensor output triggers the DVFS LUT to compensate for the 

large positive delay uncertainty, reducing Vnset and increasing Vpset. As shown, the 

temperature dependence sensor enables this PTCD tuning regardless of whether the 

 
Figure 5.26. Proposed temperature-insensitive DVFS system with thermal throttling 

and temperature dependence feedback for compensation of process variations and 

aging. 
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actual temperature is increasing or decreasing, reducing the temperature dependence 

from 8% to just over 1%, a net reduction of 87%. 

5.6. Summary 

The proposed programmable temperature compensation device (PTCD) 

methodology is a more versatile alternative to the use of a technology‘s temperature-

insensitive supply voltage VINS. PTCDs reduce delay uncertainty by up to 91% 

compared to a conventional design at VINS by individually compensating for 

 
Figure 5.27. Feedback-based process compensation results. 

 



 179 

temperature-induced delay variations in the pull-up and pull-down networks of each 

logic gate. The introduction of the PTCDs can also improve power performance and 

enable fine-grained power gating by turning off the PTCDs.  

The PTCD approach achieves temperature insensitivity over a wider voltage 

range than the use of body-biasing and VINS. We present the first demonstration of 

temperature insensitivity at a technology‘s nominal supply voltage (1 V); previous 

methods of achieving temperature insensitivity using VINS, multi-VT devices, and 

adaptive body-bias are restricted to voltages less than 0.85 V. 

Specific applications of the approach include reducing delay uncertainty (clock 

skew is reduced by 82% compared to prior approaches) and improving sensor 

accuracy (temperature offsets in a voltage variation sensor are improved by 74%). 

Limitations of the proposed approach include area overheads of up to 36% and 

an increased susceptibility to process variations; however, the process-induced delay 

uncertainty may be compensated using the presented feedback system to lock the 

PTCD gate biases to the temperature insensitive state. The feedback system reduces 

the impact of process variations on temperature sensitivity by up to 87%. 
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6. Exploiting Temperature Dependence in 
Low-Swing Interconnect Links 

The network-on-chip (NoC) paradigm is a promising solution to the global 

communication challenges of gigascale systems [162]; however, as billions of 

transistors continue to be added to these nanoscale systems, power dissipation 

continues to be a major design constraint. A great deal of research has examined 

power issues in NoCs [163][164][165][166]. The network infrastructure has a large 

cost—up to 36% of the power dissipation in each networked tile [167]. To improve 

NoC power consumption, common power saving techniques such as the use of 

reduced swing voltages have been applied to the interconnect links [168][169]. 

Unfortunately, the reduction of link voltage makes these systems much more 

susceptible to variations. Temperature variations have a particularly severe impact on 

delay in low-voltage designs, shown in Figure 6.1 for a 65 nm technology. The error 

bars in Figure 6.1 are quantified in Table XIX, where we see that the military-

specified temperature range (-55°C to 125°C [29]) can result in delay changes in 

excess of 200% at 0.6 V. Another important observation from Table XIX is that the 

delay change from -55°C to 125°C is negative at 0.6 V and positive at 1.0 V—the 

normal and reverse temperature dependences described in Chapter 2. The 
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temperature-insensitive voltage VINS in this technology is indicated by the smallest 

error bars in Figure 6.1, corresponding to 0.8 V. 

The difference between the temperature dependences at high and low voltages 

provides an interesting opportunity for systems with reduced link swing voltages—if 

the link voltage is low enough to operate in the reverse temperature dependence 

region, a change in temperature will cause the link delay to vary in the opposite 

direction of the delay in the nominal voltage router. These opposing delay variations 

 
Figure 6.1. Impact of temperature on a commercial 65 nm technology. 

 
Table XIX. Temperature-Induced Delay Change in a 65 nm Technology. 

Compared 
Temperatures 

Link Voltage 

0.6 V 0.7 V 0.8 V 0.9 V 1.0 V 

-55°C125°C -210.0% -59.3% -8.2% 11.4% 19.3% 

25°C 125°C -59.6% -22.2% -4.5% 4.5% 8.9% 

45°C125°C -42.2% -16.5% -3.5% 3.3% 6.8% 

65°C 125°C -28.4% -11.5% -2.7% 2.23% 4.9% 
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make room for innovative new approaches to lessen the impact of temperature 

variations and improve system reliability and performance. 

In this chapter, we propose a temperature-aware delay borrowing method that 

averages the impact of temperature variation on the link and the transceiver. When 

the links are operated below VINS, the average of the reverse temperature dependence 

in the link and the normal temperature dependence in the transceiver reduces the 

impact of temperature variation on the communication system as a whole. 

6.1. Related Work 

One of the simplest and most effective approaches for reducing interconnect 

power consumption is to reduce the supply voltage [168]. Reduced swing approaches 

vary widely in complexity, from a simple low-swing driver and level converter [168] 

to advanced signaling methods such as low-voltage differential signaling (LVDS) 

[170], pulsed bus signaling [171][172], and the use of a high-voltage boost to 

improve low-voltage transition delays [163][166][173]. Adaptive techniques such as 

dynamic voltage and frequency scaling are also effective [174][164], although they 

require additional overhead systems. While each of these techniques reduces power 

consumption, low voltage links have increased susceptibility to process, voltage, and 

temperature (PVT) variations. 
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To tolerate variations, worst-case designs use PVT corner analysis to ensure that 

systems function properly under the majority of operating conditions. In older 

technologies, a single temperature corner was sufficient to determine worst-case 

requirements, but the need to include the reversal of temperature variation has 

recently led to the temperature corner being split into two separate corners [39]. Aside 

from the worst case corners, a large amount of research has been performed on 

temperature modeling to predict thermal issues at design time and examine ways of 

avoiding potential problems [137][175][176][161]. These temperature models have 

resulted in a number of design time temperature-aware techniques such as 

floorplanning [176], routing [177], and coding [178]. The models have also facilitated 

runtime techniques such as temperature-aware scheduling with traffic throttling 

[174][179], and voltage/frequency throttling [32][180][181]. These designs do not 

take into account the changes in the temperature dependence at different voltages.  

A number of methods have been proposed to create temperature-insensitive 

designs, either taking advantage of the temperature-insensitive voltage [63] or 

adjusting the threshold voltage to achieve temperature insensitivity [182]. Additional 

approaches to achieve temperature-insensitivity include the use of multiple threshold 

designs to balance the dependences of high-VT and low-VT logic cells [146]. These 

approaches are restricted to a select range of voltages, limiting their potential energy 

improvements. The approach proposed in this work takes advantage of low swing 
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voltages and temperature-aware system design to improve system energy while 

limiting the impact of temperature variations. 

6.2. Temperature-Aware Low Voltage Link 
Design 

Temperature variation is a particularly important design consideration for low-

voltage systems. One way to address these variations is the use of temperature-aware 

systems, which detect temperature-induced delay changes and adjust the supply 

voltage to maintain a target frequency [32][33], as shown in Figure 6.2(a). When 

higher voltages are needed to maintain the frequency, the energy efficiency of the 

system is reduced. 

In this chapter, we propose an alternative method of maintaining a target 

frequency that improves power consumption and reduces the impact of temperature 

variation on link delay. To achieve these improvements, we exploit the different 

temperature dependences in the low-voltage link and nominal voltage transceivers. 

As temperature decreases, link latency increases and transceiver latency decreases. To 

offset this increase in link latency, we adaptively borrow the additional temperature-

induced slack in the receiver buffers. 

To implement the proposed method, we first determine the number of stages in 

the transmitter and/or receiver that will be available to borrow delay slack. Then, we 

select the lowest voltage that can meet the target frequency at the ‗slowest‘ 
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temperature (e.g. -55°C for the reverse temperature dependence region) with this pre-

determined timing slack; this voltage must also meet the timing requirement with no 

borrowed slack at the ‗fastest‘ temperature (e.g. 125°C for the reverse temperature 

dependence region).  

The temperature range (-55°C—125°C) is separated into a set of temperature 

regions depending on the desired granularity. In Figure 6.2(b), we use four regions 

each spanning a 45°C range. With these regions defined, we create a look-up table 

that properly selects the transmitter and/or receiver buffer clock phases depending on 

the operating temperature. This timing borrowing greatly reduces the impact of 

temperature variation on system delay, enabling the proposed system to maintain a 

single low link voltage over the entire range of temperatures, as shown in Figure 

6.2(b). Figure 6.2 shows the timing slack in the link, which decreases with decreasing 

temperature until some minimum slack point is reached. At this point, in the 

conventional approach the link voltage is raised, which increases the slack (and 

consumes additional power); in the proposed approach, the decrease in temperature 

increases the available delay slack in the transceiver, allowing additional delay to be 

borrowed by the link (shown in Figure 6.2(b)). By maintaining a lower voltage, the 

proposed system can achieve large energy savings over conventional designs. 
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Figure 6.3 shows the temperature-aware delay borrowing system. The output 

buffer of the transmitter drives a low-voltage link, with level shifters shown on the 

      
(a) 

 
(b) 

Figure 6.2. Comparison of (a) conventional temperature-aware adaptive-voltage system 

and (b) proposed temperature-aware delay borrowing system. 
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receiver end that restore the signal swing for the nominal voltage receiver buffer. On 

the link, a temperature sensor provides regular status updates to the delay-borrowing 

units in the transmitter and receiver. Temperature changes at a rate of approximately 

1 µs/°C [14], so the sensor polling rate is on the order of 1 MHz, depending on the 

desired accuracy. In the delay-borrowing units, the temperature sensor output is 

converted into a clock phase select signal by the LUTs, and the appropriate phase is 

applied to the buffers. For example, at nominal voltage the transceiver buffer ClkQ 

delay varies by 10.6% over the -55°C—125°C temperature range.  

As temperature decreases, the link delay increases and the buffer delay 

decreases; the nominal-voltage buffer will have up to 10.6% delay slack that can be 

borrowed by the link at low temperatures. If the delay borrowing unit is designed to 

trade delay with two buffers, the total amount of delay slack becomes 21.2%, etc. As 

shown in the system diagram in Figure 6.3, additional buffers (or nominal voltage 

 
Figure 6.3. Diagram of temperature-adaptive delay borrowing system. 
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logic stages) may be added to the delay borrowing units by adding a small delay 

element to further offset the clock phase of subsequent stages. 

The design of the temperature sensor and LUT are shown in Figure 6.4 and 

Figure 6.5. The temperature sensor in Figure 6.4 is a simplified form of the one 

presented in Chapter 3, consisting of a temperature-dependent ring oscillator gated by 

an enable signal and a pulse counter to convert the oscillator frequency into a digital 

output [157]. For each sensor reading, the enable signal is applied for a fixed period 

depending on the desired sensor resolution (as the enable period increases, the impact 

of a small change in temperature causes a larger change in the pulse count). When the 

 
Figure 6.4. Temperature sensor implementation. 

 
Figure 6.5. Look-up table to select delay clock phase based on temperature input. 
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enable signal is asserted, the isolation circuitry at the bottom of Figure 6.4 separates 

the temperature sensor output from the rest of the system to prevent unnecessary 

toggling. After the enable signal is unasserted, the pulse counter passes a digital 

readout of the temperature to the LUT.  

The LUT in Figure 6.5 sets the vector Out to ‗112‘ when temperatures lower than 

-10°C are detected, ‗102‘ when temperatures lower than 35°C are detected, and so on 

as shown in Figure 6.6, which is the simulated response of the temperature sensor and 

look-up table in a 65 nm technology. As shown, both the temperature sensor and 

look-up table are very small circuits, with very little cost in terms of complexity or 

overhead energy. For a 200 ns enable period, the worst-case energy per sensor 

reading is 14.5 pJ, which provides a worst-case temperature resolution of 5°C. 

 
(a) 

 
(b) 

Figure 6.6. Operation of (a) temperature sensor and (b) LUT. 
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An example timing diagram of the system operation is shown in Figure 6.7. The 

initial temperature is set to 28°C, resulting in a temperature sensor output 

Sensor_Output = ‗51‘ and LUT_Value of ‗102.‘ A change in temperature is detected 

after some number of clock cycles (depending on the sensor sampling rate and enable 

period), resulting in a change in Sensor_Output. After the enable signal in the 

temperature sensor is unasserted, the sensor output is passed on to the LUT, which 

determines if the system has transitioned to a new temperature region and adjusts the 

delay-borrowing unit accordingly. In Figure 6.7, the LUT value transitions from the 

‗102‘ region to the ‗012‘ region, applying a new clock phase to the flip-flop. The 

system then continues polling for new changes in temperature. 

6.3. Results 

6.3.1. Simulation Setup 

Each of the simulations presented in this paper was generated using a 65 nm 

technology with low power svt devices. The link was simulated using a distributed 

 
Figure 6.7. Timing diagram of temperature-aware delay borrowing. 
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RC link model of three parallel wires, with 1 mm segments and the global wire and 

coupling parameter values in Table XX. The values in Table XX were generated 

using the 65 nm process information and a global interconnect parameter calculator 

[183]. A worst-case delay input pattern was used (‗010‘‘101‘ transitions) for all 

simulations. A 0.5 switching activity factor was used to calculate the power 

consumption. The activity factor affects the magnitude of the power dissipation in 

both the proposed and conventional methods; however, the percentage power 

improvements achieved by the proposed method are independent of the switching 

factor. 

6.3.2. System Characterization 

Before evaluating the benefits of the proposed delay borrowing scheme, we study 

the impact of changing temperature eon the rise and fall time of a low voltage link. In 

Figure 6.8, we separate the rising and falling edge delays into five segments—the 

ClkQ delay of the transmitter flip-flop, the driver latency (QDriver Out), the 

interconnect latency (Driver OutLink End), the level shifter latency (Link 

EndLvlShiftOut), and the setup time of the receiver flip-flop. The rising and falling 

Table XX. Global Wire Parameters. 

Parameter Value 

R (Ω / mm) @ 27°C 75 

Substrate Capacitance, Cg (fF/mm) 75 

Coupling Capacitance, CC (fF/mm) 85 
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edge delays are normalized to the -55°C condition to show which components 

increase or decrease in delay (as well as the change in total path delay) over the entire 

temperature range. The output of the transmitter flip-flop has a full swing between 

0 V and VDD = 1 V, while the low-voltage driver is an inverting buffer with supply 

voltage VLow (in Figure 6.8, VLow = 600 mV). 

As expected, the nominal voltage flip-flop delay increases as temperature 

increases, while the low-voltage driver delay decreases as temperature increases. The 

interconnect delay also increases with increasing temperature, as described in 

Chapter 2. The level shifter used in these simulations is the conventional level shifter 

described in [168]; its delay decreases with increasing temperature. Finally, the setup 

time requirement for the receiver flip-flop increases with increasing temperature. It is 

 
Figure 6.8. Piecewise rising and falling edge delay for a 600 mV link. 
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important to be aware of the difference in rising and falling delays to avoid race 

conditions when using delay borrowing.  

6.3.3. Comparison with Conventional Low-Swing Link 

As described in Figure 6.2, delay borrowing enables us to achieve a target 

frequency using a lower link voltage than would otherwise be possible. The amount 

of voltage improvement depends on the percentage of the clock cycle that is 

borrowed, which in turn depends on the number of transceiver buffers used to retime 

the link. The power consumption in Figure 6.9 is normalized to the 0% delay 

borrowing case. As shown, the improvement in power achieved by delay borrowing 

depends on both the target frequency and the borrowed portion of the clock cycle. At 

a 1 GHz frequency, borrowing 60% of the cycle period results in a power reduction of 

34% in a 3 mm link. At 500 MHz, the power reduction is considerably less. The 

benefits are reduced at low frequencies because the target frequencies can be met at 

 
Figure 6.9. Impact of delay borrowing on power consumption. 
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lower voltages, leading to a smaller voltage difference between the proposed delay 

borrowing technique and the conventional technique (at low voltages, a small change 

in voltage causes a large change in delay).  

The voltage reductions achieved are shown in Table XXI for link lengths of 

1 mm, 2 mm, and 3 mm, borrowing 60% of the clock cycle. At the 500 MHz target 

frequency, delay borrowing only improves the link voltage by 15 mV for a 1 mm 

link, compared to a voltage improvement of 55 mV for a 1 GHz frequency target. The 

results in this chapter were generated by setting a target frequency and lowering the 

voltage in 5 mV increments until the receiver flip-flop correctly latched the data at 

-55°C (the worst-case temperature in the reverse temperature dependence region). 

Figure 6.10 compares the power consumption of the proposed delay borrowing 

technique and conventional low-voltage link at the frequencies and link lengths from 

Table XXI. Reported power consumptions are for a 64-bit link with 0.5 activity factor 

at the voltages indicated in Table XXI. As shown, the improvement in power 

consumption increases for longer link lengths and faster frequencies; these require 

Table XXI. Supply Voltages Satisfying 1 GHz and 500 MHz Frequency Requirements in 

Proposed and Conventional Methods. 

Target 
Frequency 

Method 
Link Length (mm) 

1 mm 2 mm 3 mm 

1 GHz 
Proposed 605 mV 645 mV 675 mV 

Conventional 660 mV 720 mV 780 mV 

500 MHz 
Proposed 565 mV 595 mV 615 mV 

Conventional 580 mV 615 mV 640 mV 
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larger voltages to meet the target frequency, resulting in larger voltage differences 

between the methods and larger improvements in power performance. 

Figure 6.11 shows the improvement in power consumption over the entire 

temperature range for a 3 mm link achieving a 1 GHz frequency target. The link 

voltages are optimized for the four temperature regions in Figure 6.6(b); in the 

proposed approach, 60% of the clock cycle delay is borrowed when -55°C ≤ T 

< -10°C, 40% delay is borrowed when -10°C ≤ T < 35°C, 20% delay is borrowed 

 
(a) 

 
(b) 

Figure 6.10. Maximum power savings of the proposed method over conventional low-

swing approach vs. link length at (a) 1 GHz and (b) 500 MHz. 
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when 35°C ≤ T < 80°C, and no delay is borrowed when 80°C ≤ T < 125°C. The 

maximum power savings (40%) occurs at 5°C. 

6.3.4. Comparison with Temperature-Insensitive 
Operation 

Another common use of low-voltage design is to take advantage of the 

temperature-insensitive voltage (VINS), at which a change in temperature has very 

little impact of system power and delay. This design decision is an excellent choice 

for improving system reliability [63]; however, operating at VINS imposes specific 

constraints on both power consumption and latency. In the commercial 65 nm 

technology used in this chapter, VINS occurs at ~740 mV; thus, systems operating at 

VINS are incapable of taking advantage of the high speed performance of normal 

voltage designs, while also being unable to take advantage of the low power 

performance of low-voltage designs.  

 
Figure 6.11. Power dissipation of proposed and conventional methods over the 

temperature range for a 3 mm link designed to meet a 1 GHz target frequency. 
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One aspect of the temperature-aware delay borrowing system that we have not 

yet discussed is the reduced impact of temperature variation on the overall system 

(including the link and any transceiver buffers being borrowed from). Figure 6.12 

compares the delay performance of the proposed approach operating at 675 mV (the 

voltage achieving a 1 GHz target for a 3 mm link, from Table XXI), a conventional 

link operating at 675 mV, and a conventional link operating at VINS. 

The delays in Figure 6.12 are normalized to the values at 125°C. The system 

operating at VINS has a delay variation of 1.6% over the entire temperature range, 

while the proposed method has a 3.4% delay variation over the entire range. Without 

the use of delay borrowing, the temperature-induced delay change between -55°C and 

125°C exceeds 23%. Thus, the delay borrowing method improved robustness to 

temperature variations by over 85%. 

 
Figure 6.12. Comparison of the delay variation of a conventional system operating at 

740 mV (VINS), a conventional system operating at 675 mV, and the proposed system 

operating at 675 mV. 
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6.3.5. Area Overhead 

Unit areas were calculated by summing the standard cell widths for each standard 

gate and using the sum of the gate width and the nwell design rule for the link driver 

and level shifter, all from a 65 nm process. The total area of the temperature sensor in 

Figure 6.4 is 122.4 µm2, the total area for the LUT in Figure 6.5 is 61.4 µm2, and the 

area for each delay borrowing unit in Figure 6.3 (including the LUT, three 4:1 

multiplexors, and eight buffers) is 131.7 µm2. Each link wire is assumed to have three 

transmitter flip-flops and three receiver flip-flops; combined with the driver and level 

shifter (ignoring the global wire area), each wire transceiver has a total area of 

247.4 µm2. Thus, for a 16-bit link, the area overhead of the proposed approach shown 

in Figure 6.3 (with two delay borrowing units and one temperature sensor) is 9.7%. 

For a 64-bit link, the area overhead is reduced to 2.4%. Thus, multiple sensors may be 

integrated on each link at a relatively low overhead cost. 

6.4. Discussion 

6.4.1. Integration of Multiple Temperature Sensors 

For simplicity, we have assumed that the link temperature profile is uniform, 

although this is clearly not always the case [175][137]. For non-uniform temperature 

profiles, the proposed system may still be used, although some additional overhead is 

required. Depending on the expected temperature profiles, multiple temperature 
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sensors may be placed along the link or at the link endpoints. To integrate these into 

the proposed system, the look-up tables can be adjusted to select a weighted average 

of the sensor inputs, and the clock phases must be adjusted to ensure that the worst-

case temperature requirements are met. Exponentially-distributed thermal profiles 

have been shown to induce up to 7% error in circuit delay calculations compared to 

using an average link temperature, while a poorly located temperature sensor can 

result in delay errors in excess of 20% depending upon the gradient of a local 

hotspot[137]. 

6.4.2. Integration with Error Control Coding 

One other important assumption that we have made is that the link is reliable and 

not susceptible to errors; of course, this is rarely the case. There are a number of 

solutions to improve the reliability of on-chip interconnect links [184][185][186], 

such as the use of error control coding. Error control encoders and decoders slightly 

complicate the delay-borrowing scheme, although the system can still function as 

described with a minor modification. Rather than progressively borrowing the delay 

from the buffers, the buffer clock phases must be adjusted to skip the stage of the 

encoder and decoder, which likely would not have as much slack as the neighboring 

empty buffer stages.  
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6.4.3. Level Shifter Design for Systems with Multiple 
Temperature Dependences 

Level shifters are a particularly interesting topic when discussing multiple 

temperature dependences, as they operate at both VHigh and VLow. The internal inverter 

uses a low-voltage supply, increasing in speed as temperature increases, while the 

full-swing cross-coupled inverters operate at nominal voltage, decreasing in speed as 

temperature increases.  

In Figure 6.13, we examine the rising and falling edge delays (td_rise and td_fall, 

respectively) for a level shifter with VLow = 0.6 V and VHigh = 1 V driven by an input 

with two different slew rates. As shown, for a fast slew rate (10 ps) the rising delay 

increases with increasing temperature, while the falling delay decreases with 

increasing temperature. The different temperature dependence of the rise and fall 

 
Figure 6.13. Level shifter delays with VLow = 0.6 V and VHigh = 1.0 V for two input slew 

rates. 
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times is related to the different impact of temperature on NMOS and PMOS devices 

[69]; NMOS devices operate in the reverse temperature dependence region at high 

voltages than PMOS devices. This causes the falling edge delay to decrease with 

increasing temperature, while the rising edge delay increases with increasing 

temperature. When the slew rate is increased to 1 ns, both the rising and falling delays 

decrease with increasing temperature (this matches the level shifter response shown 

in Fig. 8); thus, the temperature response of the level shifter depends on both the level 

shifter p-n ratios and the input slew rate. These dependences (as well as other issues 

in multiple dependence level shifters) have been examined in detail in [187]. 

6.5. Summary 

In this chapter we have presented a temperature-aware delay borrowing system 

for low-voltage interconnect links. The system is shown to achieve improvements in 

power consumption of 40% as well as an 85% reduction in susceptibility to 

temperature variation. The combination of improved power performance and 

reliability come at a very low overhead cost, less than 1% energy overhead for a 64-

bit link. In addition, the reliability improvements make the proposed method a viable 

replacement for use of the temperature insensitive voltage in low-swing link designs, 

allowing delay variations as low as 3.4% while enabling the use of a wider supply 

voltage range to improve performance.  
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7. Avoiding Temperature-Induced Errors 
in On-Chip Interconnects 

On-chip interconnect links become more susceptible to faults as technology 

scales. While most faults are temporary, about 20% of all errors are caused by 

permanent or intermittent (lasting several cycles) faults [188]. These faults can occur 

because of manufacturing defects or run-time variations, such as multi-cycle delay 

failures during extended high temperature conditions or permanent faults caused by 

thermal runaway. Error control coding (ECC) techniques are commonly used to 

address reliability issues in on-chip interconnects [184][189][190][191][192][193] 

[194], but these techniques generally target transient errors rather than long-duration 

errors. A single long-duration fault can drastically reduce or even eliminate the 

correction capabilities of most commonly used codes. 

To maintain coding strength in the presence of permanent errors, spare wires can 

be used to replace permanently erroneous wires. The introduction of spare wires 

requires reconfiguration control logic for bypassing erroneous wires, as well as a 

protocol for synchronizing information between receiver and transmitter.  

In this chapter, we propose an in-line test (ILT) system [195] that uses spare 

wires to bypass long-duration errors without interrupting the data flow. The system 

cycles through each adjacent pair of wires testing for opens and shorts. These tests 
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can be run periodically to ensure that each link‘s ECC capability is not being crippled 

by permanent errors. By testing every wire in the link, the ILT method also recovers 

wire resources from intermittent errors that were incorrectly flagged as permanent. 

ECC research in on-chip networks typically only considers transient errors; 

protection against permanent or intermittent errors is rarely discussed. Some methods 

of protecting against transient errors can also be used to protect against permanent 

and intermittent errors; unfortunately, this can severely limit a code‘s ability to 

protect against transient errors. 

7.1. The Need for Error Protection 

Errors in interconnect links may be caused by PVT variation, aging, particle 

strikes, crosstalk, or other noise sources. Some applications can tolerate errors 

without any major impact on functionality, for example audio or video streaming 

where occasional artifacts are an inconvenience rather than a catastrophic failure. 

Other applications have no error tolerance, such as financial databases where a single 

bit of corruption could result in the loss of billions of dollars. 

 Before describing the fundamentals of error control, we characterize the types of 

errors affecting our systems. There are three classes of errors: transient errors, lasting 

for only one or a couple of cycles, intermittent errors, lasting for many cycles, and 

permanent errors, lasting for the remaining lifetime of the system. 
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7.1.1. Transient Errors 

Transient errors are somewhat rare (probabilities on the order of 10-9–10-12 

errors/bit are commonly used [196]), and can be caused for a variety of reasons, 

including:  

 A combination of PVT variation, crosstalk and other noise sources which 

is larger than the allotted frequency guardband, 

 Radiation-induced single-event upsets (SEUs) from the package, called 

alpha particle strikes, with emission rates of 1-100 particles/cm²-khr [197],  

 Radiation-induced multi-bit upsets (MBUs, which we will also refer to as 

burst errors) from the package, which occur in up to 0.004% of all alpha 

particle strikes (a function of particle energy and Qcrit in the cells) [197],  

 SEUs and MBUs from cosmic rays, which have been shown to depend on 

altitude (i.e. how much protection our atmosphere can provide); at sea 

level cosmic rays occur at a rate of approximately 10 particles/cm²/hr, 

though they are particularly problematic for avionics and space 

applications, with error rates of up to 1000 particles/cm²-hr reported [198]. 

The error rates mentioned are dependent on Qcrit, the amount of charge required 

to cause an error on a node. System soft error rates have been shown to increase by 

two orders of magnitude from 180 nm technology to 45 nm technology because of the 

reduction in Qcrit [198]. 
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7.1.2. Intermittent and Permanent Errors 

An intermittent error is loosely defined as an error lasting for more than one or 

two clock cycles that is not permanent. While a transient error can be handled by a 

variety of error control methods, an intermittent error limits the number of correction 

options; for example, retransmission of information is not useful if the retransmitted 

information is also corrupted. 

Intermittent errors can be caused by long-term effects, for example a wire which 

was very close to failing the initial yield test may slow because of electromigration, 

causing it to fail whenever temperatures approach the maximum rated value. This 

error could potentially last for hundreds of cycles, but is not a permanent error 

because when the temperature profile is altered it could still function correctly (if the 

wire cannot function in any condition, it is considered to be a permanent error). 

Determining whether a long-term error is intermittent or permanent will be 

shown to cause some difficulty later in this chapter; the system should be 

reconfigured in the presence of a permanent error, but we must also try to avoid 

wasting reconfiguration resources if the error is intermittent. This decision is related 

to the amount of wasted energy spent correcting an error each cycle, the amount of 

energy required to reconfigure the system to avoid the error, and whether or not the 

reconfigured resources can be restored to functionality if an error turns out to be 

intermittent. 
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7.2. Error Control Coding Fundamentals 

In this subsection, we present a brief description of the fundamental error control 

concepts used in this work, including triple modular redundancy (TMR), Hamming 

codes, and interleaving. These concepts are described in detail in texts such as [199]. 

7.2.1. Triple Modular Redundancy 

One of the simplest error control codes is a repetition code, in which each 

message bit is replicated multiple times (for example, ‗1,0,1‘ might be coded as 

‗111,000,111‘). These messages are decoded using a majority voting circuit in the 

receiver, and can detect        errors or correct              errors, where dmin 

is the minimum Hamming distance (the minimum number of bit positions which are 

different between any two code words). In repetition codes, dmin is the number of 

times each bit is replicated. One popular example of the repetition code is triple 

modular redundancy (TMR), in which three copies of each message bit are created. 

Triple modular redundancy has         , thus it is able to detect up to two 

erroneous bits or can correct one erroneous bit. The ‗or’ in the previous sentence is 

emphasized because if the TMR circuit is configured to detect a 2-bit error, it cannot 

correct a 1-bit error; in the 2-bit configuration, the system is unable to tell the 

difference between a 1-bit error and a 2-bit error, thus majority voting cannot be used. 

The probability of two errors occurring in a single transmission is much smaller than 
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the probability of a single error, so the 1-bit configuration with majority voting is 

commonly used.  

TMR requires exceptionally large overhead; if a parallel approach is used, each 

wire is tripled, and the overhead is in terms of area and energy; if a serial approach is 

used, each wire sends the same information three cycles, and the overhead is in terms 

of throughput and energy. The information capacity of the code can be defined in 

terms of a code rate R, which is the ratio of message bits to coded bits. For example, 

the code rate of TMR is 1/3 because three bits are transmitted for every one message 

bit. TMR is generally only used for very small, very important systems; in this work, 

the one-wire serial communication link connecting the correction systems in the 

transmitter and receiver is protected with TMR.  

7.2.2. Hamming Codes 

Hamming codes are more complex to encode and decode than TMR, but have a 

higher code rate and the same dmin as TMR codes (        ). In this work, the 

Hamming code is used for transient error protection (in a 1-bit error correction 

configuration).  

Hamming codes can also detect and correct permanent errors, but each 

permanent error reduces dmin by 1, reducing the code‘s capability to tolerate transient 

or intermittent errors. For example, if one wire becomes permanently erroneous, the 

Hamming code will continuously correct the erroneous bit value every cycle; 
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however, if an additional transient error occurs, the Hamming code will fail because it 

is unable to correct two errors. Codes which can detect and correct multiple errors 

(e.g. Bose-Chaudhuri-Hocquenghem (BCH) codes) have large power and area 

overhead costs, motivating the need for a different type of solution to handle 

permanent errors. 

A simple way of think of the Hamming code is like throwing a ball into a bin. 

The ball is the message you want to transmit, and the way you transmit the 

information is by throwing it into a specific bin out of a row of bins representing 

every possible combination of bits. Without using any coding, it is relatively likely 

that the ball will wind up getting thrown into the wrong bin (an error). When you use 

coding, the number of bins increases and now the bins on each side of your target bin 

funnel the ball into the target bin (the message is turned into a codeword having some 

redundant bits which get turned back into the original message after transmission). 

So, the ball winds up in the correct bin even if your aim is a little off (if one bit in 

your codeword is flipped during transmission). 

More formally, the transmitted message      of length   bits is encoded into a 

codeword    of length   bits by matrix multiplication with a parity check matrix H (of 

dimension        ). During transmission, an error vector    is added to the 

codeword, creating the vector           which arrives at the receiver. An error 

syndrome (a representation of potential errors) is calculated by multiplying     by the 
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transpose of the H matrix. The syndrome is an index that can be used to determine the 

error vector   . The correction is performed by adding    back to    , eliminating the 

error from the received dataword. 

7.2.3. Interleaving 

Interleaving is a method of distributing burst errors into multiple codewords to 

maximize the correction capability of the codes. In the system presented in this 

chapter, the link is divided into four sections, and each section is coded using a 

Hamming code. The bits are interleaved (i.e. if the four Hamming codes are labeled 

A0A1A2…, B0B1B2…, C0C1C2…, D0D1D2…, the interleaved output becomes 

A0B0C0D0A1B1C1D1…). If a two-bit burst error occurs (a burst error is an error 

affecting two or more adjacent bits) it will cause one error in two codewords, which 

can be corrected by the Hamming codes, rather than two errors in one codeword, 

which cannot be corrected by the Hamming code. 

7.3. Related Work 

The use of spare modules to replace erroneous ones, especially in array 

structures, is a long known fault tolerant approach [200]. Spare cells and wires have 

been used in field programmable gate arrays to bypass defective components 

[201][202]. Refan, et al. used spare wires to recover from switch failure by 

connecting each processing element in a network-on-chip (NoC) to two switches 
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[203]; if a permanent fault occurs in one switch, both processing elements share the 

working switch, and the system reroutes its data accordingly. Grecu, et al. have 

analyzed the use of spare wires in networks-on-chips [204] to increase manufacturing 

yield; reconfiguration of the links used crossbar switches with redundant channels. 

Unfortunately, the authors did not discuss the error detection procedure. In another 

work, Grecu, et al. presented a built-in self-test methodology for NoC interconnects 

[205] and thoroughly discussed manufacture testing methods for NoCs, but they did 

not address runtime failures. Reick, et al. discuss dynamic I/O bitline repair using 

spare wires [206], but their detection and correction processes are not specified. 

Run-time reconfiguration has been presented by Lehtonen, et al. [207], in which 

spare wires and a syndrome-storing-based detection (SSD) method were used in an 

asynchronous system. That prior work has a few significant limitations; for example, 

the system can tolerate only one permanent error per code interleaving section, and 

the data flow must be stopped for reconfiguration. In contrast, the in-line test (ILT) 

method proposed in this work handles as many permanent errors as there are spare 

wires; further, it allows the link to be reconfigured without interrupting data 

transmission. The presented reconfiguration system uses a synchronous design 

methodology and interleaved Hamming codes to achieve higher throughput than the 

asynchronous design, which had to request retransmissions whenever errors were 

detected. 
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7.4. Permanent Error Correction 

Permanent error correction in on-chip links using spare wires is a two-step 

process. First, the permanent error must be detected; then, the link must be 

reconfigured to avoid transmitting over the faulty wire. The proposed adaptive link 

framework is presented in Figure 7.1, and consists of a transmitter, a link, and a 

receiver. The incoming k-bit wide dataword is encoded in the transmitter to a 

codeword of width n, which is transmitted through the link and decoded in the 

receiver. The decoder is responsible for correcting any errors and outputs the original 

k-bit dataword. A number of spare wires s have been inserted into the system. 

Reconfiguration units at the transmitter and receiver determine which of the     

lines carry data and which are left idle. The reconfiguration control units pass 

reconfiguration information between the receiver and transmitter and synchronize 

 
Figure 7.1. The reconfigurable link system. 
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reconfiguration. The test pattern generator (TPG) block and test inputs (test_in) 

produce test signals which are received and analyzed in the error detection and 

reconfiguration central control unit to detect permanent errors and initiate 

reconfiguration.  

The reconfiguration process and the remainder of the system framework will be 

discussed in more detail in Section 7.6. We apply our techniques to permanent and 

intermittent errors in the link; the logic units are assumed to function correctly. 

7.5. In-Line Test (ILT) Detection Method 

The proposed method sequentially routes data from each pair of adjacent wires to 

a set of available spare wires, allowing each pair to be tested for intermittent and 

permanent faults. This is achieved during normal operation, without interrupting data 

transmission. To protect against permanent errors at runtime, the ILT is run 

periodically, with a period that can be shortened to improve error resilience or 

increased for energy efficiency. 

7.5.1. In-Line Test Procedure 

A more detailed diagram of the ILT system is shown in Figure 7.2. To begin the 

test, the first test location (i.e. the first wire in the bus) is given to the Addressing Unit 

in the receiver. Three register locations are accessed and provided to the test selection 

unit: the wire status of the test location (wireA_status), the status of the next adjacent 
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wire (wireB_status), and the status of the last wire on the link (spares_left, which 

indicates how many spare wires remain available for rerouting). 

The Test Selection Unit uses these inputs to determine whether a one- or two-

wire test should be performed. The Reconfiguration Control Unit then determines 

which, if any, of the two adjacent wires need to be rerouted to spare wires to perform 

that test, and the link is configured appropriately. Once the reconfiguration is 

completed, the Test Pattern Generator issues a series of test patterns to the wires 

under test using the test_in signal. The received test_out signal is compared to a look-

up table (LUT), described in Section 7.5.2, to determine if there is a permanent error 

in the wires under test. The LUT indicates which lines need to be flagged as 

erroneous, and updates the wire status registers appropriately. Functioning wires are 

reconfigured to carry data once again, and the process is repeated for the each pair of 

wires (i.e. the test is shifted from wires 1 and 2 to wires 2 and 3, etc.). During each 

 
Figure 7.2. Expanded view of the ILT system. 
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round of tests, wires that were flagged as faulty are retested to prevent intermittent 

errors from wasting wire resources. 

The ILT system uses a two-wire test to check for shorts between adjacent wires 

and opens in each wire; however, if only one spare wire remains, the system only 

reroutes a single wire and performs a single wire test. The single wire test can detect 

opens in the line but cannot detect a short between the wire under test and its 

neighbors. If a wire adjacent to the wire under test has been disabled from a 

previously detected error, the ILT unit will perform the two-wire test on that pair. If 

no spare wires remain, the system will still periodically re-test each disabled wire in 

an effort to recover from intermittent errors. 

The logic for determining the appropriate test is shown in Figure 7.3. the 

2_wire_test_en signal is driven high (indicating a two-wire test will be performed) if 

(i) two or more spares remain, (ii) one spare remains and wire A is already flagged as 

faulty (meaning wire B can be rerouted), or (iii) both wires are flagged. A one-wire 

test will be performed if: (i) one spare remains and neither wire is flagged or (ii) no 

spares remain and wire A is flagged. If no spare wires remain and neither wire is 

flagged, then no test is performed and the system moves on to the next group. 
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7.5.2. Analysis of Open and Shorted Wires 

Here we analyze the impact of open and shorted interconnect faults on circuit 

operation to determine the test patterns which will be used in the test procedure. 

Based on these patterns, a look-up table is created to determine if wires are erroneous 

using the test_out signal. The simulation schematics in Figure 7.4 were used to 

analyze the behavior of opens and shorts on a link, with an open simulated using an 

open resistance, Ropen, between repeaters, and a short circuit simulated using a short 

resistance, Rshort, between two adjacent lines. 

Values for the link resistances, R, substrate capacitances, Csub, and metal to metal 

capacitances, CM6, are taken from an STMicroelectronics 90 nm technology report. 

The link resistances and capacitances were computed for 200 μm wire sections using 

the sixth metal layer, M6. 

 
Figure 7.3. Test selection unit for the ILT system. 
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The expected output of a broken wire is fixed regardless of the input value 

(ignoring coupling effects); however, the failure mode of the wire as its resistance 

increases (e.g. because of electromigration) is interesting, and highlights an important 

feature of the ILT system. The output of the open wire, labeled V in Figure 7.4(a), 

depends on Ropen and the system operating frequency. To analyze the behavior of a 

faulty wire, Ropen was varied between 1 Ω and 100 MΩ. A plot of the resistance vs. 

output voltage at the receiver is shown in Figure 7.5 for a variety of operating 

frequencies. 

The plots in Figure 7.5 all measure the output voltage of a falling transition on 

the receiver end of the link; the wire is considered faulty at resistances where the 

 
(a) Open test. 

 
(b) Short test. 

Figure 7.4. Schematics for wire fault analysis. 
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output voltage does not pull down to logic low. This is shown to occur at 3 MΩ for 

the 500 MHz case, with faster operating frequencies failing at lower resistances. This 

analysis points out that if testing is not at-speed [208], a delay error might not be 

detected by the test even though the wire will fail at the actual link frequency. (e.g. if 

the operating frequency is 2 GHz but the test is only run at 500 MHz, an Ropen of 

~1 MΩ will cause an error during operation but will not be caught by the test 

structure).  

The ILT method is an at-speed test, with each test pattern transmission occurring 

in a single cycle, so these issues are avoided. The ILT implementation tests for open 

circuits by testing both the 0 and 1 states of each line, detecting both stuck-at-0 and 

stuck-at-1 faults. 

 
Figure 7.5. Effect of varying Ropen on the output of the link (10 transition). 
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To determine the impact of a short between two wires, we perform simulations, 

shown in Figure 7.4(b), using two wires with opposing inputs (if the wires have the 

same value, a short between them has little impact) and a short resistance Rshort. The 

results from this simulation are shown in Figure 7.6, where the impact of a short 

between two wires is shown to depend on both the β ratio (the ratio of the PMOS and 

NMOS widths, Wp/Wn) of the repeaters and the value of the resistance. The voltages 

shown in the figure are taken at the receiver end of the wires, labeled V0 and V1 in 

Figure 7.4(b), to illustrate the impact of the short at the receiver. Figure 7.6(a) shows 

the wire whose value would be 0 V without the short; this output is faulty when its 

voltage is greater than the threshold voltage (~400 mV in the 90 nm technology). 

Figure 7.6(b) shows the wire whose value would be 1.2 V without the short; this 

output is faulty when its voltage is less than the threshold voltage. 

If Rshort > ~10 kΩ, there are no faults in the link regardless of the value of the β 

ratio (i.e. the wires are not considered to be shorted). When Rshort < ~10 kΩ, the β 

ratio affects the output response, making detection of short-circuit conditions data 

dependent. For example, when β = 3 the output V1 (shown in Figure 7.6(b)) is correct 

regardless of the short resistance, because the PMOS device in line V1 dominates that 

of the NMOS device in line V0 and the output does not get pulled down. However, in 

Figure 7.6(a) we see that the short causes the other output (V0) to pull up to 1.2 V 

incorrectly for resistances below ~10 kΩ.  
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Thus, for a short circuit to be detected at the output of a wire V, two conditions 

must be met. The two shorted wires must have different values, and the input of V 

must be the value dominated by the short (i.e. from Figure 7.6, an error occurs when 

 
(a) Unshorted output of 0 V. 

 
(b) Unshorted output of 1.2 V. 

Figure 7.6. Effect of varying short resistance and beta ratios on the output of two wires 

with opposing states. 
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β > ~2.5 only if V0 = 0, and an error only occurs when β ≤ ~2.5 if V0 = 1). 

The potential for a short to only affect the output under certain conditions 

requires two test cases to evaluate whether a short exists between two wires. Each 

combination of contention currents must be examined (i.e. the case where A = 1 and 

B = 0, as well as the case where A = 0 and B = 1). These two tests are also capable of 

detecting an open circuit, as both values (0 and 1) of each line are examined. Each 

test has four possible output combinations, listed in Table XXII along with potential 

causes of each output response. 

The output from the two test cases can result in 16 possible combinations, listed 

in Table XXIII along with potential causes of each response and the necessary action 

to take (shown in bold). Rows indicate results from Test 1 (A = 1, line B = 0), while 

columns indicate results from Test 2 (A = 0, line B = 1). For example, the box where 

the result of Test 1 is (1,0) and the result of Test 2 is (0,1) represents the condition 

Table XXII. Possible output responses for each of the two fault tests. 

Test 1: A = 1, B = 0 Test 2: A = 0, B = 1 

A, B = 0, 0  Open on Line A 
 Wires shorted,   

B dominating 

A, B = 0, 0  Open on Line B 
 Wires shorted,  

A dominating 
A, B = 0, 1  A & B open A, B = 0, 1  Correct 
A, B = 1, 0  Correct A, B = 1, 0  A & B open 
A, B = 1, 1  Open on Line B 

 Wires shorted,  
A dominating 

A, B = 1, 1  Open on Line A 
 Wires shorted,   

B dominating 
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where the outputs of A and B behave correctly, thus no wires need to be disabled. 

There are two possible fault modes, including stuck-at faults, possibly from a break in 

the wire, or inverted response, which may be a result of delay errors or a combination 

of a broken wire and a short to another wire. 

7.6. Adaptive Correction Framework 

In the following subsections, the structure and operation of the modules from 

Figure 7.1, aside from the previously described error detection units, are presented. 

Table XXIII. Potential effects and necessary actions to correct open and shorted 

wires. 

Test 1 Test 2 
A, B A, B = 0, 0 A, B = 0, 1 A, B = 1, 0 A, B = 1, 1 

0, 0 A stuck at 0 
B stuck at 0 

↓ 
Disable A 
Disable B 

A stuck at 0 
 
↓ 

Disable A 

A inverting 
B stuck at 0 

↓ 
Disable A 
Disable B 

A follows B 
 
↓ 

Disable A 

0, 1 A stuck at 0 
B inverting 

↓ 
Disable A 
Disable B 

A stuck at 0 
B stuck at 1 

↓ 
Disable A 
Disable B 

A inverting 
B inverting 

↓ 
Disable A 
Disable B 

A inverting 
B stuck at 1 

↓ 
Disable A 
Disable B 

1, 0 B stuck at 0 
 
↓ 

Disable B 

Correct 
Functionality 

↓ 
Do nothing 

A stuck at 1 
B stuck at 0 

↓ 
Disable A 
Disable B 

A stuck at 1 
 
↓ 

Disable A 

1, 1 B follows A 
 
↓ 

Disable B 

B stuck at 1 
 
↓ 

Disable B 

A stuck at 1 
B inverting 

↓ 
Disable A 
Disable B 

A stuck at 1 
B stuck at 1 

↓ 
Disable A 
Disable B 

 



 222 

7.6.1. Encoder and Decoder 

The encoder and decoder provide protection against transient faults. The encoder 

calculates check bits which are transmitted together with the data, and these check 

bits are used in the decoder to detect and correct errors. The reconfiguration system is 

designed as a separate layer from the underlying data transmission. This means that 

there are no error control coding requirements for the reconfiguration system to be 

able to bypass permanent errors. 

The system uses valid and ready signals to indicate when the data is valid for 

processing and when the receiver is ready for new data. These signals are needed to 

handle situations when there is no data to be transmitted, or when the receiver cannot 

store new data words because it is out of buffering space (e.g. because of network 

congestion). As mentioned earlier, these control signals are protected using triple 

modular redundancy (TMR). 

7.6.2. Reconfiguration Units 

The function of the reconfiguration unit is to route the data around the erroneous 

wires or wires under test. To balance the delay within routed wires, the 

reconfiguration ripples through the bus as shown in Figure 7.7. 



 223 

The number of spare wires s to be inserted into the system depends on the 

probability of a permanent error in a wire, the number of wires and the desired link 

lifetime. The number of spare wires has an effect not only on the permanent error 

tolerance but also on the complexity of the reconfiguration units. Each additional 

spare wire inserts some logic: the selection logic for the added spare, and one new 

input to select from for each wire in the link (the total number of inputs per wire 

is    , including the data input, s data inputs for rerouting, and the ILT test input). 

In addition, the total number of control registers per wire is            . The impact 

 
Figure 7.7. The reconfiguration unit: (a) no permanent errors, (b) a permanent error at 

location i, (c) permanent errors at locations i and n–1. 
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of s on area and energy is further analyzed using a case study, and will be discussed 

in Section 7.7. 

The spare wires have two purposes—to replace faulty wires, and to temporarily 

bypass in-use wires to allow them to be tested. For the latter purpose, spare wires can 

be used to replace in-use wires for testing. The retest property allows bypassed wires 

to be restored if their errors turn out to be intermittent rather than permanent. 

The test_in and test_out signals are only implemented with the ILT detection 

method. The method tests two adjacent wires at a time, so the reconfiguration unit at 

the transmitter must be able to connect the two test inputs to the correct pair of spare 

wires from s available spares. Similarly, at the reconfiguration unit at the receiver the 

two corresponding test outputs are selected from the set of outputs. The input 

selection is implemented using a control signal of width             (there are     pairs of adjacent spare wires). At the receiver there is a test control input which 

provides the address of the first test output, i. The other test output is set to 

address    . 

7.6.3. Reconfiguration Unit Control 

The error detection circuits in the Error detection and reconfiguration central 

control unit provide the location of any erroneous wires. To bypass these wires, the 

control sections of the reconfiguration units at each end of the link are used to 

transmit the reconfiguration information from the receiver to the transmitter, as well 
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as synchronize the reconfiguration so that both the transmitter and receiver do the 

reconfiguration in the same cycle. The transmission protocol is presented in the 

following subsection. 

Since the spare wires are shared by all the wires in the link (in contrast to [207], 

where each spare was fixed to a section of the link), the control portions of the 

reconfiguration units must be aware of the current state of each wire in the link. The 

request for a new reconfiguration is combined with this state information to produce 

matching control signals at the transmitter and receiver. To ensure that the system has 

a minimal effect on the data flow, there is a strict requirement for how much 

processing can be done during the reconfiguration cycle. Therefore, the control unit 

provides a separate control signal for each wire (width            ), reducing the 

amount of logic inserted into the critical path. The control signal provides the number 

of reconfigurations which have occurred at all indexes less than or equal to the wire 

address, so one signal can be directly used for controlling the wire routing. If wire i is 

erroneous, the control values of wire i and wire     will be different (in the case 

of    , the wire is indicated as erroneous if the control signal is non-zero). Figure 

7.7 illustrates the usage of control signals, shown just below each control input. In 

this example there are three spare wires. Figure 7.7(a) shows the case where there are 

no erroneous wires, thus the data at each wire location is passed straight through the 

reconfiguration unit, and all control signals are set to ‗00‘. Figure 7.7(b) shows the 
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case where wire wi is erroneous. Once detected, this causes the control signal at all 

locations greater than or equal to i to be set to ‘01‘, which in turn causes data passing 

through those wires to be shifted by one location. Figure 7.7(c) shows the effect of an 

additional wire error, with both wires wi and wn-1 marked erroneous. The control 

signals at all locations greater than or equal to     are set to ‗10‘, which causes the 

data at all locations greater than or equal to     to be redirected (dn-2 was already 

rerouted to wn-1, so it is shifted a second time).  

The reconfiguration control unit has two modes of operation. It can mark a wire 

erroneous, or remove the mark from a wire. The latter is needed to return a wire to 

normal operation if the error on it is intermittent instead of permanent. The mode can 

be provided as an input to the reconfiguration unit or it can be extracted from the 

reconfiguration control signals. The latter method is used in the transmitter to 

minimize the control transmission length from receiver to transmitter, while the 

former is used in the receiver because the information is already available there. 

Control values are computed by incrementing or decrementing the control value of 

each wire based on the reconfiguration location and mode. 

7.6.4. Transmission Protocol 

To minimize link area and energy, the transmission of control data is serial, using 

only one signal r_data, which is protected with TMR (see Figure 7.1). 

Synchronization is achieved using the reconf signal (also protected by TMR), which 
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enables the transmission of control data at the appropriate time. The transmission 

protocol is divided into three phases, including: (1) The initialization of a 

transmission, (2) the transmission of the error location err_loc (              
bits; the all-ones location is reserved for the purpose of starting a test without doing 

any reconfiguration), and (3) the end of the transmission. The reconfiguration 

procedure is activated immediately after the transmission. 

Figure 7.8 illustrates the reconfiguration procedure and the transmission of 

reconfiguration information from receiver to transmitter. In this example err_loc is 

seven bits wide. The transmission protocol and reconfiguration procedure are divided 

into timesteps labeled below the waveforms to aid the following description. 

Phase 1: The reconfiguration procedure is initiated by the reconfiguration 

central control unit at the receiver, which loads the reconfiguration location to 

err_loc_in and sets err_loc_valid_in (t0 in Figure 7.8(a)). The reconfiguration unit 

control at the receiver detects the err_loc_valid_in signal at the next clock edge, 

stores the error location, forwards its uppermost bit (err_loc[6]) to r_data and sets 

reconf high (t1). Setting reconf signals the start of a new transmission. In Figure 

7.8(a), the solid line for reconf corresponds to transitions at the receiver and the 

dashed line corresponds to transitions at the transmitter one link delay later (t2). For 

r_data only the receiver transitions are shown, indicated by rx at the end of the signal 

name. 
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(a) 

 
(b) 

Figure 7.8. (a) reconfiguration data transmission and (b) reconfiguration procedure. 
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Phase 2: The reconfiguration control unit at the transmitter latches the 

information on the rising clock edge and the transmission proceeds to the next error 

location bit (t3 in Figure 7.8(a)). The transmission proceeds one bit at a time, so the 

length of the total transmission depends on the width of the error location vector. 

Phase 3: After transmission of the second to last error location bit err_loc[1] (t4 

in Figure 7.8(a)), the reconfiguration control unit at the receiver resets reconf. When 

this transition is seen at the transmitter (t5), the end of transmission has been reached. 

The error location err_loc is forwarded to the control signal calculation, and the 

calculation is triggered by err_loc_valid at the next rising clock edge (t6 in Figure 

7.8(a)). The receiver side does the same with its reconfiguration control unit (t6). 

The reconfiguration procedure is illustrated in Figure 7.8(b). Note that the data 

transmission is uninterrupted by the reconfiguration process. This is achieved by 

taking advantage of the delay of the link using wave pipelining. The err_loc_valid 

signal is detected at the transmitter on the rising clock edge (t7 in Figure 7.8(b)). On 

the falling edge of that clock pulse, the transmitter side is reconfigured (t8). The 

reconfiguration is carried out by updating the control register at the transmitter 

reconfiguration unit ctrl_tx. The receiver latches the data (t9 in Figure 7.8(b)) before 

the new values from the reconfiguration propagate through the wire. This provides a 

timing constraint defined as 



 230 

                         
(7.1) 

Where tR_TX is the shortest delay through the reconfiguration logic at the transmitter, 

tL is the delay through the link, tR_RX is the shortest delay through the reconfiguration 

logic at the receiver, Tclk is the clock period and th is the hold delay of the input 

register at the receiver. 

The reconfiguration at the receiver is then completed by updating the control 

register ctrl_rx at the next rising clock edge (t10 in Figure 7.8(b)). The reconfiguration 

must be completed before the next data arrives at the receiver (t11) and is latched at 

the next rising clock edge (t12). 

7.7. Case Study and Comparison with Prior 
Work 

Hamming codes are the most widely used codes in previous research on 

interconnect link error protection [184][189][190][191][192][194]. As mentioned 

earlier, the minimum distance of a Hamming code is 3, so it can correct a single error 

in each codeword. Interleaving a large codeword into multiple groups of smaller 

Hamming codes can enhance the burst error tolerance of the larger codeword and also 

tolerate multiple errors (provided each error occurs in a separate group) [194], [209]. 

Because of its popularity, Hamming coding with interleaving is chosen as a reference 

system for comparison, and is also used in the presented ILT system. The presented 
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system is also compared to a syndrome-storing based detection (SSD) method, which 

is an alternative permanent error correction method in which the syndrome (the 

detected error pattern) of consecutive codewords are compared to check if an error 

lasts multiple cycles. Unlike the ILT method, the SSD method cannot reclaim a wire 

once it is disabled—permanent errors can be bypassed, but intermittent errors cannot 

be detected.  

For the case study, we set the data width      bits, and select a shortened 

Hamming (21,16) code with four interleaving sections (a shortened Hamming code is 

a code in which some message bits are removed to shrink the message size to a 

desired bit width—in this case a message width of 16 is used), resulting in a 

codeword width     . The system can correct all single errors, up to 77% of all 

double errors and burst errors affecting up to four adjacent wires [209]. 

The systems are also compared to a more complex coding approach, capable of 

detecting multiple errors. The Bose-Chaudhuri-Hocquenghem (BCH) codes are a 

class of linear block codes that can be easily constructed according to specifications 

for correcting as many errors as is required. We construct a code capable of detecting 

Table XXIV. Permanent Error Correction Case Study Systems. 

Name Code n + s ttran tperm 

Ham 4 x Hamming (21,16) 84 1* 
ILT 4 x Hamming (21,16) 87 1* 3 
SSD 4 x Hamming (21,16) 87 1* 3 
BCH BCH (85,64) 85 3 
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three errors and shorten it to match the dataword width, resulting in a shortened BCH 

(85,64) code. 

For this case study we use three spare wires (   ), which can be controlled 

with a two-bit signal as was explained in Section 7.4. The four systems created for 

comparisons and analyses are listed in Table XXIV, where ttran and tperm are the 

transient and permanent error correction capabilities respectively. 

7.7.1. Implementation Results 

The analysis was performed by synthesizing each design in STMicroelectronics 

90 nm technology. The wire area is not included in the result values, but their effect 

on timing and power consumption is taken into account. 

The delay and energy values for the link are from a study [210] where a link was 

modeled as an RC line of length 2 mm, using metal layers 5 and 6 in 

STMicroelectronics 90 nm technology at 1.2 V. The wires have minimum width, 

spacing to adjacent wires is double the minimum width, and the repeater spacing was 

optimized to minimize latency [211]. With average crosstalk, the delay and energy 

per wire per transmission, including the link drivers and repeaters, are 260 ps and 

1.3 pJ, respectively. Average values for crosstalk are provided using a recently 

presented technique that averages crosstalk effects without affecting other link 

parameters [212]. 
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The timing margin was set to 25% to account for sources of variation, so the 

circuits were synthesized at a clock frequency 25% higher than that reported in Table 

XXV. For instance, ILT and SSD can operate at 1.75 GHz in normal operating 

conditions, but the results are reported for frequencies of 1.4 GHz. 

The sum of the link delay, flip-flop CLK-Q propagation delay, and flip-flop 

setup delay provides the minimum propagation delay through the link, which, with 

the timing margin included, results in a maximum frequency of 1.8 GHz. If a higher 

frequency is required, the link can be pipelined, or different design parameters, such 

as wider wires or larger wire spacing, can be used. 

The reconfiguration logic delay is 130 ps including both the units at the 

transmitter and receiver. Low delay overhead for the critical path is achieved by 

constructing the multiplexers from tri-state buffers. The additional delay of 130 ps 

requires the frequency to be lowered by 22% to 1.4 GHz (including the 25% design 

margin). The majority-voter delay for triple modular redundancy in the control lines 

is less than the delay of reconfiguration logic. 

Area, speed, energy, and power results are presented in Table XXV. Each system 

is pipelined to achieve high throughput. The transmitters are one pipeline stage, the 

link is another stage, and the receiver requires two stages for each system other than 

BCH. BCH decoding has two modes, one when there are no errors in the link, and the 
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other when errors need to be corrected. Implementation details for the BCH 

realization are presented in [209]. 

Area values include each system component and the registers required for 

pipelining. Note that the transmitter area overhead for the BCH is smaller than the 

transmitter area overhead of the ILT and SSD systems. This is because the SSD and 

ILT systems require large configuration units in the transmitter to handle permanent 

errors, while the majority of the overhead in the BCH implementation is in the 

complex decoder unit. Energy values were calculated from the average power and 

simulation time of passing 104 random datawords through the systems at maximum 

throughput. The Ham, ILT and SSD system results include a transient error during 

transmission. BCH results are reported both with and without errors. 

The implementations use clock gating to reduce power and energy consumption. 

This can be seen from the stand-by power consumptions, which is measured when no 

data is flowing through the system (input signal valid is low) but the clock is not 

stopped. Stand-by power consumptions are only a few milliwatts, a small fraction of 

the values during operation. Note that the power values are reported at the operating 

frequency of each system. 
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The energy consumption, area and latency are compared in Figure 7.9, where 

each is presented relative to the value of the reference circuit Ham. The values for 

BCH are for the mode with errors to reflect the situation with permanent errors for 

Table XXV. Characterization of the case study systems. 

Circuit area (μm²) 
Name Encoder Decoder Total Gate Equiv. 

Ham 5454 7772 13226 3013 
ILT 22420 27745 50165 11427 
SSD 18859 27692 46551 10604 
BCH 6762 68413 75176 17124 

 
Clock frequency (GHz), throughput (MWord/s) and latency 

Name Clock Freq. Throughput 
Latency 

Clock Cycles ns 

Ham 1.8 1800 4 2.22 
ILT 1.4 1400 4 2.86 
SSD 1.4 1400 4 2.86 
BCH 1.1 1100/367* 5/8* 4.55/7.27* 

 *no errors/with errors 
 

Energy per transmitted flit (pJ) 
Name Encoder Decoder Link Total 

Ham 7.94 9.98 54.60 72.52 
ILT 10.67 13.73 54.60 79.00 
SSD 10.23 14.61 54.60 79.44 
BCH 9.90/15.58* 29.50/151.94* 55.25 94.65/222.76* 

    *no errors/with errors 
 

Stand-by power (mW) 
Name Encoder Decoder Total 

Ham 0.84 0.75 1.59 
ILT 0.81 1.19 2.00 
SSD 0.88 1.12 2.00 
BCH 0.49 1.75 2.24 
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which the systems are designed. From the figure it can be seen that the area of the 

ILT and SSD systems is 3.5–3.8 times as large as that of the Hamming reference 

circuit, but still only two thirds of the area required by the BCH implementation. The 

energy and latency overheads of the reconfigurable systems are 10% and 29% 

respectively as compared to the Hamming approach, and less than 40% of the BCH 

realization (36% energy and 39% latency). 

One reconfiguration procedure as described in Figure 7.8 consumes 99 pJ, which 

is about 1.3 times the energy consumed by one data transfer. In the SSD system, the 

energy overhead is negligible since it is only needed when an error is detected, and 

the maximum number of reconfigurations is the number of spare wires. In the ILT 

 
Figure 7.9. Case study comparison of energy, area and latency. 
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system, reconfigurations are done more frequently. One complete test round requires        reconfigurations, and       test rounds each consisting of two test 

patterns.  

The total amount of energy required to run one ILT test round is 20.3 nJ, of 

which 7.1 nJ is consumed at the transmitter, 8.8 nJ at the receiver and 4.3 nJ in the 

link transmitting the reconfiguration data and the actual testing. One test round takes 

2257 clock cycles so the energy overhead per transmitted flit is 9.0 pJ. When each 

round of testing is separated by a number of cycles, the energy overhead per 

transmitted data flit is reduced. This is shown in Figure 7.10, where the energy per 

transmitted data flit is shown as a function of the number of data cycles between ILT 

test rounds. For comparison, the SSD energy value is shown. At the intersection of 

the two lines, 44129 cycles, both methods have the same energy consumption per 

 
Figure 7.10. Comparison of detection method energy consumption. 
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transmitted flit. This means that if the in-line test is run less frequently than every 

46386 transmitted words, it consumes less energy than the SSD system. 

7.7.2. Error Tolerance Analysis 

The error correction capability of a coding approach can be described by the 

probability of a correct transmission in the presence of err errors, Perr. This can be 

refined to take into account the combined probabilities of correct transmission under 

transient (tran) or permanent (perm) errors, Ptran and Pperm respectively. The 

combined probability is defined as          
, which represents the probability of correct 

transmission in the presence of tran transient errors and perm permanent errors. 

Since Ham and BCH systems do not distinguish between the two types of errors, 

the combined probability of a correct transmission under both transient and 

permanent errors is 

                      (7.2) 

where Ptran+perm is the probability of a correct transmission in the presence of the total 

number of transient and/or permanent errors. 

Because each type of error is addressed separately in the ILT and SSD systems, 

the combined probability of correct transmission in those systems is 

                      (7.3) 
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as long as the time period between when a permanent error occurs and when it is 

corrected is much less than the mean time between transient errors (If a permanent 

error occurs at time t and is not corrected until time t + a, the time a should be much 

less than the time between transient errors). With the presented detection delays for 

the ILT system, the above is true for transient bit error rates less than 10-6 

errors/cycle. For the ILT system         when       . 

A comparison of the error recovery properties of the different systems is 

illustrated in Figure 7.11, where Perr for different coding approaches is calculated via 

MATLAB simulations and          
 is calculated for each error combination using (7.2) 

and (7.3). The bars show the probability of a correct transmission in each system 

when 0-3 transient errors occur in the link, with all errors being assumed as 

independent. In Figure 7.11(a) a situation where there are no permanent errors is 

shown. The ILT and SSD systems have the same error tolerance as the reference Ham 

system since they are all based on the same coding approach. BCH performs better 

than the other systems when there are multiple single errors. In the presence of burst 

errors, the Ham, ILT and SSD systems would perform similar to or better than the 

BCH because they make use of interleaving. For our case study, none of the systems 

implemented tolerates four or more simultaneous single errors, and therefore those 

cases are not shown in the graphs. System reliability in the presence of one permanent 

error is shown in Figure 7.11(b). The reference systems Ham and BCH lose a portion 
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of their error tolerance compared to Figure 7.11(a), while the reconfigurable ILT and 

SSD systems maintain the same error tolerance as with no permanent errors. 

In the presence of two (Figure 7.11(c)) or three (Figure 7.11(d)) permanent 

errors, the difference between detection methods can be seen. The detection 

capability of the SSD method is limited by the code it uses. Since the underlying 

coding approach is based on Hamming codes, not all multiple error scenarios can be 

detected. Figure 7.11 shows the worst case error patterns, where multiple single 

permanent errors occur simultaneously. 

The ILT system does not suffer from the same limitations, and can detect all 

permanent faults and replace erroneous wires as long there are enough spare wires. 

The error correction capability of the other systems declines with the number of 

permanent errors corrected. With three errors, the whole error correction capability of 

the BCH code has been consumed by the permanent errors and it cannot recover from 

any other errors. It still remains operable as long as there are no transient errors. 
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Figure 7.11. Comparison of error correction capability of the case study. 
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7.8. Discussion 

An erroneous wire can result in constant power consumption if it leaves the input 

of some repeater stages floating, resulting in a low-resistance path between VDD and 

ground. This can be overcome by using a separate power gating circuit for each wire, 

the control for which could be generated from the reconfiguration control signals. 

Spare wires can be efficiently used for shielding if their input is connected to VDD 

or ground. This can be especially beneficial if some wires are slower than others 

(making them more susceptible to timing errors). Slower wires could be detected with 

an enhancement to the presented in-line testing system. Currently the system grounds 

all unused spare wires. 

The decrease in throughput resulting from the reconfiguration 130 ps latency 

overhead could be avoided by inserting new pipeline stages for the reconfiguration 

units at the transmitter and receiver. This would mean trading latency, area and 

energy for higher throughput. The area and energy overhead of this approach could be 

partially compensated by retiming transmitter and receiver pipeline stages to loosen 

timing constraints in the synthesis tool. 

The total latency introduced by the proposed error protection circuitry is three 

clock cycles when compared to a link without any protection. The additional cycles 

are needed for the Hamming encoding and decoding. SSD always requires an ECC to 

be used on the link; however, ILT can be used on links without any ECC and thus, 
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without additional clock cycles. This could be useful in Networks-on-Chip where 

end-to-end transient error protection is used (end-to-end transmission involves one-

time encoding and decoding even though the data packet may travel multiple hops 

before reaching its destination), or in media applications where small periods of data 

corruption are acceptable. 

In many cases there are buffers at the inputs and outputs of the link (e.g. 

buffering at the routers of a NoC). This buffering capacity can be replaced by the 

buffer stages introduced to the transmitter and receiver when an ECC is used. Using 

these pre-existing buffers, we would not need any additional clock cycles and the 

latency increase would be eliminated. 

The area overhead of the circuits should be considered in context. For instance, 

in a mesh-shaped NoC with bidirectional links, there are five links per node, thus six 

transmitter/receiver pairs. If a node is of size 2 mm x 2 mm [162], the area overhead 

of the reconfigurable systems is approximately 5%, while the overhead of the BCH 

would be approximately 9%. 

Optimal selection of the number of spare wires s is nontrivial. Increasing s will 

also increase the delay of the reconfiguration units. The multiplexers have been 

constructed from tri-state buffers so that their impact when adding spare wires is 

limited to the delay caused by the output capacitance of the additional tri-state buffer 

together with the capacitance of the additional wiring. In [204], which concentrated 
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on yield improvement, the number of spare wires could be as high as the number of 

original wires. For run-time fault tolerance, a smaller number of spare wires is 

sufficient. The main benefit of the presented approach is to avoid use of complex 

coding schemes while still having good permanent error tolerance. 

The impact of the number of spare wires on the system area overhead and energy 

consumption was analyzed by synthesizing the ILT design with different numbers of 

spare wires. The normalized results are shown in Figure 7.12. The area grows 

considerably when adding the second or fourth spare wire. This logarithmic 

dependence was already predicted in Section 7.6. The changes in energy consumption 

are minor. From Figure 7.12 it can be concluded that the selection of spare wires is 

 
Figure 7.12. The impact of the number of spare wires s on area overhead and energy 

consumption. 
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mainly a trade-off between reliability and area. Spare wire numbers of 1, 3 and 7 are 

optimal choices due to the logarithmic dependence of the area. 

In the ILT system, the reconfigurations of wires in preparation for the test signals 

results in the majority of delay and energy consumption. One way to decrease the 

number of control transmissions and reconfigurations would be to introduce a special 

control packet to be used between tests to indicate two reconfigurations at once. This 

could potentially halve the number of control transmissions and reconfigurations.  

The combination of the ILT and SSD methods could achieve additional benefits 

beyond those discussed in this work. If the SSD method were used to detect 

permanent errors, the ILT properties could be used to further test wires declared 

erroneous. This would make it possible to return wires to normal usage if an error was 

intermittent. The SSD could also be used to trigger an ILT test round, thus 

minimizing the overhead of unnecessary test rounds. 
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8. Future Work and Open Problems 

Although this dissertation has concentrated on the impacts of and solutions to 

temperature variation, future chip design will require a holistic approach to PVT 

variation. Process, voltage, and temperature variation each impose fundamental limits 

on circuit design which are fast approaching and will require a great deal of effort to 

overcome. The problems arising from the immense integration of nanoscale design 

will link each type of variation with the others; process variation will result in high-

leakage components which will cause extreme local temperature variations; process 

and temperature variations will affect the amount of current flowing through each 

device, impacting voltage variations; temperature variation will result in advanced 

aging and changing process variation profiles, etc. 

Process variations may be improved through better fabrication methods, or the 

effects of process variation can be improved through post-process tuning; however, at 

the atomic scale, the fundamental quantum behavior of semiconductor devices will 

result in variations which may become orders of magnitude more important than they 

are right now; in a given channel there may be zero or two or three dopant ions, and 

this will require path-level adaptation which is infeasible with current adaptive 

system design. 
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Voltage variations may be improved through more robust voltage supplies and 

DC-DC converters, and the introduction and improvement of decoupling capacitors, 

but on the nanoscale level switching noise will be a fundamental problem. The 

voltage on a segment of a supply rail is fundamentally dependent on the data input to 

the circuit it supplies, and the amount of current drawn by the circuits is again 

intimately tied with local (and temporal!) variations in process and temperature. 

Temperature limitations are currently the biggest road block impeding 

performance improvement in large-scale systems. As mentioned in Chapter 1, the 

energy densities of integrated circuits are quickly approaching the levels of a nuclear 

reactor; system performance is limited by the amount of cooling available, and 

increased core frequencies will result in larger on-chip temperature gradients—

particularly with the growing popularity of SoI and 3D integration. 

In this dissertation, I have shown that temperature variation can be extremely 

important in system design, and presented some systems which will be able to reduce 

its impact. These systems are capable of combating the current problems facing 

temperature variation, but one major limitation of these systems is that future 

materials, particularly FD-SOI systems, can have temperature variations occurring 

orders of magnitude more quickly than the detection systems presented in this work. 

Low overhead sensors will be critical for mapping local temperature variations, but if 

these variations occur too quickly to be detected, even adaptive systems will require 
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extremely large guardbands to ensure functionality. While process variation 

guardbands can be reduced by using frequency binning (grouping parts by their 

maximum speeds or power budgets), the speed limitations caused by runtime 

variation guardbands cannot be offset by binning. One alternative is to use the 

proposed temperature compensation device approach to limit the impact of 

temperature on device current, but this approach may result in large delay overheads 

if applied to an entire chip. 

To combat these problems, we will need adaptive systems that are capable of 

quickly responding to changes in runtime conditions. I believe this will be among the 

largest problems in design of future systems, and the all-digital sensors presented in 

this paper are among the fastest reported to date for the resolutions mentioned (most 

temperature sensor designs do not treat speed as a primary, or even secondary 

concern). This is a two-part problem: faster sensors are critical, but the adaptive 

systems must be able to react more quickly as well, and the combined delay of 

sensing and system adaptation must be scaled down significantly to make variation-

aware systems useful for future generations of nanoscale system design. 

In addition to fast response time, one of the most important ways in which 

adaptive systems can be improved is through local optimization. Adaptive methods in 

large systems must support the lowest common denominator, e.g. the slowest 

component or the most power hungry core. Dividing the system into smaller units 
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will provide a more comprehensive solution, although this must be carefully balanced 

by overhead costs. As systems become further susceptible to temperature variation 

(and other types of variation as well), local adaptations will provide greater gains, and 

it will become beneficial to provide these adaptations at the core level, or even the 

path level. To accomplish these optimizations, further work is needed on reducing the 

overhead of the adaptive systems. 

The increased susceptibility to PVT variations will also likely increase the use of 

asynchronous designs, such as locally-asynchronous globally-synchronous (LAGS) or 

globally-asynchronous locally-synchronous (GALS) approaches. These approaches 

allow local units to be optimized to complete a task while the global system control is 

either synchronized or uses handshaking to avoid data hazards and other timing-

dependent inconsistencies. There is much research left to be done on integrating 

asynchronous systems with adaptive design, and this will likely become an important 

area in future nanoscale technologies. 

Adaptive and variation-aware systems will be useful in any new technology, so it 

is important to recognize that these systems are not just for extending the life of 

CMOS, but for pushing the boundaries of device design in general. Work in 

variation-aware system design will continue to be important for the entire future of 

computing. 
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List of Acronyms 

+I-T Slope: Reverse temperature dependence region 
--I-T Slope: Normal temperature dependence region 
ΣΔ ADC: ―Sum of parts‖ analog-to-digital conversion 
ABB: Adaptive body bias 
ADC: Analog-to-digital converter 
AOI: AND-OR-INVERT 
AVS: Adaptive Voltage Scaling 
BCH: Bose-Chaudhuri-Hocquenghem codes 
BSIM: Berkeley Short-channel IGFET Model 
DVFS: Dynamic Voltage and Frequency Scaling 
DVS: Dynamic Voltage Scaling 
DVS+DB: Dynamic Voltage Scaling with Delay Borrowing 
ECC: Error Control Coding 
EUV Lithography: Extreme ultraviolet lithography 
FBB: Forward body bias 
FO4: Fan-out of 4, used to signify a consistent load based on technology parameters 
GALS: Globally-Asynchronous, Locally Synchronous 
HVT: High threshold voltage 
I/O: Input/Output 
IC: Integrated Circuit 
IGFET: Insulated-Gate Field Effect Transistor 
ILT: In-Line Test system for interconnect error detection 
LAGS: Locally-Asynchronous, Globally Synchronous 
LCFD: Level Converter with Frequency Doubler 
LUT: Look-Up Table 
LVDS: Low-Voltage Differential Signaling 
LVT: Low threshold voltage 
MBU: Multi-Bit Upset 
MOSFET: Metal-Oxide-Semiconductor Field-Effect Transistor 
MTTF: Mean time to failure 
NMOS: N-type Metal-Oxide-Semiconductor Field-Effect Transistor 
NoC: Network-on-Chip 
ND: Normal temperature dependence region 
OAI: OR-AND-INVERT 
PDN: Pull-down network 
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PLL: Phase-Locked Loop 
PMOS: P-type Metal-Oxide-Semiconductor Field-Effect Transistor 
PTCD: Programmable Temperature Compensation Device 
PUN: Pull-up network 
PV var: Process and voltage variation 
PVT: Process, Voltage, and Temperature 
RD: Reverse temperature dependence region 
ROM: Read-Only Memory 
SBB: Standard body bias 
SEU: Singe-Event Upset 
SoI: Silicon-on-Insulator 
SSD: Syndrome Storing-based Detection system for interconnect error detection 
SVT: Standard threshold voltage 
TMR: Triple Modular Redundancy 
TPG: Test Pattern Generator 
VLSI: Very Large Scale Integration 
W.C./V: Worst case behavior specified by a voltage point 
W.C.: Overall worst case behavior 
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List of Symbols 

n: Electron concentration gradient 
p: Hole concentration gradient 
α: Technology-specific exponent for drain current 
αE: Material-specific constant for Varshni equation (eV/K) 
αR: Temperature coefficient of resistance 
αsw: Switching activity factor 
αth: Thermal diffusivity (cm2/s) 
αvsat: Saturation velocity temperature coefficient 
αVT: Threshold voltage temperature coefficient 
αμ: Mobility temperature exponent 
β: Sizing ratio of a MOSFET gate (ratio of PMOS size to NMOS size) 
βE: Material-specific constant for Varshni equation (K) 
γ: Body effect parameter 
ΔT: Change in temperature 
ΔV: Change in voltage 
ε: Permittivity (F/m) 
εSi: Relative permittivity of Silicon (11.7) 
η: Device constant coefficient for inversion layer change density 
κ: Dielectric constant 
μ: Mobility (cm2/V·s) 
μ0: Mobility at nominal temperature 
μcb: Bulk charge Coulombic scattering component of mobility 
μeff: Effective mobility 
μint: Interface charge Coulombic scattering component of mobility 
μm: Arithmetic mean 
μn: Electron mobility 
μp: Hole mobility 
μph: Phonon scattering component of mobility 
μsr: Surface roughness scattering component of mobility 
ξ: Electric field (V/m) 
ξeff: Effective transverse electric field 
ρ: Substrate density (g/cm3) 
σ: Standard deviation 
τ: Delay 
ϕF: Fermi energy 
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ΦGC: Gate-channel work function difference 
ϕgs: Gate-substrate contact potential 
ϕT: Thermal voltage ( = kT/q) 
A: Constant in Shockley diode model 
Aj: Constant in Black‘s equation  

Al: Aluminum 
C: Capacitance  
c: Specific heat (J/g°C) 
Cc: Coupling capacitance 
CL: Load capacitance 
ClkQ delay: Delay from clock signal edge to output of flip-flop 
Clk: Clock 
Cox: Oxide capacitance 
Cs: Substrate capacitance 
Cu: Copper 
D: Diffusion current 
dmin: Minimum Hamming distance between codewords 
Dn: Electron diffusion current 
Dp: Hole diffusion current 
E: Energy  
Ea: Activation energy 
EC: Conduction band energy level 
EF: Fermi energy level 
Eg: Energy band gap 
Eg0: Energy band gap at T = 0 K 
En: Sensor enable period 
EV: Valence band energy level 
f: Frequency 
fbase: Baseline frequency 
Fe: Iron 

FF: Fast PMOS/Fast NMOS process corner 
fguardband: Guardbanded frequency 
fosc,max: Maximum oscillator frequency over a given temperature range 
fosc,min: Minimum oscillator frequency over a given temperature range 
fosc: Oscillator frequency 
GaAs: Gallium Arsenide 
Ge: Germanium 
Ham: Hamming codes 
I0: Reverse saturation current in Shockley diode model 
I125°C: Current at 125°C 



 270 

I-55°C: Current at -55°C 
ID: Drain current 
Ileak: Leakage current 
Ipeak: Peak current during short-circuit period 
IR Drop: Drop in voltage along an interconnect associated with finite wire resistance 
Isub: Subthreshold leakage current 
I-T dependence: Dependence of device current on temperature 
J: Current density (A/m2) 
JN: Electron current density 
JP: Hole current density 
k: Boltzmann constant (1.38·10-23 J/K) 
kth: Thermal conductivity (W/cm°C) 
L: Device length 
Lx: Length of unit under test 
n: Electron density 
nj: Constant scaling factor in Black‘s equation 
NA: Acceptor dopant concentration 
NC: Density of states in the conduction band 
ND: Donor dopant concentration 
NFF: Number of flip-flops  
NG: Gate dopant concentration 
ni: Intrinsic carrier concentration 
Ni: Nickel 
Npulse,max: Maximum number of pulses generated by a pulse generator over a given 

temperature range 
Npulse,min: Minimum number of pulses generated by a pulse generator over a given 

temperature range 
Npulse: Number of pulses generated by a pulse generator 
NV: Density of states in the valence band 
p: Hole density  

P: Power dissipation 
Pavg: Average power dissipation 
Pdyn: Dynamic power dissipation 
Perr: Probability of correct transmission in the presence of err errors 
Pidle: Power dissipation when unit is idle 
Pleak: Leakage power dissipation 
Ps: Technology-specific constant for velocity-saturated drain current 
Psample: Power dissipation per sample 
Psc: Short-circuit power dissipation 
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PTCDnset: Programmable Temperature Compensation Device technique using 
additional devices only in the pull-down path 

PTCDnset+pset: Programmable Temperature Compensation Device technique using 
additional devices in both the pull-up and pull-down paths 

PW: Enable pulse width          
: Probability of correct transmission in the presence of perm permanent and 
tran transient errors 

q: Charge on an electron (1.6·10-19 C) 
Qb: Substrate depletion charge density 
QB0: Depletion region charge density at surface inversion 
Qcrit: Critical charge 
Qinv: Inversion layer charge density 
Qox: Oxide-substrate interface charge density 
Qss: Surface charge density 
qV: Power density per unit volume (W/cm3) 
r: Distance between heat source and measurement point in thermal system 
R: Resistance  
R0: Resistance at nominal temperature 
Ravg: Average sensor resolution over a given temperature range 
RC model: Interconnect model including resistive and capacitive components 
Rmin: Minimum sensor resolution over a given temperature range 
Ropen: Open resistance between two wires 
rsample: Sensor sampling rate 
Rshort: Short resistance between two wires 
Rth: Thermal resistance (°C/W) 
s: Number of spare wires in an interconnect link 
S: Technology scaling factor 
Si: Silicon 
SiC: Silicon carbide 
SiO2: Silicon dioxide 
SS: Slow PMOS/Slow NMOS process corner 
T: Temperature 
t: Time 
t’: Time step 
T0: Nominal temperature (baseline temperature used for empirical modeling) 
Ta: Ambient temperature 
Taccuracy: Accuracy of a temperature sensor 
Tchip: Actual chip temperature 
Tclk: Clock period 
tcorrection: Adaptation latency of a temperature-compensation system 
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td,125°C: Delay at 125°C 
td,-55°C: Delay at -55°C 
td,f: Delay of a falling edge transition 
td,r: Delay of a rising edge transition 
tenable: Enable pulse width of a temperature sensor 
Tguardband: Temperature guardband 
th: Hold delay 
Tj: Junction temperature 
tL: Link delay 
Tmeasured: Measured chip temperature 
TOP: Temperature reading taken at VOP 

Tox: MOSFET gate oxide thickness 
tR_RX: Shortest delay through ILT reconfiguration logic in the receiver 
tR_TX: Shortest delay through ILT reconfiguration logic in the transmitter 
Trange,max: Maximum temperature of the desired temperature range 
Trange,min: Minimum temperature of the desired temperature range 
TREF: Temperature reading taken at VREF 

tresponse: Response time of a temperature sensor 
tsc: Short-circuit current period 
tsensor: Sensor polling time 
TT: Typical PMOS/Typical NMOS process corner 
Tthreshold: Threshold temperature used to trigger an adaptive system 
U: Ratio of supply voltages for scaling purposes 
VB,N: NMOS body voltage 
VB,P: PMOS body voltage 
Vb: MOSFET body voltage 
vd: Drift velocity 
Vd: MOSFET drain voltage 
VDD: Supply voltage 
Vds: MOSFET drain-source voltage ( = Vd – Vs) 
VFB: Flat band voltage 
Vg: MOSFET gate voltage 
Vgs: MOSFET gate-source voltage ( = Vg – Vs) 
VHigh: Higher of two supply voltages 
VINS,N: Temperature insensitive voltage in NMOS devices 
VINS,P: Temperature insensitive voltage in PMOS devices 
VINS: Temperature-insensitive voltage 
VLow: Lower of two supply voltages 
VNOM: Technology-specified nominal voltage 
VOP: Operating voltage of a unit being monitored 
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VREF: Reference voltage 
Vs: MOSFET source voltage 
vsat: Saturation velocity 
vsat0: Saturation velocity at nominal temperature 
Vsb: MOSFET source-body voltage ( = Vs – Vb) 
Vswing: Swing voltage 
VT,VB0: Unbiased threshold voltage 
VT: Threshold voltage 
VT0: Threshold voltage at nominal temperature 
W: Device width 
Wx: Width of unit under test 
x: Cartesian dimension 
y: Cartesian dimension 
z: Cartesian dimension 


