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Abstract. Photoinduced charge-transfer excitations are key to understand the primary
processes of natural photosynthesis and for designing photovoltaic and photocatalytic devices.
In this paper, we use Bacteriochlorophyll dimers extracted from the light harvesting apparatus
and reaction center of a photosynthetic purple bacterium as model systems to study such
excitations using first-principles numerical simulation methods. We distinguish four different
regimes of intermolecular coupling, ranging from very weakly coupled to strongly coupled,
and identify the factors that determine the energy and character of charge-transfer excitations
in each case. We also construct an artificial dimer to systematically study the effects of
intermolecular distance and orientation on charge-transfer excitations, as well as the impact of
molecular vibrations on these excitations. Our results provide design rules for tailoring charge-
transfer excitations in Bacteriochloropylls and related photoactive molecules, and highlight
the importance of including charge-transfer excitations in accurate models of the excited-state
structure and dynamics of Bacteriochlorophyll aggregates.
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1. Introduction

Photoinduced charge-transfer excitations are of central importance to the primary processes
of natural photosynthesis and for photovoltaic and photocatalytic applications [1, 2]. In
organic semiconductors, charge-transfer excitations are believed to be important intermediates
between excited states localized on donor molecules and charge-separated electron-hole states
on acceptor and donor units, respectively, even though the exact mechanism of charge-
separation is debated [3–12]. In photosynthesis, the efficient conversion of solar energy
into Chem. energy is achieved by structurally complex aggregates of Bacteriochlorophylls
(BCL), Chlorophylls, and other pigment molecules embedded in transmembrane proteins
that modulate their structure and function. These pigment-protein complexes form light-
harvesting complexes and reaction centers that are responsible for photon absorption,
excitation-energy transfer, and charge-separation. Their main operating principles are well-
understood due to a wealth of crystallographic and spectroscopic studies complemented by
numerical modelling using semi-empirical and first-principles approaches [13–22].

Figure 1. Crystal structure of BCL aggregates in the reaction center (RC) and light-harvesting
II (LHII) complex of the purple bacteria Rhodobacter sphaeroides and Rhodoblastus
acidophilus, respectively. Dimers of BCLs are highlighted in color using (a) pink for the
special pair PA – PB, (b) orange for the A branch dimer PA – BA, (c) red for a dimer from
the B800 and blue for a dimer from the B850 ring of the LHII complex. Hydrogen atoms are
omitted for clarity.

In purple bacteria, charge separation occurs in reaction centers (RCs) comprising a
hexameric aggregate of four BCLs and two Bacteriopheophytins, tightly surrounded by
several protein chains [23–25]. The primary four BCL molecules of this reaction center are
shown in Figure 1a, highlighting the so-called special pair (SP), a strongly-coupled dimer of
BCLs called PA – PB in the following. Charge separation in the bacterial RC is initiated by a
series of energy- and charge-transfer excitations that involve the SP and proceed along the A
branch, the photoactive of the two pseudo-symmetric branches the RC consists of [19,26–28].
In Figure 1b, we have highlighted the A-branch dimer PA – BA that has been speculated to be
involved in the primary charge-separation step, although this assignment is debated in the
literature [29–32]. Excitation energy reaches the RC through a cascade of excitation-energy
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transfer processes that are initiated in the light harvesting II (LHII) complex, consisting of
two rings of BCL molecules dubbed B850 and B800, respectively, and shown in Figure 1c.
Neighboring BCLs in the B800 ring are only weakly coupled and excitation-energy transfer
is well-described by Förster dipole-dipole coupling [33]. In the B850 ring, neighboring BCL
molecules are closer and intermediate between the weakly coupled B800 and the strongly
coupled special pair BCLs.

The excited states that are believed to be responsible for excitation energy transfer
in and between the light-harvesting complexes and the RC, are commonly thought of as
Frenkel-like excitons that are spatially relatively localized on one or two BCL molecules [34].
Semi-empirical models based on Frenkel-excitons Hamiltonians have played an important
role in modelling the excitation-energy and charge-transfer dynamics in large photosynthetic
pigment-protein complexes [35–37]. However, for a reliable and predictive representation
of the electronic coupling between adjacent pigments, charge-transfer excitations need to
be included in these model Hamiltonians [36, 38–41], calling for accurate first-principles
calculations of such excitations.

For computationally efficient first-principles methods such as time-dependent density
functional theory (TDDFT), charge-transfer excitations were long considered a major
challenge due to their inherently nonlocal nature, i.e., the spatial separation of the occupied
and virtual orbitals contributing to these excitations [42]. TDDFT with optimally-tuned
range-separated hybrid functionals is a viable solution to this problem, and has been used
to predict excited states of molecular systems and solids with great success [43–49]. In
these exchange-correlation functionals, the presence of long-range exact exchange leads to
asymptotically correct potentials. Additionally, a parameter controlling the range-separation
of exact and semilocal exchange can be used to tune the energies of the highest occupied and
the lowest unoccupied orbitals to correspond to the negative of the ionization potentials and
the electron affinity, respectively, within the conceptual framework of generalized Kohn-Sham
[50]. Both conditions are crucial for accurately capturing charge-transfer excitations within
linear-response TDDFT [51] and have been extended to solvated molecular systems [47, 52]
and extended solids [49].

An alternative approach for calculating charge-transfer excitations of molecules and
solids is the GW+Bethe-Salpeter Equation (GW+BSE) approach [53, 54]. While this method
was initially primarily applied to solids, recent years have witnessed a multitude of studies
that have demonstrated the accuracy and predictive power of the GW+BSE method for small
molecules [55–57] and larger molecular complexes [58–62]. In particular, we [63] and
others [62] benchmarked the accuracy of the GW+BSE approach against experiment and
wavefunction-based methods and found excellent agreement for the Qy and Qx excitations
of a range of BCL and Chlorophyll molecules. We showed that both eigenvalue self-
consistent GW calculations and one-shot G0W0 calculations where the zeroth-order single-
particle Green’s function G0 and screened Coulomb interaction W0 were constructed from a
DFT eigensystem obtained with an optimally-tuned range-separated hybrid functional lead
to the best results. TDDFT with an optimally-tuned hybrid-functional performed slightly
worse and tended to overestimate the energy of the Qy excitations, in agreement with previous
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studies [58].
In this article, we report a systematic first-principles study of charge-transfer excitations

in BCL dimers - the smallest structural units in which excitations with intermolecular charge-
transfer character can be observed. Two types of BCL dimers constitute our model systems
in this study: The first class of dimers (discussed in Section 3.1) is extracted from the LHII
complex and RC of purple bacteria. We note that the excitation energies that we calculate for
these systems will be different from those in vivo, where electrostatic and dielectric effects
of the protein environment and coupling with other pigments leads to different excitations
and affects locally excited and charge-transfer states differently [34, 64–66]. Our goal is to
elucidate the factors that determine the energy and character of these excitations, in particular
their mixing with the coupled Qy and Qx excitations of the dimers. We treat these dimers as
representative of four different regimes of intermolecular coupling resulting in distinct charge-
transfer properties: 1. The B800 dimer is very weakly coupled with Qy and Qx excitations
resembling those of the monomeric units and high-energy charge-transfer excitations due to
vanishing orbital overlap. 2. The A-branch dimer is more strongly coupled and exhibits
one charge-transfer excitation corresponding to electron transfer from PA to BA. We use the
notation P+

A B−A to indicate the direction of charge-transfer in the following. This charge-
transfer excitation is ∼0.4 eV higher in energy than the coupled Qx excitations. 3. The
B850 dimer is even more strongly coupled. The lowest-energy charge-transfer excitation
mixes with the coupled Qx excitations and another charge-transfer state appears at slightly
higher energies. 4. Finally, the special pair SP is the most strongly coupled case with three
charge-transfer excitations mixing with the coupled Qx excitations. Additionally, we construct
an artificial BCL dimer and systematically study the effects of intermolecular distance
and orientation on charge-transfer excitations. We also estimate the effect of molecular
vibrations on charge-transfer excitations. We do this by calculating the vibrational normal
modes of a dimeric system and determining the change of excitation energies for structures
distorted along normal modes. This allows us to identify vibrational modes with pronounced
effects on charge-transfer excitations. Finally, we comment on differences and similarities
between TDDFT with an optimally-tuned range separated hybrid functional and the GW+BSE
approach.

2. Computational Methods

2.1. First-Principles Methods and Computational Details

For all calculations reported in this article, we used TDDFT as implemented in TURBOMOLE

version 7.5 [67] and the GW+BSE approach as implemented in MOLGW version 3.0 [68].
Briefly, in the linear-response formulation of both methods the excitation energies Ωn can be
obtained by solving the matrix eigenvalue equation CZ = Ω2

nZ, where C is

Ci jσ ,klτ = (εiσ − ε jσ )
2
δi jδ jlδστ +2

√
εiσ − ε jσ

√
εkτ − εlτKi jσ ,klτ (1)

and the indices i,k refer to occupied, j, l to virtual orbitals and σ ,τ to spin-indices.
Differences between TDDFT and the GW+BSE approach enter Equation 1 in two distinct
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ways: 1. Through the differences between virtual and occupied orbital energies εiσ − ε jσ

which are obtained from a (generalized) Kohn-Sham calculation in TDDFT and from the GW
approach in GW+BSE. 2. Through the kernel matrix element Ki jσ ,klτ , which depends on
the exchange-correlation kernel fxc,σ - the functional derivative of the exchange-correlation
potential - in TDDFT, and on the screened Coulomb interaction W , typically evaluated in the
random phase approximation and at zero frequency, in the BSE approach [69–72].

Here we use the optimally-tuned range-separated hybrid functional ωPBE for our
TDDFT calculations. We use a range-separation parameter ω=0.171 a−1

0 , based on tuning
for a single BCL a molecule performed by Schelter et al. [73]. The optimal-tuning procedure
follows the recipe by Stein et al. and ensures that the HOMO eigenvalue corresponds to
the ionization potential and the LUMO eigenvalue corresponds to the electron affinity of the
molecule [74]. We do not perform a new tuning procedure for the dimers for general reasons:
Using the same ω for each dimer allows us to compare the electronic and excited state
structure of these systems on the same footing. Furthermore, optimal tuning of conjugated
systems of increasing size leads to artificially low values of ω and, thus, a dominance
of semilocal exchange at long range, which deteriorates the description of charge-transfer
excitations [47, 75].

For our GW+BSE calculations we use a "one-shot" G0W0 approach in which we
construct the zeroth-order single-particle Green’s function G0 and the screened Coulomb
interaction W0 from DFT eigenvalues and eigenfunctions calculated using the same ωPBE
as described above. This approach leads to excellent agreement with experimental excitation
energies and reference values from wavefunction-based methods for a range of BCL and
Chlorophyll molecules [63]. Range-separated hybrid functionals have been shown to lead
to accurate charge-transfer excitations for larger molecular complexes as well [58, 76]. In all
calculations we used a def2-TZVP basis set, and the frozen core and resolution-of-the-identity
approximations (with the DeMon auxiliary basis set [77]). We did not apply the Tamm-
Dancoff approximation in any of the results reported in this paper. In our G0W0 calculations,
we used the optimized virtual subspace method by Bruneval with an aug-cc-pVDZ basis set
for the reduced virtual orbital subspace [78]. With these settings, our excitation energies
are converged to within 40 meV. Further details on our convergence tests can be found in
Section 2.2 and in the Supplemental Material (SM).

For evaluating the character of the excited states, we calculated their transition
and difference densities which are both derived from the density matrix γ ii(r,r′) =

N
∫

Ψi(r,r2,r3, ...,rn)Ψ
i(r′,r2,r3, ...,rn)dr2...drn, where N is the number of electrons and Ψi

is the generalized Kohn-Sham excited-state wavefunction, here constructed from a sum of
Slater determinants of generalized Kohn-Sham orbitals with coefficients from linear-response
TDDFT or the BSE. The ground state density is n0(r) = γ00(r,r′). The density of excited
state i is ni(r) = γ ii(r,r′). The difference density is obtained by subtracting ni from n0, and
allows to visualize the change of density upon excitation of the system into excited state i, as
schematically shown in Figure 2. The transition density is obtained as the diagonal part of the
density matrix for a transition from the ground state into an excited state i ρ0i(r) = γ0i(r,r′),
and is particularly useful for determining the interaction strength of electronic transitions with
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light and efficiencies of excitation energy transfer. For charge-transfer excitations there is no
overlap between ground and excited state, thus the transition density vanishes. Therefore,
the difference density is a more useful tool for visualizing charge-transfer excitations and
quantifying their charge-transfer character [79]. Note that for the identification of charge-
resonance excitations, i.e., excitations without a net charge transfer which can be described as
linear combinations of forward and backward charge transfers of equal weight, direct analysis
of the transition density matrix is a more useful tool [80]. In the following, we define charge-
transfer excitations as those with a net shift of charge with respect to the ground state.

To quantify the magnitude of charge transfer we integrated over subsystem difference
densities. For this purpose, we subdivided the volume containing the difference densities of
the dimer into subsystem volumes, each containing one pigment. Our aim is to assign each
grid point of the difference-density grid to its closest pigment molecule. For achieving this,
we used the distances between grid points and each molecule’s atomic coordinates (including
hydrogen atoms), as previously done in Ref. [64].

Figure 2. Schematic isosurface picture of the difference density of an excited state. The
red and blue areas correspond to regions of positive and negative density, respectively. We
integrate the difference density over volumes associated with each molecule to quantify how
much charge is transferred as a result of the excitation (see main text).

Finally, to obtain a mode-resolved picture of the effect of thermally-activated vibrations
(Section 3.3), we relaxed a dimer structure using the B3LYP approximation for the exchange-
correlation functional and def2-TZVP basis set, and evaluated its normal modes and
frequencies. Using the harmonic approximation, we related the amplitude of these normal
modes with the thermal energy of a molecule. Thus, we distorted the dimer structure along
its lowest-frequency normal modes at a temperature of 300 K. In this manner, we generated
60 distortions of the dimer, that we then studied using TDDFT calculations using the ωPBE
functional. All these calculations were performed using the tools provided in the TURBOMOLE

package.
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2.2. Convergence of G0W0+BSE calculations

We carefully tested that our GW+BSE results are converged. Due to the large size of a
BCL dimer, featuring more than 300 electrons, the calculation of the GW self-energy which
requires summation over virtual states is computationally demanding. We therefore used the
optimized virtual subspace method implemented in the MOLGW code, in which a reduced
virtual orbital subspace represented by a comparably small basis set is used to evaluate the
GW self-energy [78].

Figure 3. Convergence of GW (a) HOMO-LUMO gap and (c) energy of the first excited
state of BCL a monomer as a function of the number of basis functions. Blue data points
correspond to calculations in which the same basis set is used for the occupied orbitals and the
virtual subspace. Red points correspond to calculations using the optimized virtual subspace
method. Lines are fits to these data points. Convergence of the HOMO-LUMO gap and energy
of the first excited state is shown in panel (b) and (d) for the B850 dimer, respectively. Here,
green corresponds to using the same basis set for the occupied orbitals and the virtual subspace
and pink to calculations using the optimized virtual subspace method.

We start by testing the convergence of the HOMO-LUMO gap, and the Qy and Qx

excitations of a BCL a monomer with respect to basis set size without the optimized virtual
subspace method (Table S1). In agreement with our previous results [63], we find that the
def2-TZVP basis set deviates by less than 10 meV from the considerably larger aug-cc-pVTZ
basis. We proceeded by calculating the convergence of the Qy and Qx excitations of the BCL
monomer as a function of the number of virtual orbitals Nvirt included in the evaluation of
the GW self-energy using the def2-TZVP basis (Figure S1). We find that for Nvirt = 500
both excitations are converged to within 80 meV from the limit of infinite Nvirt . Based on
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these findings we continued by evaluating the effect of using a smaller basis set for the
virtual subspace [78]. The results for the HOMO-LUMO gap and the Qy excitation are
plotted in Figure 3a and c, and show that the optimized virtual subspace method leads to
an underestimation of the HOMO-LUMO gap and the Qy excitation energy as compared to
the conventional method in which the same basis set is used for all orbitals. We find that using
the aug-ccpVDZ basis for the optimized virtual subspace in conjunction with Nvirt = 500 leads
to a fortuitous error cancellation and results in a HOMO-LUMO gap and Qy and Qx excitation
energies that are within less than 50 meV of the results obtained with the conventional method
and Nvirt → ∞ (Figure S2).

For the dimer, we therefore chose Nvirt = 1000 and the same strategy for determining the
optimized virtual subspace. We find very similar results for the convergence of the HOMO-
LUMO gap and the first bright coupled Qy excitation shown in Figure 3b and d. All GW+BSE
results reported in this paper are therefore based on calculations using the def2-TZVP basis
set for the occupied orbitals and the aug-ccpVDZ basis for the optimized virtual subspace.

2.3. Construction of the Model Systems

We constructed our model systems from the x-ray crystallographic structures of the purple
bacteria Rhodobacter sphaeroides (structure ID 1M3X in the Protein Data Base) [81],
Rhodoblastus acidophilus (structure ID 1NKZ [82]). In all structures, we replaced the phytyl
tail with hydrogen. Hydrogen atoms not resolved in the experimental crystal structure were
added using AVOGADRO and their positions were optimized while keeping the rest of the
structure fixed. These geometry optimizations were performed using TURBOMOLE and the
B3LYP exchange-correlation functional. The reaction center dimers PA – PB and PA – BA

(Figures 1a and b) were constructed using structure 1M3X while the B800 and B850 ring
dimers (Figure 1c) were extracted from 1NKZ. These molecules correspond to ID numbers
BCL307 and BCL309 for the B800, and BCL302 and BCL303 for the B850 ring. Note that
the resolution of X-ray crystal structures of protein complexes is often not high enough to
resolve the internal structure of the chromophores. Therefore, internal coordinates (such as
bond lengths) can be unreliable, and care should be taken when comparing calculations to
experiment [83]. We illustrate this effect in Figure S3, where we compare TDDFT spectra
based on the X-ray crystal structures with those based on constrained relaxations of the B800
and the B850 dimers. Geometry optimization leads to significant changes in the excitation
energies, in particular a blueshift of the Qy excitation and charge-transfer states. Nonetheless,
in Section 3.1, we present results based on unrelaxed crystal structures, since qualitatively the
results are the same.

To study the effect of structure in more detail, we additionally constructed an artificial
dimer consisting of two exactly equivalent relaxed BCL a molecules (using molecule PA)
that we initially oriented in the same way as the special pair dimer PA – PB by aligning their
transition dipole moments (as calculated with TDDFT) with those of PA and PB, respectively.
We are providing all relevant structure files necessary to reproduce the results of this article
in the SM.
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3. Discussion and Results

3.1. Charge-Transfer Excitations in RC and LHII Dimers

We start by comparing the excitation spectrum of the four dimeric systems shown in Figure 1a-
c using TDDFT and GW+BSE. The energies and oscillator strengths of the first 15 excitations
of each system can be found in Table S3 and S4. The spectra are shown in Figure 4a
and b, respectively, and allow for several observations. First, we find that TDDFT and
GW+BSE predict qualitatively very similar spectra. The most striking difference appears for
the B800 dimer, for which the coupled Qy excitations calculated with TDDFT are ∼0.3 eV
higher in energy than with GW+BSE while all other excitations are at similar energies. This
observation is consistent with our results for single BCL a molecules for which TDDFT with
optimally-tuned ωPBE consistently overestimates the Qy excitation energy by ∼0.3 eV [63]
and therefore leads to an underestimation of the Qy – Qx energy difference as compared
to experiment. Interestingly, this overestimation as compared to GW+BSE, while still
present, is less pronounced for the other three dimers and seems to decrease with increasing
intermolecular coupling. Our results are in qualitative agreement with previous calculations
(see Table S5), but a comparison is complicated by the use of different structural models,
exchange-correlation functionals and basis sets.

Figure 4. Excitation spectrum of B800, A-branch, B850, and SP dimers using (a) TDDFT
with ωPBE and (b) the G0W0@ωPBE+BSE approach. Arrows mark dark excitations without
(D) and with (CT) charge-transfer character. The shaded areas are calculated by folding the
excitation energies with Gaussian functions with a width of 0.08 eV as a guide to the eye.
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Second, we find several dark excitations for all four systems, predicted at very similar
energies with TDDFT and the GW+BSE approach. We analyze the charge-transfer character
of these excitations by calculating their difference densities and integrating over subsystem
difference densities as described in Section 2.1. The energy and character of these dark
excitations considerably differs for our four dimers. For the B800 dimer, we find three dark
excitations, E5, E6, and E7, ∼0.7 eV above the coupled Qx excitations which are almost
degenerate. The difference densities (Figure S4 and Table 1) do not indicate any charge-
transfer character for these excitations - their charge distribution is primarily localized on
only one BCL in each excitation, and looks similar to those of the monomeric system. Charge-
transfer excitations can be found at around 3.0 eV, consistent with the large distance of 20 Å
between the B800 molecules, measured as the distance between their centers of masses.

dimer molecule label charge distribution
E3 E4 E5 E6 E7

B800
B307 0 0 0 0 0
B309 0 0 0 0 0

A-branch
PA 0 0 -0.97 0 0
BA 0 0 0.97 0 0

B850
B302 -0.83 0 0 0.86 0
B303 0.83 0 0 -0.86 0

SP
PA -0.69 0 0 0.83 -0.76
PB 0.69 0 0 -0.83 0.76

Table 1. Difference density integrated over subsystem volumes. The first two excitations,
i.e., E1 and E2, are not included since their difference densities integrate to zero in all studied
systems.

The molecules PA and BA of the A-branch dimer are ∼13 Å apart, leading to stronger
intermolecular coupling and the appearance of a charge-transfer state in the energy range
considered here. Figure 4 shows that for this system the coupled Qy and Qx excitations
are split and the first dark excitation is ∼0.3 eV higher in energy than the second coupled
Qx excitation. Contrary to the B800 dimer, this dark excitation has clear charge-transfer
character (Table 1) and corresponds to P+

A B−A . The character of the two following dark states
is unchanged as compared to B800 apart from a redshift.

In the B850 dimer with ∼ 11Å distance, the stronger intermolecular coupling leads to a
further redshift of the dark excitations. We find that a dark state mixes with the coupled Qx

excitations leading to charge-transfer character in E3. The second charge-transfer excitation,
E6, appears ∼0.2 eV above the first one, in the vicinity but energetically well-separated from
the coupled Qx excitations.

The excitation spectrum of the special pair dimer SP is yet different. Due to the strong
intermolecular coupling of the two molecules which are only 9 Å apart, three charge-transfer



11

excitations appear at relatively low energies. The first one is lower in energy than the
first coupled Qx excitation and corresponds to P+

A P−B , whereas the other two are above the
coupled Qx excitations and correspond to P−A P+

B and P+
A P−B , respectively. Note that due to

the overestimation of the coupled Qy excitations by TDDFT, GW+BSE predicts the energy
gap between the coupled Qy excitations and CT1 to be twice as large as TDDFT. Nonetheless,
since the qualitative features of all four excitation spectra and the charge-transfer character
of all excitations is similar, we use TDDFT for all further calculations and report GW+BSE
results in the SM.

3.2. Charge-Transfer Excitations in Artificial Dimer

The dimeric systems extracted from the RC and LHII crystal structures discussed in
Section 3.1, differ in their distance, relative orientation, and the structural details of the two
molecular subunits comprising the dimer. To disentangle these effects, we therefore proceeded
by performing TDDFT calculations for an artificial dimeric system constructed as discussed
in Section 2. The structural parameters that define the distance and relative orientations of
this dimer are shown in Figure 5. We measure the distance between the molecules r as the
distance between their centers of masses R1 and R2, i.e., r = |r| = |R1−R2|. Their relative
orientation is defined by three angles α , β , and γ . The first angle, α , is a rotation around the
normal vector of the plane spanned by the Qy and Qx transition dipole moments of a single
molecule, i.e., it is approximately perpendicular to the porphyrin-ring plane. The second
rotation axis, associated with β , corresponds to r = R1−R2. The third rotation, γ , is around
the axis given by the cross product of r and the normal vector of the Qy – Qx plane. For our
further discussion, we also distinguish between the four functional groups FG1, FG2, FG3,
and FG4, highlighted in Figure 5.

Figure 5. Structure of artificial dimer based on two identical PA molecules. We highlight four
functional groups FG1 (in green), FG2 (in red), FG3 (in pink), and FG4 (in orange). Hydrogen
atoms are omitted for clarity.

We start by investigating the effect of changing the distance r between the molecules PA1

and PA2, fixing the relative orientation of the molecules such that it corresponds to the one
found in the special pair dimer SP. Figure 6a shows the excitation spectra of dimers separated
by 9, 11, and 13 Å, corresponding to the center-of-mass difference found in the special pair
SP, the B850 dimer, and the A-branch dimer of Section 3.1, respectively. Note that distances
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smaller than 9 Å are not possible for the artificial dimer due to overlap between the FG3

functional groups. Decreasing the center-of-mass difference leads to a redshift and splitting of
the coupled Qy excitations accompanied by a redistribution of oscillator strength between the
two excitations, in accordance with expectations from Kasha’s exciton theory [84]. The effect
on the coupled Qx excitations cannot be discussed without also considering the higher-energy
charge-transfer excitations. The latter are redshifted when going from 13 Å to 11 Å, and mix
with the coupled Qx excitations at 9 Å, similar to the situation in the special pair dimer SP.
The corresponding charge distributions based on subsystem integrals of difference densities
are shown in Table 2 and demonstrate that for the system at r = 9 Å , all excitations in the
energy-range of the coupled Qx excitations and the higher energy dark states exhibit charge-
transfer character. We classify E4, which is in the energy range of the coupled Qx excitations
and corresponds to transfer of half an electron from PA1 to PA2 as a partial charge-transfer state
(PCT) in Figure 6a. Our results are qualitatively similar when using the GW+BSE approach,
as shown in Figure S6 and consistent with our discussion in Section 3.1.

Figure 6. (a) Absorption spectra of artificial dimer with r = 9 Å (blue), r = 11 Å (red),
and r = 13 Å (green). Arrows mark excitations with charge-transfer character. The shaded
areas are calculated by folding the excitation energies with Gaussian functions with a width of
0.08 eV as a guide to the eye. (b) The excitation energy of the first two charge-transfer (CT1

and CT2) excitations and the first four dark states (D1-D4) as a function of r. The color scale
represents the charge-transfer character of each excitation based on the absolute value of the
integrated subsystem difference densities. (c) ∆R (see main text) as a function of the rotation
angle α (top), β (middle), and γ (bottom). Blue lines are periodic fits and serve as a guide to
the eye. The color scale corresponds to the change in energy ∆E of CT1 as compared to the
unrotated reference structure.

These trends are even more apparent in Figure 6b, where we plot the energy of all
dark excitations as a function of distance and indicate their charge-transfer character in color.
In the energy range considered here, there are four dark excitations without charge-transfer
character which are essentially independent of distance and are only redshifted and acquire
substantial charge-transfer character at relatively small r. The two charge-transfer states
exhibit a significant distance dependence and are red-shifted by almost 1 eV with decreasing
r but lose some of their charge-transfer character at the smallest distance where they start
mixing with the coupled Qx excitations.

For investigating the effect of the relative orientation of the two molecules, we fixed
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r (Å) molecule charge distribution
E4 E5 E6 E7 E8

9
PA1 -0.48 0.21 0.28 -0.62 -0.63
PA2 0.48 -0.21 -0.28 0.62 0.63

11
PA1 0 -0.96 0.96 0 0
PA2 0 0.96 -0.96 0 0

13
PA1 0 0 0 -0.99 0.99
PA2 0 0 0 0.99 -0.99

Table 2. Charge distribution on each molecule in the artificial dimer upon excitation as
calculated by integration over subsystem difference densities. The first two excitations, i.e.,
E1 and E2, are not included since their subsystem difference densities integrate to zero.

the intermolecular distance at 13 Å. Shorter distances were not possible due to overlap of
functional groups for some orientations. Since rotations around the angles α , β , and γ do not
commute, we treat them separately from each other, i.e., we first consider rotations around
α for fixed β and γ , then rotations around β for fixed α and γ , and finally rotations around
γ for fixed α and β . For each structure, we determine the smallest intermolecular distance
between every two individual atoms in PA1 and PA2, R. The difference between R in the
reference (unrotated) structure from each rotated structure, ∆R = Rre f −Rrot , as a function of
rotation angle, is shown in Figure 6c. Since charge-transfer excitations CT1 and CT2 follow
similar trends, we only show the change in energy of CT1 upon rotation in Figure 6c. Negative
(positive) values of ∆ECT1 = ECT1

re f −ECT1
rot correspond to a redshift (blue-shift) of the excitation

energy.
Rotations around α and β correspond to orientations with smaller R than in the reference

structure. Consequently, we observe increased intermolecular coupling and hence a redshift
of the charge-transfer state by up to∼0.2 eV. For the structure for which we observe the largest
effect (corresponding to a β rotation of 120 degrees), it is primarily the relative orientation and
distance of carbon chains determining the intermolecular coupling (Figure S8a). For many of
the other structures that show pronounced redshifts, we find that the functional groups of
the two BCLs highlighted in Figure 5 are in close spatial proximity (see Figure S8b for an
example). In contrast, the rotation around the angle γ results primarily in structures with
positive ∆R and a blueshift of the charge-transfer excitation by up to ∼0.1 eV. We note that in
the majority of structures rotated around γ , the functional groups FG1, FG2, and FG4 are
far apart from the second BCL. However, for some structures, overlap between FG2 and
the second BCL molecule led to unrealistic structures that were excluded from Figure 6c.
Overall, the γ rotation primarily leads to geometries with weaker intermolecular coupling and
an overall blueshift in energy of the charge-transfer excitation.
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3.3. Vibrational Effects on Charge-Transfer Excitations

Excitations of different spatial localization and character are known to be affected in different
ways by molecular vibrations [85]. Our goal here is to provide a mode-resolved picture of
excitation energy changes in a BCL dimer due to thermally-activated vibrations, following
earlier work by Hele et al. [86]. For this purpose, we started from the crystal structure of the
special pair dimer SP and performed a full geometry optimization using the def2-TZVP basis
set and B3LYP exchange-correlation functional. In the absence of the protein environment
and other co-factors, no external force fixes PA and PB in the parallel configuration they have
in vivo. Consequently, the relaxed structure differs considerably from SP, and is more akin to
the A-branch dimer. Since our aim is to provide a qualitative picture, we proceed with this
structure which is dynamically stable, i.e., without imaginary frequencies. We note, however,
that the excitation spectrum of the relaxed dimer, shown in Figure 7a, differs from the spectra
discussed so far. In particular, the spectrum displays a charge-transfer state CT1 at ∼1.6 eV
(see also Table S9). This state mixes with the coupled Qy excitations and corresponds to
the transfer of 0.78 of an electron from PA to PB (see Table S10). A second charge-transfer
state CT2 mixes with the coupled Qx excitations, while the third one, CT3, is energetically
well-separated from the Q-band excitations at ∼2.7 eV.

Figure 7. (a) Absorption spectrum of relaxed dimer. Arrows mark the first three charge-
transfer excitations, (b) Excitation energy change |∆E| as a function of normal mode frequency
for CT1, CT2, and CT3. (c) Visualization of the first two normal modes which correspond to
intermolecular rotations (see main text).

We calculate the vibrational normal modes of the relaxed dimer using the same basis
set and exchange-correlation functional but with a very fine grid for the quadrature of
the exchange-correlation energy. We then generate 60 structures by distorting the relaxed
reference structure along each of the 60 lowest-frequency normal modes. We assume a
classical distribution to approximate the amplitude of these distortions at T = 300 K and
generate one distorted structure per mode corresponding to a positive distortion amplitude.
The excitation spectrum of each distorted structure is then calculated with TDDFT as before,
i.e., with ωPBE with ω = 0.171 a−1

0 . We define the excitation energy change of excitation
n as ∆En = En

re f −En
dis. Here we focus on how molecular vibrations affect charge-transfer

excitations, but note that ∆E for the coupled Qy and Qx excitations can also be substantial as
shown in Figure S9.
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While ∆E can be either positive or negative, depending on the direction of the distortion
mode, we show |∆E| of the charge-transfer excitations CT1, CT2, and CT3 in Figure 7b.
We find that high-frequency modes correspond to intramolecular vibrations such as C-C and
C-H stretch modes, which are not thermally activated and only have a small effect on the
energy of the three charge-transfer states. In contrast, low-frequency modes correspond to
intermolecular vibrations that change the orbital overlap between neighboring molecules and
thus have a more substantial impact. In particular, we find that the two lowest-frequency
modes lead to substantial changes in all three charge-transfer states. Both modes correspond
to a rotational motion of the porphyrin planes of the BCL molecules with respect to each other
as indicated in Figure 7c. The first mode leads to a redshift of all three excitations which is
with ∼0.2 eV most pronounced for CT1, the second one leads to a smaller blueshift of CT1

and CT3 and a slight redshift of CT2. These results qualitatively agree with our results in
Section 3.2, suggesting that thermally-activated vibrational modes can significantly affect the
energy of charge-transfer excitations affecting their charge-transfer character and mixing with
other delocalized and localized excitations of the system.

4. Summary and Conclusions

In summary, we have presented a systematic first-principles study of charge-transfer
excitations in BCL dimers. Our model systems are inspired by molecular aggregates found
in the LHII complex and RC of purple bacteria and cover a wide range of intermolecular
coupling strengths, and consequently, excited-state structures. Charge-transfer excitations
can be found in a wide range of energies, primarily depending on intermolecular distance
and orientation. BCL molecules have a complex three-dimensional structure with several
functional groups, a long phytyl tail, and other carbon chains protruding out of the porphyrin
plane. In vivo, i.e., within the evolutionary-optimized protein networks of the photosynthetic
apparatus, the protein environment determines the distance, orientation, and structural
details of these aggregates. Furthermore, the protein environment indirectly affects the
excited state structure and dynamics of BCL aggregates through dielectric screening and
electrostatic effects [64, 87, 88, 88–95]. Therefore our results can not directly be used to infer
charge-transfer mechanisms in photosynthetic systems Nonetheless, they provide an intuitive
understanding and design rules for tailoring charge-transfer excitations in BCLs and similar
photoactive molecules. Furthermore, they explicitly confirm the importance of charge-transfer
excitations for a correct description of the Q-band excitations of BCL aggregates [40]. We
hope that our results inspire future calculations of the excited-state structure and dynamics of
pigment-protein complexes and chromophore aggregates based on model Hamiltonians, that
include charge-transfer excitations.

Furthermore, we have compared our results based on TDDFT with the optimally-
tuned ωPBE functional to calculations using the GW+BSE approach. While charge-
transfer excitations appear at very similar energies with both approaches, coupled Qy

excitations are systematically overestimated by TDDFT as compared to the GW+BSE
approach. Previous studies suggest that Qy excitation energies from GW+BSE are in
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better agreement with wavefunction-based methods and experiment than TDDFT with ωPBE
[62, 63]. However, accurate benchmarks for larger molecular aggregates are missing and
we therefore do not think that a clear recommendation for using GW+BSE instead of
TDDFT is warranted. Nonetheless, with advances in code implementation [96–98] and in the
combination of GW+BSE with discrete and polarizable continuum models [99,100] and other
QM/MM methods [101], GW+BSE calculations of large molecular aggregates are becoming
computationally feasible, demonstrated in a recent study by Förster et al. [62]. Further study
of the accuracy and predictive power of TDDFT, with exchange-correlation functionals that
capture the nonlocal nature of charge-transfer excitations for such aggregates is necessary.

Supplementary Material

Additional convergence data, excitation energies, difference densities and transition densities
not shown in the main text, and structure files.
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