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#### Abstract

When studying magnetospheric convection, it is often necessary to map the steady-state electric field, measured at some point on a magnetic field line, to a magnetically conjugate point in the other hemisphere, or the equatorial plane, or at the position of a satellite. Such mapping is relatively easy in a dipole field although the appropriate formulae are not easily accessible. They are derived and reviewed here with some examples. It is not possible to derive such formulae in more realistic geomagnetic field models. A new method is described in this paper for accurate mapping of electric fields along field lines, which can be used for any field model in which the magnetic field and its spatial derivatives can be computed. From the spatial derivatives of the magnetic field three first order differential equations are derived for the components of the normalized element of separation of two closely spaced field lines. These can be integrated along with the magnetic field tracing equations and Faraday's law used to obtain the electric field as a function of distance measured along the magnetic field line. The method is tested in a simple model consisting of a dipole field plus a magnetotail model. The method is shown to be accurate, convenient, and suitable for use with more realistic geomagnetic field models.
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## 1 Introduction

In studies of magnetospheric convection, such as those by the SuperDARN network (Greenwald et al., 1995), the mapping of electric fields along magnetic field lines to the lo-
cation of satellites on the same field line or the conjugate point in the ionosphere in the opposite hemisphere is of considerable importance. Except in the neighbourhood of strong auroral activity it can be assumed that the parallel conductivity is infinite so that for large-scale electric fields that are electrostatic on the timescale of interest, the magnetic field lines are equipotentials. For a dipole magnetic field, the mapping is easy, although, surprisingly, techniques for doing so are not explicitly covered in elementary texts on magnetosphere physics. For more realistic models of the magnetosphere where the magnetic field lines are stretched, as they are for lines reaching the magnetic equator at distances $r_{0}$ beyond geostationary orbit, the problem of mapping can become quite complex.
Most mapping has been done by concentrating on the electric potential. For an electrostatic field the magnetic field lines are equipotentials. If the field is required several magnetic field lines are traced and their separation calculated. From their separation the gradient of the electric potential is estimated to give the electric field. Examples of this approach are in Lyons and Williams (1984, chapter 2) for a dipole field and Baker et al. (2004) for a more general field. This is inherently inaccurate, requiring the evaluation of a small difference of large quantities. For example, the typical length of an auroral latitude field line is $10^{5} \mathrm{~km}$. If we compare electric fields at the conjugate points in the ionosphere by considering two field lines separated by 10 km at the ground, then in order to achieve $10 \%$ accuracy ( 1 km ) in the field line separation at the conjugate point the arrival points of the two adjacent field lines must be computed to 1 part in $10^{5}$.
This paper presents a new technique that can directly compute the electric field mapping in any geomagnetic field model provided that the magnetic field and its spatial deriva-
tives are given at all points of interest. Provided that the magnetosphere is in a steady state, the electric field mapping is a straightforward application of Faraday's law. If the element of separation of two field lines can be calculated as a function of position on the field line, then, since the field lines are equipotentials, the electric field can be calculated. Since the separation is calculated by integrating an analytic formula along with the field line, its accuracy is the same as that of the field line position.

It is, however, also very useful to have as a reference the expected mapping for a purely dipole field. The derivation of expressions for mapping in a dipole field is straightforward, but, surprisingly, no convenient collection of the relevant formulae seems to be available. Mozer (1970) has provided formulae for the special case of mapping the ionospheric electric field to the dipole equatorial plane but not the more general formulae. There appears to be no simple published version of the actual mapping of the components of $\boldsymbol{E}$ and of the components of the convective drift between conjugate points along dipole field lines.

We therefore first provide an easily accessible derivation of a number of relevant formulae for a dipole field. They are useful for tutorial purposes and provide analytic expressions for validating the new tensor field mapping techniques. These mappings are used for some illustrative examples which give rough estimates of how electric fields and convective drifts vary with altitude. For example, we make comparisons between convective drifts measured by the DMSP satellites at about 840 km altitude and SuperDARN F-region measurements in the $250-325 \mathrm{~km}$ altitude range, for $L$ values of about 6.6 and lower. For $L \sim 6.6$, these comparisons should normally show that the DMSP measurements should be about $14 \%$ greater, simply because of the mapping of the convective drift from the F-region to DMSP altitude.

Finally we introduce a new method in which a second rank tensor is analytically derived which satisfies a set of first order differential equations. This tensor provides a measure of the divergence and convergence of the field lines and can be found by a step-by-step integration of the differential equations simultaneously with the tracing of the magnetic field line. This can be used to deduce the electric field without the inaccuracies inherent in the method used, inter alia, by Baker et al. (2004). The method is tested for a simple model consisting of a dipole field with a Harris (1962) current sheet to simulate the magnetotail.

## 2 Mapping in a dipole field

### 2.1 Basic ideas

All mapping techniques depend on the same principle. Except where there are electric fields parallel to $\boldsymbol{B}$, for example near auroral arcs, the magnetic field lines are equipotentials.

We may write Faraday's law in the form
$\oint \boldsymbol{E} \cdot \mathrm{d} \boldsymbol{l}=0$
provided that the timescales on which changes take place is longer than the Alfvén transit time so that the magnetic induction $\mathrm{d} \Phi / \mathrm{d} t$ can be ignored. If we then consider a contour bounded by two adjacent field lines and terminated at each end by line segments $\delta \boldsymbol{w}$ normal to $\boldsymbol{B}$ then there is no contribution to the integral from the portion of the contour coinciding with the field lines. Then if $E_{1}$ is the component of the electric field parallel to $w_{1}$ and $E_{2}$ that parallel to $w_{2}$, (Eq. 1) becomes
$E_{1} \delta w_{1}-E_{2} \delta w_{2}=0$
or
$\frac{E_{1}}{E_{2}}=\frac{\delta w_{2}}{\delta w_{1}}$.
Thus we simply need to find how $\delta \boldsymbol{w}$ changes along the field lines and the electric field component along it is inversely proportional to its magnitude. Equivalently, the magnetic field lines lie on electric equipotentials so that the electric field is perpendicular to the magnetic field. If we consider two closely spaced magnetic field lines separated by perpendicular distance $\delta w$ and having an electric potential difference $\delta \Phi$ then the component of the electric field parallel to $\delta w$ is given by
$E=-\lim _{\delta w \rightarrow 0} \frac{\delta \Phi}{\delta w} \propto \frac{1}{\delta w}$.
Mozer (1970) gives expressions for the mapping of the electric field between the ionosphere and the equatorial plane:

$$
\begin{align*}
& \frac{E_{\mathrm{Mi}}}{E_{\mathrm{Me}}}=2 L \sqrt{L-\frac{3}{4}}  \tag{5}\\
& \frac{E_{\mathrm{Wi}}}{E_{\mathrm{We}}}=L^{3 / 2} \tag{6}
\end{align*}
$$

where $E_{M}$ is the component of the electric field perpendicular to $\boldsymbol{B}$ in the meridian plane and $E_{\mathrm{W}}$ is the westward component. The subscripts $i$ and $e$ refer to the values at the ionosphere and the equatorial plane, although actually the formulae are calculated as if the ionosphere was at zero altitude. We shall generalize these to apply to the mapping between any two points on a magnetic field line.

### 2.2 Dipole field geometry

We shall map the electric field components in a simple centred magnetic dipole field. Expressions describing the dipole field and its geometry are given, for example, by Walker (2005, Appendix B). The geometry near the surface of the

Earth is shown in Fig. 1. We can use a spherical polar system with the axis coincident with the dipole axis. Rather than polar angle we use its complement, the magnetic latitude. This is not the same as the magnetic latitude defined in realistic models of the magnetic field.

The field is given as a function of position by
$\boldsymbol{B}=\frac{B_{\mathrm{eq}} R_{\mathrm{E}}^{3}}{r^{3}}\{-2 \hat{\boldsymbol{r}} \sin \lambda+\hat{\lambda} \cos \lambda\}$,
where the unit vectors are along the radial and latitudinal directions, $\boldsymbol{B}_{\text {eq }}$ is the field at the surface of the earth at the equator $\left(\sim 3.154 \times 10^{-5} T\right), R_{\mathrm{E}}$ is the Earth's radius ( $\sim 6378 \mathrm{~km}$ ), $\lambda$ is the magnetic latitude, and $r$ is the radial distance from the Earth's centre.

The equation of a dipole field line is
$r=R_{\mathrm{E}} L \cos ^{2} \lambda$,
where $L$ is the radial distance at which the field line crosses the equator, measured in Earth radii. The radius $r$ can be eliminated from Eqs. (7) and (8) to give $\boldsymbol{B}$ as a function of $\lambda$ on the field line defined by the parameter $L$ :
$\boldsymbol{B}=\frac{B_{0}\{-2 \hat{\boldsymbol{r}} \sin \lambda+\hat{\lambda} \cos \lambda\}}{\cos ^{6} \lambda}$,
where $B_{0}$, the value of $B$ at the apex of the field line is
$B_{0}=B_{\mathrm{eq}} / L^{3}$.
The magnitude of the magnetic field as a function of latitude on the field line is then
$B=\frac{B_{0} \sqrt{1+3 \sin ^{2} \lambda}}{\cos ^{6} \lambda}$.
The magnetic field lines lie in the magnetic meridian plane, in which the unit vector parallel to the magnetic field is given by
$\hat{\boldsymbol{\mu}}=\frac{-2 \hat{\boldsymbol{r}} \sin \lambda+\hat{\lambda} \cos \lambda}{\sqrt{1+3 \sin ^{2} \lambda}}$.
The unit outward normal vector in the meridian plane is given by
$\hat{\boldsymbol{v}}=\frac{\hat{\boldsymbol{r}} \cos \lambda+2 \hat{\lambda} \sin \lambda}{\sqrt{1+3 \sin ^{2} \lambda}}$.

We complete the right-handed system with a unit vector $\hat{\boldsymbol{\phi}}$ normal to the meridian plane in the easterly direction. The right-handed coordinate system is defined by the vectors $\hat{\boldsymbol{\mu}}, \hat{\boldsymbol{v}}, \hat{\boldsymbol{\phi}}$, in that order. This system of local coordinates is easily generalized to situations where the field lines do not lie in a plane. The directions of the unit vectors are shown


Figure 1. Dipole field: directions of unit vectors.
in Fig. 1. The grid at the bottom of the figure shows lines of latitude and longitude at the Earth's surface.

The figure also shows the unit vectors $\hat{\boldsymbol{r}}$ in the radial direction and $\hat{\lambda}$ in the direction of increasing latitude. The angle between $\hat{\lambda}$ and $\hat{\boldsymbol{\mu}}$ is the dip angle $\psi$, as is the angle between $\hat{\boldsymbol{r}}$ and $\hat{\boldsymbol{v}}$. Thus
$\cos \psi=\hat{\boldsymbol{\lambda}} \cdot \hat{\boldsymbol{\mu}}=\hat{\boldsymbol{r}} \cdot \hat{\boldsymbol{v}}$
and from Eqs. (12) or (13)
$\cos \psi=\frac{\cos \lambda}{\sqrt{1+3 \sin ^{2} \lambda}}$.
The element of perpendicular distance between two field lines that lie in the meridian plane is
$\delta w_{\nu}=\delta r \cos \psi$.
The element $\delta r$ is the radial length element at constant $\lambda$ so that, from (Eq. 8),
$\delta r=\left(\frac{\partial r}{\partial L}\right)_{\lambda} \delta L=R_{\mathrm{E}} \cos ^{2} \lambda \delta L$.
Thus
$\delta w_{\nu}=\frac{R_{\mathrm{E}} \cos ^{3} \lambda}{\sqrt{1+3 \sin ^{2} \lambda}} \delta L$.
The perpendicular distance between two closely spaced field lines that lie in the same $L$-shell, expressed in terms of the difference $\delta \phi$ in longitude is $r \cos \lambda \delta \phi$. From the field line equation this can be expressed in terms of the latitude:
$\delta w_{\phi}=L R_{\mathrm{E}} \cos ^{3} \lambda \delta \phi$.

Sometimes we need to consider a horizontal path between the field lines $L$ and $L+\delta L$. At a fixed radius $r$ Eq. (8) for a field line can be differentiated, keeping $r$ constant, to obtain
$0=R_{\mathrm{E}} \cos ^{2} \lambda \delta L-2 R_{\mathrm{E}} L \sin \lambda \cos \lambda \delta \lambda$
so that, at any fixed radius $r$ and latitude $\lambda$, the change in $L$ in moving to a neighbouring field line at $\lambda+\delta \lambda$ is
$\delta L=2 L \tan \lambda \delta \lambda$.
If we assume that there are no potential drops along the magnetic field lines, then there can be no component of the electric field parallel to the magnetic field, and therefore can only have components along $\hat{\boldsymbol{v}}$ and $\hat{\boldsymbol{\phi}}$, so we can write
$\boldsymbol{E}=\hat{\boldsymbol{v}} E_{\nu}+\hat{\boldsymbol{\phi}} E_{\phi}$.
Since $\hat{\boldsymbol{v}} E_{v}=\hat{\boldsymbol{r}} E_{r}+\hat{\lambda} E_{\lambda}$, from Eq. (13) we get
$E_{r}=\frac{\cos \lambda}{\sqrt{1+3 \sin ^{2} \lambda}} E_{\nu}$
$E_{\lambda}=\frac{2 \sin \lambda}{\sqrt{1+3 \sin ^{2} \lambda}} E_{\nu}$
and thus $E_{r}$ and $E_{\lambda}$ are related by
$E_{r}=\frac{1}{2} E_{\lambda} \cot \lambda$.
The mapping of the perpendicular components of the electric field is now straightforward. We specify a point on the field line by its latitude $\lambda$. Then from the general mapping relation (Eq. 2) and the expression (Eq. 18) the ratio between the $v$-components of the electric field at two different latitudes is
$\frac{E_{\nu 1}}{E_{\nu 2}}=\frac{\cos ^{3} \lambda_{2}}{\cos ^{3} \lambda_{1}} \sqrt{\frac{1+3 \sin ^{2} \lambda_{1}}{1+3 \sin ^{2} \lambda_{2}}}$
and from Eq. (19) that between the $\phi$ components is
$\frac{E_{\phi 1}}{E_{\phi 2}}=\frac{\cos ^{3} \lambda_{2}}{\cos ^{3} \lambda_{1}}$.
There are two closed paths we shall use for Eq. (1). First, we integrate in the meridian plane between an ionospheric segment at a fixed altitude $r=$ constant, then along the field line labelled $L$ (where $L R_{\mathrm{E}}$ is the radial distance at which the line reaches the equator), then radially outward from $L R_{\mathrm{E}}$ to $(L+\delta L) R_{\mathrm{E}}$ and finally back along the field line to the ionosphere, as shown in Fig. 2. Then (Eq. 1) becomes
$E_{\lambda} r \delta \lambda=E_{r, \text { eq }} R_{\mathrm{E}} \delta L$.


Figure 2. Dipole field: meridian plane.

Then Eqs. (8), (21), and (28) can be used to show that
$E_{r, 0}=\frac{\cos ^{3} \lambda}{2 \sin \lambda} E_{\lambda}$,
where the subscript 0 refers to the value at the apex of the field line.

We can eliminate $E_{\lambda}$ from Eq. (24) and (29) to obtain $E_{\nu}$ in terms of $E_{r, 0}$
$E_{\nu}=\frac{\sqrt{1+3 \sin ^{2} \lambda}}{\cos ^{3} \lambda} E_{r, 0}$.

The total field can then be written
$\boldsymbol{E}=\frac{\hat{\boldsymbol{r}} \cos \lambda E_{r, 0}+2 \hat{\lambda} \sin \lambda E_{r, 0}+\hat{\boldsymbol{\phi}} E_{\phi, 0}}{\cos ^{3} \lambda}$.

### 2.3 Mapping the convective drift

The convective or Hall drift is given by
$\boldsymbol{v}_{H}=\frac{\boldsymbol{E} \times \boldsymbol{B}}{B^{2}}=\frac{\hat{\boldsymbol{v}} E_{\phi}-\hat{\boldsymbol{\phi}} E_{v}}{B}$,
which gives the convective (Hall) drift in terms of the two E-vector components perpendicular to B. From Eqs. (30) and (27) this becomes
$\boldsymbol{v}_{H}=\frac{\hat{\boldsymbol{v}} E_{\phi, 0} \cos ^{3} \lambda}{B_{0} \sqrt{1+3 \sin ^{2} \lambda}} \frac{\hat{\boldsymbol{\phi}} E_{r, 0} \cos ^{3} \lambda}{B_{0}}$.
We can take the cross product of $\boldsymbol{E}$ and $\boldsymbol{B}$ given by Eqs. (7) and (31) to express the drift in spherical polar coordinates

$$
\begin{align*}
\boldsymbol{v}_{H}= & \frac{\hat{\boldsymbol{r}} E_{\phi, 0} \cos ^{4} \lambda}{B_{0}\left(1+3 \sin ^{2} \theta\right)}+\frac{2 \hat{\lambda} E_{\phi, 0} \sin \lambda \cos ^{3} \lambda}{B_{0}\left(1+3 \sin ^{2} \lambda\right)} \\
& \frac{\hat{\boldsymbol{\phi}} E_{r, 0} \cos ^{3} \lambda}{B_{0}} \tag{34}
\end{align*}
$$

Equations (33) and (31) can be used to find the ratios of the convective flow values at two conjugate points $\left(r_{1}, \lambda_{1}\right)$
and ( $r_{2}, \lambda_{2}$ ). From Eq. (33), the meridian plane convective velocity component ratio is

$$
\begin{align*}
\frac{v_{v, 2}}{v_{v, 1}} & =\frac{\cos ^{3} \lambda_{2}}{\cos ^{3} \lambda_{1}} \sqrt{\frac{1+3 \sin ^{2} \lambda_{1}}{1+3 \sin ^{2} \lambda_{2}}} \\
& =\left(\frac{r_{2}}{r_{1}}\right)^{3 / 2} \sqrt{\frac{4 L-3 r_{1} / R_{\mathrm{E}}}{4 L-3 r_{2} / R_{\mathrm{E}}}} \tag{35}
\end{align*}
$$

and the eastward velocity component ratio is
$\frac{v_{\phi, 2}}{v_{\phi, 1}}=\frac{\cos ^{3} \lambda_{2}}{\cos ^{3} \lambda_{1}}=\left(\frac{r_{2}}{r_{1}}\right)^{3 / 2}$.
Consider as an example the mapping from the ionosphere to a DMSP satellite. Table 1 gives the ratios of the velocity components for mapping along field lines of varying $L$ from an ionospheric height $h_{1}$ to DMSP at an assumed altitude $h_{2}$ of 840 km , using $R_{\mathrm{E}}=6378 \mathrm{~km}$.

### 2.4 Cross-section of a magnetic flux tube

Since $\hat{\boldsymbol{v}}$ and $\hat{\boldsymbol{\phi}}$ are mutually perpendicular, and both are normal to $\boldsymbol{B}$, the element of cross-sectional area of a flux tube is
$\delta \boldsymbol{A}=\hat{\boldsymbol{v}} \delta w_{v} \times \hat{\boldsymbol{\phi}} \delta w_{\phi}=\hat{\boldsymbol{\mu}} \delta w_{\nu} \delta w_{\phi}$
We use Eqs. (18) and (19) to show that
$\delta A=\frac{L R_{\mathrm{E}}^{2} \cos ^{6} \lambda}{\sqrt{1+3 \sin ^{2} \lambda}} \delta L \delta \phi$
so that, using Eq. (11)
$B \delta A=B_{\mathrm{eq}} R_{\mathrm{E}}^{2} L \delta \phi \delta L=B_{0} \delta A_{0}$
expressing the conservation of magnetic flux along a field line. This is, of course, merely a verification that our derivation of the quantities $\delta w_{v}$ and $\delta w_{\phi}$ is correct. However, in what follows, when the magnetic field is not dipolar, the comparison of the computed cross-sectional area with the magnetic field is a valuable method of checking the accuracy of the method of computation.

## 3 Field mapping in general models of the magnetic field

Mathematical models of the geomagnetic field are now available that not only provide for a good fit to the Earth's interior field, but also allow for the various exterior current systems arising from the interaction of the solar wind and the magnetosphere. The IGRF is a spherical harmonic representation of the interior field (Maus et al., 2005) while Tsyganenko ( $1987,1995,1996$ ) has used solar wind data to determine appropriate parameters for the exterior field model where each contribution is given by appropriate polynomials of the coordinate system with the coefficients determined by the solar
wind conditions. In such a model the magnetic field is specified everywhere as a function of position
$\boldsymbol{B}=\boldsymbol{B}(\boldsymbol{r})$,
where $\boldsymbol{r}$ is the position.
We discuss the mapping of electric fields along field lines in such a model. It is not the intention of this paper to perform detailed calculations in the various realistic models; this will be left to a future paper. We discuss only the principles with illustrative calculations in a simplified model.
In what follows we use vector notation and Cartesian tensor notation (eg Walker, 2005, Appendix A1) interchangeably as convenient. A subscript $i$ takes the values $(1,2,3)$ representing the three Cartesian components of a vector. Second rank Cartesian tensors have two subscripts. A repeated suffix implies summation. Consider a field line originating at a point located at a radius $r_{i}$. An adjacent point on the field line is at $r_{i}+\delta r_{i}$ where the magnitude of $\delta r_{i}$ is $\delta s$. The notation is that differences $\delta$ represent the difference between quantities measured on the adjacent field lines, while differences $\Delta$ arise as a consequence of moving along the field line.

The unit vector parallel to the field line is
$\frac{\mathrm{d} r_{i}(s)}{\mathrm{d} s} \equiv \hat{\mu}_{i}=\frac{B_{i}}{B}$.
If the magnetic field is defined throughout space this is a set of three first order simultaneous differential equations for the field line. They can be integrated numerically step by step using a Runge-Kutta or other suitable process.

Now consider a field line passing through some point in space that is taken as the origin as shown in Fig. 3a. At a point $A$, distance $s$ along the field line, the unit vector $\hat{\boldsymbol{\mu}} \equiv \boldsymbol{B} / B$ is directed parallel to the field line. An adjacent field line passes through point $B$, displaced, normal to $\hat{\mu}$, by a small amount $w_{i}^{\perp}$. The adjacent field line lies along $B D$. Taylor's theorem shows that, to first order in $w_{i}^{\perp}$, the unit vector tangent to the second field line at $B$ is
$\hat{\mu}_{i}+\delta \hat{\mu}_{i}=\hat{\mu}_{i}+\frac{\partial \hat{\mu}_{i}}{\partial x_{j}} w_{j}^{\perp}=\hat{\mu}_{i}+T_{i j} w_{j}^{\perp}$,
where
$T_{i j} \equiv \frac{\partial \hat{\mu}_{i}}{\partial x_{j}}$.
Note that unit vectors can only change direction not magnitude. Since $\hat{\mu}_{i}$ is a unit vector, $\delta \hat{\mu}_{i}$ is normal to it, and has components parallel and perpendicular to $w_{i}^{\perp}$. The parallel component arises from the divergence of the two field lines while the perpendicular component is the consequence of shear of the field lines.

If we now advance a small distance $\Delta s$ from $A$ to $C$ and from $B$ to $D$ the separation of the adjacent field line is $w_{i}^{\perp}+$ $\Delta w_{i}^{\perp}$. In the diagram $A C$ and $B E$ are parallel and of length

Table 1. Mapping of the convective drift from the ionosphere at height $h_{1}$ to DMSP altitude $h_{2}=840 \mathrm{~km}$ along dipole field lines of varying $L$. The ratio of the eastward $(\phi)$ components (column 2) does not change with $L$. The ratio of velocity components $v_{\nu}$ in the magnetic meridian plane is given for various $L$.

| $\begin{aligned} & h_{1} \\ & (\mathrm{~km}) \end{aligned}$ | $\begin{array}{r} v_{\phi, 2} / v_{\phi, 1} \\ (\text { all } L) \end{array}$ | $\begin{gathered} v_{\nu, 2} / v_{v, 1} \\ L=6.6 \end{gathered}$ | $\begin{array}{r} v_{\nu, 2} / v_{\nu, 1} \\ L=6.0 \end{array}$ | $\begin{array}{r} v_{v, 2} / v_{v, 1} \\ L=5.5 \end{array}$ | $\begin{array}{r} v_{v, 2} / v_{v, 1} \\ L=5.0 \end{array}$ | $\begin{array}{r} v_{v, 2} / v_{\nu, 1} \\ L=4.5 \end{array}$ | $\begin{array}{r} v_{v, 2} / v_{v, 1} \\ L=4.0 \end{array}$ | $\begin{array}{r} v_{\nu, 2} / v_{v, 1} \\ L=3.0 \end{array}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 350 | 1.1112 | 1.1168 | 1.1174 | 1.1181 | 1.1189 | 1.1199 | 1.1213 | 1.1260 |
| 300 | 1.1237 | 1.1299 | 1.1306 | 1.1314 | 1.1323 | 1.1334 | 1.1350 | 1.1402 |
| 250 | 1.1365 | 1.1433 | 1.1441 | 1.1449 | 1.1459 | 1.1472 | 1.1489 | 1.1546 |
| 200 | 1.1494 | 1.1569 | 1.1578 | 1.1587 | 1.1598 | 1.1612 | 1.1631 | 1.1694 |
| 150 | 1.1627 | 1.1708 | 1.1718 | 1.1728 | 1.1740 | 1.1755 | 1.1775 | 1.1827 |
| 100 | 1.1762 | 1.1850 | 1.1860 | 1.1871 | 1.1884 | 1.1901 | 1.1923 | 1.1997 |

$\Delta s$. The distance $B G$ is also of length $\Delta s$. If we were to move from point $B$ a distance $\Delta s$ in a straight line along the direction of $\hat{\boldsymbol{\mu}}$ we would reach the point $E$ while along the direction of $\hat{\boldsymbol{\mu}}+\delta \hat{\boldsymbol{\mu}}$ we would reach $G$. The displacement from $E$ to $G$ is $\delta \boldsymbol{w}_{\perp}$ and results from the divergence and shear of the field lines. Clearly, since the magnitude of $\hat{\boldsymbol{\mu}}$ is unity,
$\frac{\delta w_{i}^{\perp}}{\Delta s}=\frac{\delta \hat{\mu_{i}}}{1}=T_{i j} w_{j}^{\perp}$.
The vector $\boldsymbol{w}_{\perp}+\delta \boldsymbol{w}_{\perp}$ is not, however, perpendicular to the field line at $C$ because of the curvature. It must be rotated to point $D$ to coincide with $\boldsymbol{w}_{\perp}+\Delta \boldsymbol{w}_{\perp}$. The definition of the field line curvature is illustrated in Fig. 3b (Walker, 2005, Appendix B.2). A small arc of length $\Delta s$ on the field line subtends an angle $\phi$ at the centre of curvature. The unit vector $\hat{\mu}_{i}$, tangent to the field line rotates along the arc through the same angle $\phi$. In the limit $\phi \rightarrow 0, \Delta \hat{\mu}_{i}$ is normal to $\hat{\mu}_{i}$. The curvature $\kappa$ is defined as a vector of magnitude $1 / R$ directed towards the centre of curvature. Clearly, in the limit of small $\phi$,
$\phi=\frac{\Delta \hat{\mu}}{1}=\frac{\Delta s}{R}$
so that
$\kappa=\frac{d \hat{\boldsymbol{\mu}}}{d s}=(\hat{\boldsymbol{\mu}} . \nabla) \hat{\boldsymbol{\mu}} \Rightarrow \hat{\mu}_{j} T_{i j}$.
As shown in Fig. 3c $\kappa$ makes an angle $\theta$ with $\boldsymbol{w}_{\perp}$. The component of $\boldsymbol{w}_{\perp}$ along $\boldsymbol{\kappa}$ is the scalar product of $\boldsymbol{w}_{\perp}$ and the unit vector $\hat{\boldsymbol{\kappa}}$. It is positive when $\theta$ is an acute angle and negative when it is obtuse. The vector $\delta \boldsymbol{s}$ is then given by

$$
\begin{equation*}
\frac{\delta \boldsymbol{s}}{\hat{\boldsymbol{\kappa}} \cdot \boldsymbol{w}_{\perp}}=-\hat{\boldsymbol{\mu}} \frac{\Delta s}{R} \tag{47}
\end{equation*}
$$

or, in subscript notation
$\frac{\delta s_{i}}{\Delta s}=-\hat{\mu}_{i} \frac{\hat{\kappa}_{j} w_{j}^{\perp}}{R}=-\hat{\mu}_{i} \kappa_{j} w_{j}^{\perp}=-\hat{\mu}_{i} \hat{\mu}_{k} T_{j k} w_{j}^{\perp}$.


Figure 3. Definition of $T_{i j}$. (a) Relative displacement of adjacent field lines; (b) Field line curvature; (c) Component of $\boldsymbol{w}_{\perp}$ along curvature vector.

The elements of $T_{i j}$ are given by

$$
\begin{align*}
T_{i j} & =\frac{\partial \hat{\mu}_{i}}{\partial x_{j}}=\frac{\partial}{\partial x_{j}}\left(\frac{B_{i}}{B}\right) \\
& =\frac{1}{B}\left\{\frac{\partial B_{i}}{\partial x_{j}}-\frac{B_{i}}{B} \frac{\partial B}{\partial x_{j}}\right\} \\
& =\frac{1}{B}\left\{\delta_{i k}-\frac{B_{i} B_{k}}{B^{2}}\right\} \frac{\partial B_{k}}{\partial x_{j}} \tag{49}
\end{align*}
$$

and the components of $\mathbf{B}$ and its derivatives may be found from the model. Finally
$\Delta w_{i}^{\perp}=\delta w_{i}^{\perp}+\delta s_{i}$
so that, from Eqs. (44) and (48)
$\frac{d w_{i}^{\perp}}{\mathrm{d} s}=T_{i j} w_{j}^{\perp}-\hat{\mu}_{i} \hat{\mu}_{l} T_{k l} w_{k}^{\perp}$.
The differential width $w_{i}^{\perp}$ can be normalized to its initial value so that, at $s=0, w_{i}^{\perp}(0)$ is a unit vector in the direction


Figure 4. Covariant and contravariant components of $\boldsymbol{E}$.
of the electric field. To map a component of the electric field along a field line, Eqs. (41) and (51) can be integrated numerically to the desired end point. The mapping procedure is then as follows:

- The initial value for integrating (Eq. 51) is a unit vector in the direction of the desired component of the electric field $\boldsymbol{E}$.
- Equations (41) and (51) are integrated step by step along the field line giving the coordinates of the field line and the coordinates of the vector $\boldsymbol{w}_{\perp}$ as a function of distance $s$ along the field line.
- The mapped electric field component in the direction of $\boldsymbol{w}_{\perp}$ at each point on the field line has magnitude $E_{0} / w_{\perp}$.
- The procedure can be carried out for two initial values of $\boldsymbol{w}_{\perp}$ to give two components of the field line.

Although the two initial values of $\boldsymbol{w}_{\perp}$ may be at right angles to each other, there is no reason to suppose that they will remain at right angles as the integration proceeds along the field line. The computation of the resultant electric field therefore requires care. In general, the directions of the two values of $\boldsymbol{w}_{\perp}$ define a set of two-dimensional oblique coordinates as shown in Fig. 4. The two components of $\boldsymbol{E}$ that have been calculated are $E_{1}$ and $E_{2}$, the covariant components in the oblique system. To calculate the resultant $\boldsymbol{E}$ we need the contravariant components given by

$$
\begin{align*}
E^{1} & =\frac{E_{1}-E_{2} \cos \theta}{\sin ^{2} \theta}  \tag{52}\\
E^{2} & =\frac{-E_{1} \cos \theta+E_{2}}{\sin ^{2} \theta} \tag{53}
\end{align*}
$$

as can be seen from the figure. The resultant $\boldsymbol{E}$ is calculated from these using the parallelogram rule.

## 4 A simple night-side model

### 4.1 Characteristics of the model

We illustrate the use of the first order differential Eqs. (41) and (51). We use a right-handed CGM coordinate system with origin at the centre of the Earth, $x$ directed towards the Sun, $y$ from dawn to dusk and $z$ northward along the axis. The magnetic field is a dipole field with the addition of a Harris (1962) current sheet to represent the tail. The magnetic field components are then given by
$B_{x}=-\frac{3 B_{\mathrm{eq}} R_{\mathrm{E}}^{3} x z}{\left(x^{2}+y^{2}+z^{2}\right)^{5 / 2}}+B_{\mathrm{h}} \tanh \frac{z}{d}$
$B_{y}=-\frac{3 B_{\mathrm{eq}} R_{\mathrm{E}}^{3} y z}{\left(x^{2}+y^{2}+z^{2}\right)^{5 / 2}}$
$B_{z}=\frac{B_{\mathrm{eq}} R_{\mathrm{E}}^{3}\left(x^{2}+y^{2}-2 z^{2}\right)}{\left(x^{2}+y^{2}+z^{2}\right)^{5 / 2}}$,
where the last term in Eq. (54) arises from a Harris cross tail current. This model is not over-complicated and gives qualitatively realistic magnetic fields on the night side.

The derivatives of the components of $\mathbf{B}$ are then

$$
\begin{align*}
\frac{\partial B_{x}}{\partial x} & =\frac{3 B_{\mathrm{eq}} R_{\mathrm{E}}^{3} z\left(4 x^{2}-y^{2}-z^{2}\right)}{\left(x^{2}+y^{2}+z^{2}\right)^{7 / 2}}  \tag{57}\\
\frac{\partial B_{x}}{\partial y} & =\frac{15 B_{\mathrm{eq}} R_{\mathrm{E}}^{3} x y z}{\left(x^{2}+y^{2}+z^{2}\right)^{7 / 2}}  \tag{58}\\
\frac{\partial B_{x}}{\partial z} & =\frac{3 B_{\mathrm{eq}} R_{\mathrm{E}}^{3} x\left(-x^{2}-y^{2}+4 z^{2}\right)}{\left(x^{2}+y^{2}+z^{2}\right)^{7 / 2}}+\frac{B_{t}}{w} \operatorname{sech}^{2} \frac{z}{d}  \tag{59}\\
\frac{\partial B_{y}}{\partial x} & =\frac{15 B_{\mathrm{eq}} R_{\mathrm{E}}^{3} x y z}{\left(x^{2}+y^{2}+z^{2}\right)^{7 / 2}}  \tag{60}\\
\frac{\partial B_{y}}{\partial y} & =\frac{3 B_{\mathrm{eq}} R_{\mathrm{E}}^{3} z\left(-x^{2}+4 y^{2}-z^{2}\right)}{\left(x^{2}+y^{2}+z^{2}\right)^{7 / 2}}  \tag{61}\\
\frac{\partial B_{y}}{\partial z} & =\frac{3 B_{\mathrm{eq}} R_{\mathrm{E}}^{3} y\left(-x^{2}-y^{2}+4 z^{2}\right)}{\left(x^{2}+y^{2}+z^{2}\right)^{7 / 2}}  \tag{62}\\
\frac{\partial B_{z}}{\partial x} & =\frac{3 B_{\mathrm{eq}} R_{\mathrm{E}}^{3} x\left(-x^{2}-y^{2}+4 z^{2}\right)}{\left(x^{2}+y^{2}+z^{2}\right)^{7 / 2}}  \tag{63}\\
\frac{\partial B_{z}}{\partial y} & =\frac{3 B_{\mathrm{eq}} R_{\mathrm{E}}^{3} y\left(-x^{2}-y^{2}+4 z^{z}\right)}{\left(x^{2}+y^{2}+z^{2}\right)^{7 / 2}}  \tag{64}\\
\frac{\partial B_{z}}{\partial z} & =\frac{3 B_{\mathrm{eq}} R_{\mathrm{E}}^{3} z\left(-3 x^{2}-3 y^{2}+2 z^{2}\right)}{\left(x^{2}+y^{2}+z^{2}\right)^{7 / 2}} \tag{65}
\end{align*}
$$

These can be used in Eq. (51) which can then be integrated simultaneously with Eq. (41). The components of the unit vector found from this, together with the magnitude of $E$ found from Eq. (2) gives the electric field at all points along the field line. For tests of the process the Harris field $\boldsymbol{B}_{\mathbf{h}}$ can be set to zero, so that the integration of the differential equations applies to a dipole magnetic field, and the results can be compared with the explicit formulae of Sect. 2.

### 4.2 Mapping of electric field in the model

For our simple model we use what are effectively GSM coordinates with origin at the centre of the Earth, $x$ towards local noon, $z$ along the dipole axis, and $y$ completing the right hand set. The field line trace can start from any point $x, y, z$ on a field line. Normally the point would be defined by latitude, longitude and radius (or height) and converted to the rectangular system.

The initial value of $w_{i}^{\perp}$ must be found from the electric field. When measuring an electric field in the upper ionosphere or magnetosphere, it is only necessary to have two components. Because the component parallel to $\boldsymbol{B}$ is zero, the third component can be found from the condition $\boldsymbol{E} \cdot \boldsymbol{B}=0$. For example if the $H$ and $D$ components of $\boldsymbol{E}$ are measured by a SuperDARN radar then the vertical component is given by
$E_{z}=-\frac{B_{H} E_{H}+B_{D} E_{D}}{B_{z}}$.
Let $\tau$ be the local time measured in hours. Then the longitude $\phi$ measured from noon (i.e. from the positive $x$ axis) is given by
$\phi=\left(\frac{\tau}{12}-1\right) \pi$.
Then the direction cosines of the $H$ and $D$ directions are
$\hat{n}_{i}^{\lambda}=\{-\sin \lambda \cos \phi,-\sin \lambda \sin \phi, \cos \lambda\}$
$\hat{n}_{i}^{\phi}=\{-\sin \phi, \cos \phi, 0\}$
and
$\boldsymbol{E}=\hat{\boldsymbol{n}}_{\lambda} E_{H}+\hat{\boldsymbol{n}}_{\phi} E_{D}+\hat{\boldsymbol{z}} E_{z}$.
It should be noted that, if all three components of $\boldsymbol{E}$ are given, they must be normal to the magnetic field. The differential Eqs. (51) assume this and if it is not true, there will be a cumulative error in the integration.

The starting value for $\boldsymbol{w}_{\perp}$ is then the unit vector
$\boldsymbol{w}_{\perp}(0)=\frac{\hat{\boldsymbol{n}}_{\lambda} E_{H}+\hat{\boldsymbol{n}}_{\phi} E_{D}+\hat{\boldsymbol{z}} E_{z}}{\sqrt{E_{x}^{2}+E_{y}^{2}+E_{z}^{2}}}$.

## 5 Computational results

### 5.1 Dipole field: comparison with explicit formulae

An initial test of the method is to use Eqs. (41) and (51) to trace field lines in a dipole magnetic field and compare the results with the explicit formulae of Sect. 2. We set $\boldsymbol{B}_{\mathrm{h}}=0$ in Eqs. (54) and (59) and used a straightforward 4th order Runge-Kutta method similar to that of Press et al. (1989, Sect. 15.1) to integrate the equations. With an appropriate choice of step length, all computed values agreed with the


Figure 5. Element of field line separation in the meridian plane for a dipole magnetic field, normalized to the value at the Earth's surface. The full line shows the values obtained by integrating the first order differential equations, while the crosses are obtained from the analytic expression.
analytic values to within the numerical accuracy of the integration process. For example Fig. 5 compares the field line separation in the magnetic meridian (full line) with that computed from Eq. (18) (crosses) for a field line starting at $72^{\circ}$ at a height of 250 km in the ionosphere and finishing at the equatorial plane. The results agree to better than 1 part in $10^{6}$ for an integration step length of $1 R_{\mathrm{E}}$.

### 5.2 Electric field mapping in the Harris model

We have tested the validity of the method of field line mapping that is described in Sect. 3 by using the Harris model. The coding is in Python with the intention of providing a template for an open source package that will be developed for electric field mapping in more realistic magnetic field geometries (Maus et al., 2005; Tsyganenko, 1987, 1995, 1996).

The integration process is the same as described above for a dipole. The results for the field line coordinates $x_{i}$ and normalized separation $w_{i}$ are stored in arrays. If we wish to terminate at a particular point we specify a function of $s$, the distance along the field line that must be zero at the end point. When this function changes sign we take the coordinates of the last two points as the starting values for a regula falsi (Press et al., 1989) process to find the zero of the function. For example, if we choose to end the trace in the ionosphere at an altitude of 250 km we evaluate $h-250$ at each point along the path. When it changes sign we enter the regula falsi routine. This interpolates linearly between the last two values $s_{1}$ and $s_{2}$ of $s$ to find a new value $s_{3}$ that is closer to the root. With a step length of $s_{3}-s_{2}$ the equations are advanced another step to find a new $h$. This is repeated until $|h-250| \leq \epsilon$ where $\epsilon$ is small enough to give the required accuracy. Although this is a first order convergent process


Figure 6. Field line trace (blue) and electric field mapping (red) in a Harris model with $B_{\mathrm{eq}}=3.4 \times 10^{4} \mathrm{nT}, B_{0}=50.0 \mathrm{nT}$ and plasma sheet thickness $d=1.5 R_{\mathrm{E}}$. The trace starts at $70^{\circ}$ latitude, 03:00 LT (local time), and 250 km altitude. The projections of the magnetic field line and the electric field vectors on the coordinate planes are also shown. Scale of electric field vector: 1 length unit $=35.4 \mathrm{mV} \mathrm{m}^{-1}$.
and converges more slowly than a second order process such as the Newton-Raphson method, it requires much less computation. In practice it only requires about five or six steps to achieve an accuracy of one part in $10^{6}$.

Figure 6 shows the results of such a process. A field line is traced from a point in the Northern Hemisphere ionosphere at altitude 250 km , latitude $70^{\circ}$ and local time 03 h 00 . The parameters of the model (shown in the caption) are chosen to produce a strong tail field. The trace is terminated at an altitude of 250 km in the opposite hemisphere. The model is, of course, symmetric about the equatorial plane. The blue line represents the magnetic field line. The effect of the Harris sheet is obvious, with the field line being swept back tailwards and strong curvature within the plasma sheet. We also show the projection of the field line on each of the coordinate planes. The electric field is represented by the red line segments along the field line projections. Each line segment represents the projection of the electric field vector on the coordinate plane.

Because there is strong dependence of the electric field magnitude on radius the field vectors are barely discernable at larger radii. The diagram is not, however, intended to provide a quantitative picture of the electric field mapping but to give a feel for the geometry. A better idea of the variation of $\boldsymbol{E}$ along the field line is given in Figs. 7 and 8. Figure 7 shows magnitude of the electric field and of its three components as


Figure 7. Electric field normalized to the value at the starting point, for the field line traced and electric field mapped in Fig. 6.
a function of $s$, the distance measured along the field line (negative when in the opposite direction to $\boldsymbol{B}$ ). The $x$ and $y$ components of $\boldsymbol{E}$ are symmetric about the equator while $E_{z}$ is antisymmetric. There is strong variation of the magnitude of $E$, which varies from $35.4 \mathrm{mV} \mathrm{m}^{-1}$ in the ionosphere to about $0.5 \mathrm{mV} \mathrm{m}^{-1}$ near the equator. A better idea of how $\boldsymbol{E}$ varies near the equator can be obtained by examining Fig. 8. The normalized width vector is in the same direction as $\boldsymbol{E}$ and its magnitude is proportional to the reciprocal of $E$.

It is not the intention of this paper to provide the results of a large number of computations in a model that is only intended to be illustrative. The purpose is to validate the technique of computation in a relatively simple model. We describe below the various checks that we have made on the accuracy of the integration technique.

### 5.3 Computational checks of mapping in the Harris model

We have already described how, in a dipole model, we can use the integration technique and compare the results with the explicit formulae presented in the first part of the paper. The agreement is, in all cases, very good. With integration steps of 1.5 to $2.0 R_{\mathrm{E}}$ agreement between the computed values of position $x_{i}$ and field line separation $w_{i} / w_{0}$ is typically about 1 part in $10^{6}$ for a dipole model. Larger steps than this increase the truncation error and reduce the accuracy. The step length is best chosen by the user to suit the numerical accuracy of the computer and the requirements of the problem.

In the Harris model the curvature of the field lines near the plasma sheet can be quite large. If the step length is comparable with the radius of curvature, truncation error becomes important. In this case the orthogonality of $\boldsymbol{w}$ and $\boldsymbol{B}$ is not


Figure 8. Element of field line separation in the electric field direction, for the field line traced in Fig. 6.
maintained. As a check against this, at each step, we calculate the scalar product of the unit vectors parallel to $\boldsymbol{w}$ and $\boldsymbol{B}$. If its magnitude exceeds a predetermined value an exception is raised and the user can set a better step length. Ultimately, in production versions of the program for realistic models it will be necessary to use a more sophisticated adaptive step integration technique. For the present the simpler technique suffices.

Another check that will be particularly useful in more elaborate models is to take two initial values of $\boldsymbol{w}, \boldsymbol{w}_{1}$ and $\boldsymbol{w}_{2}$, in different directions perpendicular to $\boldsymbol{B}$. These can both be integrated simultaneously along the field line. Then the cross-section of the flux tube defined by these is $\boldsymbol{w}_{1} \times \boldsymbol{w}_{2}$.

The magnetic flux is constant along the flux tube and we can check this by evaluating $\boldsymbol{B} \cdot \boldsymbol{w}_{1} \times \boldsymbol{w}_{2}$ at each step. In an integration in the Harris model constancy can be maintained to about 1 part in $10^{6}$ with appropriate step length. The computational overhead of integrating three additional equations is too large for this to be useful in routine calculations, but it is very useful in checking the correctness of the coding for the magnetic field model.

## 6 Discussion and conclusions

In this paper we have introduced a new method of mapping electric fields along geomagnetic field lines. A set of three differential equations for the components of the normalized separation of two field lines has been obtained. These can be integrated simultaneously with the equations that trace the field line. Since the magnetic field lines are equipotentials, this allows the calculation of a component of the electric field as a function of distance measured along the field line. Two values of the normalized separation are required to give two field line components resulting in a total of nine first order differential equations that must be simultaneously integrated.

The computational effort in integrating the set of nine equations is the same as that for tracing three field lines. The accuracy of the process is better, however, since finding the electric field by finding the difference between the end positions of the two field lines requires taking small differences of large quantities. Such numerical differentiation is notoriously inaccurate.

The viability of the method has been carefully tested. The analytic expressions for a number of relevant properties of a magnetic dipole field, while easily derived, are not readily available in the literature. We have provided a derivation of these for convenient reference and compared the results calculated from them with those obtained by the integration method. We have also tested the method in a qualitatively more realistic model of the night side magnetosphere. All the tests show that the method is accurate and suitable for mapping in more realistic models. In the accompanying paper (Walker, 2016) the process is applied to the International Geomagnetic Reference Field.
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