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ABSTRACT

We present the results of a survey for stellar and substellar companions to 82 young stars in the nearby OB asso-
ciation Upper Scorpius. This survey used nonredundant aperture mask interferometry to achieve typical contrast
limits of �K � 5Y6 at the diffraction limit, revealing 12 new binary companions that lay below the detection limits
of traditional high-resolution imaging; we also summarize a complementary snapshot imaging survey that dis-
covered seven directly resolved companions. The overall frequency of binary companions (�35þ5

�4
% at separations of

6Y435 AU) appears to be equivalent to field stars of similar mass, but companions could be more common among
lower mass stars than for the field. The companion mass function has statistically significant differences compared to
several suggestedmass functions for the field, andwe suggest an alternate lognormal parameterization of themass func-
tion. Our survey limits encompass the entire brown dwarf mass range, but we only detected a single companion that
might be a brown dwarf; this deficit resembles the so-called brown dwarf desert that has been observed by radial ve-
locity planet searches. Finally, our survey’s deep detection limits extend into the top of the planetary mass function,
reaching 8Y12 MJup for half of our sample. We have not identified any planetary companions at high confidence
(k99.5%), but we have identified four candidate companions at lower confidence (k97.5%) that merit additional
follow-up to confirm or disprove their existence.

Subject headinggs: binaries: general — stars: low-mass, brown dwarfs — stars: preYmain-sequence

Online material: color figures

1. INTRODUCTION

The detection and characterization of low-mass companions
have become some of the highest priorities of the astronomical
community. Radial velocity (RV) surveys have discovered over
200 extrasolar planetary companions over the past decade, and
both RV surveys and coronagraphic imaging surveys have dis-
covered an abundance of stellar-mass companions (e.g., Marcy
& Butler 2000; McCarthy & Zuckerman 2004; Metchev 20051;
Johnson et al. 2006; Naef et al. 2007). However, very few brown
dwarf companions have been identified, an unexpected result
given that the observational signatures of more massive com-
panions are far larger than those of planetary-mass companions
and that free-floating brown dwarfs are very common (Kirkpa-
trick et al. 2000; Luhman et al. 2003; Chiu et al. 2006; Slesnick
et al. 2006a, 2006b). This dearth of companions between the stel-
lar and planetary mass regimes is popularly known as the ‘‘brown
dwarf desert.’’ The existence and extent of the brown dwarf
desert can provide key constraints on star and planet formation
since it represents the extreme mass limit of both processes.

If the stellar-mass binary companions of solar-mass stars are
drawn from the initial mass function (IMF; e.g., Kroupa 1995) or
formed via some other process that preferentially forms low-mass
companions (e.g., Duquennoy & Mayor 1991, hereafter DM91),
then brown dwarf companions should be common unless another
process inhibits their formation or dynamically strips them. How-

ever, if stellar companions are formed via the fragmentation of a
protostellar core, then there are no a priori expectations that brown
dwarfs should form. Indeed, even if fragmentation can form an
extremely inequal-mass pair, the long collapse timescale for low-
mass objects might lead to their preferential photoevaporation by
the higher mass, more luminous companion.
It is also unclear whether brown dwarfs could form via plan-

etary formation processes. RV surveys suggest that the giant
planetary mass function is well fitted by a power law, dN /dm /
M�1:05, for masses of �1Y10 MJup (Marcy et al. 2005). If this
power law extends to higher masses, there should be as many
‘‘planetary’’ companions with masses of 10Y25 MJup as with
masses of 4Y10MJup or 1.6Y4.0MJup. An absence of these com-
panions suggests either that the function is not a power law or that
the power law is truncated by some limit. For example, sub-
millimeter disk surveys suggest that protoplanetary disks have
a mean mass of �5 MJup by the age of 1Y2 Myr (Andrews &
Williams 2005), with a small fraction (�5%) having masses of
�30Y100 MJup. Unless massive planets are formed very early
or efficiently accrete the entire disk mass, this could impose an
upper cutoff on the distribution of planetary masses.
The brown dwarf desert has been studied mostly at very small

or very large separations. The RV exoplanet surveys that have
proven so successful over the past decade should have detected
any brown dwarfs within their outer separation limit (�3Y5 AU),
and they have set very low upper limits on the frequency of
close brown dwarf companions to solar-mass stars (<1%;
Marcy & Butler 2000; Grether & Lineweaver 2006). Similarly,1 See http://etd.caltech.edu/etd/available/etd-08262005-170055/.
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high-resolution coronagraphic imaging surveys have demon-
strated sufficient sensitivity to identify brown dwarf companions
at typical separation limits of >50 AU (e.g., Gizis et al. 2001;
Neuhäuser et al. 2003; McCarthy & Zuckerman 2004; Neuhäuser
& Guenther 2004; Metchev 2005). They have measured frequen-
cies that are low, but somewhat inconsistent (and perhaps not
anomalously low; 1% � 1% byMcCarthy&Zuckerman [2004],
compared to 6:8þ8:3

�4:9 % by Metchev [2005] and 18% � 14% by
Gizis et al. [2001]). A survey for wide companions to high-mass
(2Y8M�) stars inUpper Sco byKouwenhoven et al. (2007) found
a relatively low frequency for brown dwarf companions, 0:5% �
0:5% at separations of 130Y520 AU. Finally, there have been an
intriguing sample of candidate planetary-mass companions iden-
tified at large separations (e.g., Chauvin et al. 2004; Neuhäuser
et al. 2005), but both their mass and formation mechanism are
still uncertain and their frequency is still unconstrained (e.g.,
Masciadri et al. 2005; Kraus et al. 2006; Biller et al. 2007; Ahmic
et al. 2007).

However, these surveys do not study the actual separation range
where most giant planets and binary companions are expected to
form.Most giant planets at small orbital radii (P5AU) are thought
to have migrated inward, so their mass distribution may not match
that of their more distant brethren. The binary formation process
may also be different for small separations (P10 AU), with H2

dissociation softening the equation of state and leading to en-
hanced fragmentation over that expected for larger length scales
(Whitworth & Stamatellos 2006). Similarly, giant planets are not
expected to form at very large radii (k30AU) since the formation
timescale is too long, and the frequency of wide binary compan-
ions may differ significantly from those of closer binaries (e.g.,
Kraus & Hillenbrand 2007a) since the fragmentation occurs on a
length scale that is several orders of magnitude larger.

Ideally, the desert should be studied at the separation range
where giant planets and most binaries are thought to form
(�5Y30 AU; Lissauer & Stevenson 2007; DM91), but this has
been impossible using existing techniques. For example, theo-
retical models (Chabrier et al. 2000) suggest that a 50 MJup

brown dwarf located 15 AU (100Y200) from a nearby field star will
have a contrast ratio of �K � 10Y15mag at a separation of only
�100. The contrast problem could have been addressed by ob-
serving young stars since their substellar companions would be
intrinsically more luminous (�K < 5 mag), but most young stars
are farther away, so the separations are even smaller (0.100Y0.200;
�k/D). Sensitivities near the diffraction limit have traditionally
been far too shallow to detect such companions. However, new
advances in high-resolution imaging techniques are now opening
up this critical regime; our survey uses one such technique, non-
redundant aperture mask interferometry.

The technique of nonredundant aperture masking has been
well established as a means of achieving the full diffraction limit
of a single telescope (e.g., Nakajima et al. 1989; Tuthill et al.
2000). The reason for the technique’s success over direct imag-
ing is that the calibration is independent of structure of the wave
front over scales larger than a single subaperture, but it still pre-
serves the angular resolution of the full aperture. This technique,
when applied to seeing-limited observations, requires observa-
tions to be taken in a speckle mode with subapertures of diameter
smaller than the atmospheric coherence length, limiting the tech-
nique to objects brighter than about mH ¼ 5. The use of adaptive
optics (AO) allows for longer integration times and larger sub-
apertures, extending the technique to much fainter targets.

Published detections have been able to recover astrometrically
discovered binary systems with contrast ratios of 3:1 at 0.6k/D
and 100:1 at k/D (Pravdo et al. 2006; Lloyd et al. 2006; Ireland

et al. 2008) using total observation times of �10 minutes. The
inner limit of companion detectability at high contrast is k /2BL,
where BL is the longest baseline in the mask (typically 80%Y95%
of the aperture diameter). Typical closure phase errors are such
that aperturemasking can unveil high-contrast companions at sep-
arations 5 times closer than direct imaging in bothH andK bands.

In this paper we describe an aperture mask interferometry and
direct imaging survey to detect stellar and substellar companions
to young stars in the nearby OB association Upper Scorpius. This
survey directly studies the age and separation range corresponding
to the peak of planet formation, offering the first glimpse of the
brown dwarf desert in this critical range of parameter space. In x 2
we describe our survey sample, and in x 3 we describe the obser-
vations and data analysis techniques. In x 4 we summarize the re-
sults of our survey. In x 5 we combine these results with previous
binary surveys to place constraints on the stellar binary frequency,
mass function, and separation distribution, and in x 6 we consider
constraints on the corresponding parameters for the planetary pop-
ulation. Finally, in x 7 we discuss the implications of our survey
for the extent and aridity of the brown dwarf desert.

2. SURVEY SAMPLE

Upper Sco is an ideal target for large-scale surveys to de-
tect brown dwarf or planetary companions. It is young enough
(�5 Myr) that substellar companions are much more luminous
than those of typical field stars, and this age is thought to be the
peak epoch of giant planet formation (Lissauer&Stevenson 2007
and references therein). Its relative proximity (�145 pc; de Zeeuw
et al. 1999) alsomeans that the resolution limit of large telescopes
(�40Y100 mas; 6Y15 AU) corresponds to the giant planet sepa-
ration regime of our own solar system. Finally, the association has
been very intensely studied, with several hundred members iden-
tified in the past decade, so it provides a much larger sample of
well-characterized members than nearby moving groups.

We compiled a preliminary list of 356 targets from the known
members of Upper Sco as compiled in Kraus & Hillenbrand
(2007a); this census included all spectroscopically confirmed
members with spectral type G0 or later from the recent surveys
byWalter et al. (1994), Preibisch et al. (1998, 2001, 2002),Kunkel
(1999), Ardila et al. (2000),Martin et al. (2004), and Slesnick et al.
(2006a). We also added two stars that were not included in that
census: RX J1550.9�2534 (which was originally classified as F9
by the HD catalog but was reclassified as G1 by the Michigan
Spectral Survey; Houk & Smith-Moore 1988) and V1149 Sco
(which was not included in any large membership surveys since
it was identified as a young star before they were conducted;
Stephenson 1986).

All of our observations have been conducted from northern
sites, so we removed 25 of the 26 stars south of � ¼ �25� from
further consideration. The only exception was RX J1550.9�2534,
which we retained in order to make a complete group of four sci-
ence targets of similar brightness and air mass. As we describe be-
low, preliminary imaging showed that it was an obvious binary that
is not suitable for masking observations anyway, but we retain it in
our sample for statistical purposes. We also rejected 230 of the re-
maining low-mass association members that were optically fainter
than the useful limit of the AO system (Rk 14). Finally, we re-
moved the 23 known binaries with separations of <300. In close
systems, the stellar companion would have dominated the sig-
nal in our observations, complicating any search for fainter com-
panions. Wider binaries (with separations near the seeing limit)
were rejected because they are generally not corrected well by the
AO system, althoughwe still observed several of themwith direct
imaging in order to test whether this would actually occur. A total
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of seven targetswere not discovered to be binaries until we arrived
at the telescope and obtained quick direct imaging observations;
these targets were also removed from the aperture mask sam-
ple.Wemistakenly removed one more target, USco 160643.8�
190805, that we initially thought was a binary based on direct
imaging. Subsequent analysis showed that it was flagged as a
binary erroneously; we do not consider it in our statistical sam-
ple because we only have imaging data and not masking data.

These cuts left a total of 72 Upper Sco members in our aper-
ture mask sample, plus 11 members (10 known or new binary
systems and 1 erroneous omission) that we only observed with
direct imaging. We list all of these targets in Table 1, where we
also include each target’s spectral type (adopted from the discovery
survey), mass (as determined in x 3.3), and R and K magnitudes,
plus the target group that it was observed with (as described in
x 3.1). In Table 2 we list the 19 known binary systems that would
have passed our selection criteria.We did not observe any of these
systems, but we include them in our sample for determining stellar
binary statistics since they have known binary companions. Our
upper limits on the existence of planetary-mass companions will
not include any known or newly discovered binary systems.

3. OBSERVATIONS AND DATA ANALYSIS

3.1. Observations

We observed our target sample in 2007 AprilYJuly with the
Keck II 10 m and Palomar Hale 20000 telescopes. All observa-
tions were obtained using the facility AO imagers, NIRC2 and
PHARO. Both instruments have aperture masks permanently
installed at or near the pupil plane in filter or pupil stop wheels.
The seeing quality was well above average for most of the Keck
observations, yielding superbAO correction for bright targets and
acceptable Strehl ratios (�15%Y20%) even for targets as faint as
R � 14. The Palomar observations were obtained under approx-
imately median conditions (�100 seeing).

All observations conducted at Keck were obtained with a K 0

filter, while those conducted at Palomar were obtainedwith ameth-
ane short filter, which is inH band (central wavelength 1.57 �m,
bandpass 0.1 �m). This filter was used instead of full H band
because of calibration errors related to dispersion that had been
found in previous data sets. This strategy allowed us to achieve
similar resolution limits at both telescopes, despite the smaller
aperture size at Palomar. Our Palomar observations suffered a
modest loss of sensitivity since the Strehl is lower in H than in
K 0, but the typical sensitivity limit inH still allows us to detect a
�30MJup companion at 40 mas for half of our sample members.
Observing inK would have yielded limits of �K P 1mag deeper
(equivalent to �H P 1:5 since low-mass companions are redder
inH � K ), andwe decided that thiswas not as important since the
corresponding detection limits (k15Y20 MJup) could not have
reached the planetary mass range.

Observations at Keck used a nine-hole mask, with the long-
est baseline 8.27 m and the shortest baseline 1.67 m. We used a
multiple-correlated double sampling readout in a 512 ; 512 sub-
array of the ALADDIN detector, with 16 endpoint reads and a
10 s exposure per frame. Observations at Palomar with PHARO
also used a nine-hole mask, with the longest baseline 3.94 m and
the shortest baseline 0.71 m. To maximize the number of reads,
we used either a 256 ; 256 or 150 ; 150 subarray mode in one
quadrant of the HAWAII detector, with a total of 16 or 28 reads,
respectively, per array reset. Every readwas saved to disk, so that
in postprocessing each file could be split into subframes. Splitting
the data into more subframes minimizes sensitivity to changing
seeing or AO instabilities, and using less subframes minimizes

sensitivity to readout noise. We found that for the typical magni-
tudes of our targets, signal-to-noise ratio was optimized by using
read pairs separated by one read: giving 862 ms exposure times
for the 256 ; 256 subarray mode, and 430 ms exposure times for
the 150 ; 150 subarray mode.
A key requirement for obtaining good contrast limits is the

contemporaneous observation of calibrator sources, ideally sin-
gle stars that are nearby on the sky and similar in both optical and
near-infrared (NIR) brightness. A typical observing mode for iso-
lated field stars is to obtain several sets of observations for a sci-
ence target, interspersing visits to calibrator stars between each
science observation. As a result, observations for a single science
target might require as many as six target acquisitions (three cal-
ibrators, plus three visits to the source). However, all of our sci-
ence targets are located in close proximity on the sky (<10

�
) and

they span a continuous range of brightness, so we were able to
use the same calibrator star for multiple science targets and to in-
tercalibrate between science targets. To this end, we divided our
sample into 20 groups of approximately four similar-brightness
stars each and then observed each group contemporaneously. Spe-
cifically, we visited each group member three times, plus we ob-
tained one visit for each of two independent field calibrators. This
allowed us to typically observe four science targets with a total of
14 acquisitions, for an average of 3.5 acquisitions per target. The
average total time per acquisition was�4minutes, so our strategy
required �15 minutes per target.
We summarize the composition of our target groups and list

the independent calibrators in Table 3.We also include the obser-
vation date and the mean R and K magnitudes for each group.
Some of our groups are bigger or smaller because our acquisition
images showed that several intended targets were resolved bina-
ries (x 3.3). When this occurred, we removed the binary system
from our sample; in the case of groups 12Y15, we found a large
number of binaries, so we rearranged the group composition at
the telescope and eliminated group 13.
Finally, a large fraction of our sample has been observed pre-

viously with high-resolution imaging (Brandner et al. 1996;
Metchev 2005; Bouy et al. 2006), so we knew a priori whether
these stars had known companions. However, many of our tar-
gets have been observed only with speckle imaging (Köhler et al.
2000) or have not been observed with any high-resolution tech-
niques. For these sources,we decided to obtain quick observations
in direct imaging mode in order to screen out obvious binaries.
This also allowed us to test for companions at separations outside
the nominal limit of aperture mask interferometry (240 mas at
Palomar and 320 mas at Keck).
In Table 4 we list all of the sources that were observed with

direct imaging and summarize the observations. We observed all
of these sources with NIRC2 or PHARO using the smallest pixel
scale available (10 or 25 mas pixel�1, respectively) and a two-
point diagonal dither pattern. Faint stars were observed with a
K 0 or Ks filter, while bright stars that would have saturated the
detector were observed with a Br� filter, which attenuates flux by
a factor of �10 relative to broadband K filters.

3.2. Aperture Mask Analysis and Detection Limits

The aperture masking analysis pipeline is similar to that used
for several previous papers containing Palomar masking data
(Pravdo et al. 2006; Lloyd et al. 2006; Martinache et al. 2007).
After subtracting the bias (dark) level, flat-fielding, and removing
bad pixels, the data are windowed by a super-Gaussian [a function
of the form exp (�k x4)]. This window both limits sensitivity to
readout noise and acts as a spatial filter. Each frame is then Fourier-
transformed and the complex visibility extracted for each baseline.
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TABLE 1

Upper Sco Sample

Name

R.A.

(J2000.0)

Decl.

(J2000.0) Spectral Type

Mass

(M�)
R

(mag)

K

(mag) Group

RX J1550.0�2312 ....................... 15 50 04.99 �23 11 53.7 M2 0.49 13.1 8.93 14

RX J1550.9�2534 ....................... 15 50 56.42 �25 34 19.0 G1 1.75 9.4 7.91 . . .

RX J1551.1�2402 ....................... 15 51 06.61 �24 02 19.0 M2 0.49 13.5 9.73 17

RX J1557.8�2305 ....................... 15 57 50.03 �23 05 09.4 M0 0.68 12.7 9.27 12

RX J1558.1�2405 ....................... 15 58 08.15 �24 05 53.0 K4 0.95 11.4 8.96 8

RX J1558.2�2328 ....................... 15 58 12.71 �23 28 36.4 G2 1.66 9.9 8.02 1

RX J1600.2�2417 ....................... 16 00 13.30 �24 18 10.6 M0 0.68 13.1 9.51 14

RX J1600.6�2159 ....................... 16 00 40.57 �22 00 32.2 G9 1.43 10.2 8.44 3

RX J1600.7�2127 ....................... 16 00 42.77 �21 27 38.0 K7 0.77 11.7 8.92 10

RX J1601.1�2113 ....................... 16 01 08.01 �21 13 18.5 M0 0.68 12.0 8.80 9

RX J1601.9�2008 ....................... 16 01 58.23 �20 08 12.2 G5 1.62 9.9 7.67 2

RX J1602.0�2221 ....................... 16 02 00.39 �22 21 23.7 M1 0.60 12.8 8.84 12

RX J1602.8�2401B .................... 16 02 51.24 �24 01 57.4 K4 0.95 11.1 8.93 4

RX J1602.8�2401A .................... 16 02 52.43 �24 02 22.7 K0 1.35 10.4 7.65 1

RX J1603.6�2245 ....................... 16 03 35.50 �22 45 56.1 G9 1.43 10.6 8.36 3

RX J1603.9�2031A .................... 16 03 57.68 �20 31 05.5 K5 0.87 12.0 8.37 10

RX J1604.3�2130 ....................... 16 04 21.66 �21 30 28.4 K2 1.12 11.8 8.51 11

RX J1605.6�2152 ....................... 16 05 39.36 �21 52 33.8 M1 0.60 13.6 9.47 17

RX J1606.2�2036 ....................... 16 06 12.54 �20 36 47.3 K5 0.87 12.5 8.90 12

RX J1607.0�2043 ....................... 16 07 03.73 �20 43 07.4 M1 0.60 13.6 9.53 17

RX J1607.0�2036 ....................... 16 07 03.56 �20 36 26.5 M0 0.68 11.3 8.10 . . .

USco 155655.5�225839 ............. 15 56 55.46 �22 58 40.4 M0 0.68 13.2 9.43 14, 15

USco 160142.6�222923 ............. 16 01 42.55 �22 29 23.9 M0 0.68 13.8 10.22 19

USco 160341.8�200557 ............. 16 03 41.87 �20 05 57.8 M2 0.49 13.7 9.49 18

USco 160343.3�201531 ............. 16 03 43.35 �20 15 31.5 M2 0.49 13.7 9.72 18

USco 160428.4�190441 ............. 16 04 28.39 �19 04 41.4 M3 0.36 13.6 9.28 . . .

USco 160517.9�202420 ............. 16 05 17.92 �20 24 19.5 M3 0.36 13.3 9.14 15

USco 160643.8�190805 ............. 16 06 43.86 �19 08 05.6 K6 0.82 12.8 9.20 . . .

USco 160707.7�192715 ............. 16 07 07.67 �19 27 16.1 M2 0.49 13.8 9.80 19

USco 160801.4�202741 ............. 16 08 01.42 �20 27 41.7 K8 0.68 13.0 9.29 16

USco 160822.4�193004 ............. 16 08 22.34 �19 30 05.2 M1 0.60 12.9 9.06 12

USco 160823.2�193001 ............. 16 08 23.25 �19 30 00.9 K9 0.68 13.2 9.47 15

USco 160823.8�193551 ............. 16 08 23.88 �19 35 51.8 M1 0.60 13.3 9.25 . . .

USco 160825.1�201224 ............. 16 08 25.11 �20 12 24.6 M1 0.60 13.9 9.87 20

USco 160900.7�190852 ............. 16 09 00.76 �19 08 52.6 K9 0.68 13.1 9.15 15

USco 160908.4�200928 ............. 16 09 08.45 �20 09 27.8 M4 0.24 13.8 9.52 . . .

USco 160916.8�183522 ............. 16 09 16.85 �18 35 22.6 M2 0.49 14.0 9.67 20

USco 160946.4�193735 ............. 16 09 46.44 �19 37 36.1 M1 0.60 13.8 9.63 19

USco 160954.4�190654 ............. 16 09 54.41 �19 06 55.1 M1 0.60 13.7 9.60 18

USco 161031.9�191305 ............. 16 10 31.96 �19 13 06.2 K7 0.77 13.0 8.99 12

USco 161115.3�175721 ............. 16 11 15.34 �17 57 21.4 M1 0.6 13.2 9.20 15

USco 161347.5�183459 ............. 16 13 47.51 �18 35 00.4 M2 0.49 14.1 9.91 20

USco 161358.1�184828 ............. 16 13 58.15 �18 48 29.0 M2 0.49 14.0 9.88 20

GSC 06764�01305 ..................... 15 35 57.80 �23 24 04.6 K3 0.99 12.0 9.43 11

GSC 06195�00768 ..................... 15 57 02.34 �19 50 42.0 K7 0.77 11.1 8.37 . . .
GSC 06191�00019 ..................... 15 59 02.09 �18 44 14.3 K6 0.82 11.1 8.11 . . .

GSC 06191�00552 ..................... 15 58 47.70 �17 57 59.0 K3 0.99 11.5 8.33 5

GSC 06204�00812 ..................... 16 03 02.69 �18 06 05.0 K4 0.95 11.3 8.73 5

GSC 06204�01067 ..................... 16 03 23.68 �17 51 42.3 M2 0.49 12.4 8.61 . . .
GSC 06208�00834 ..................... 16 06 31.70 �20 36 23.3 K6 0.82 12.4 8.73 10

GSC 06209�00735 ..................... 16 08 14.74 �19 08 32.8 K2 1.12 11.0 8.43 5

GSC 06205�00954 ..................... 16 08 31.38 �18 02 41.4 M0 0.68 12.2 8.91 9

GSC 06209�01501 ..................... 16 08 56.73 �20 33 46.0 K5 0.87 11.9 8.62 9

GSC 06213�01358 ..................... 16 09 30.30 �21 04 58.9 M0 0.68 12.1 8.92 9

GSC 06213�00194 ..................... 16 09 40.99 �22 17 59.4 M0 0.68 11.6 8.44 7

GSC 06213�00306 ..................... 16 10 42.03 �21 01 32.0 K5 0.87 11.9 8.56 6

GSC 06793�00868 ..................... 16 11 56.33 �23 04 05.1 M1 0.6 12.2 8.82 . . .
GSC 06793�00797 ..................... 16 13 02.72 �22 57 44.6 K4 0.95 11.7 8.46 8

GSC 06213�00306 ..................... 16 13 18.59 �22 12 48.9 G9 1.43 9.8 7.43 1, 2

GSC 06793�00994 ..................... 16 14 02.12 �23 01 02.2 G4 1.63 10.9 8.61 4

GSC 06793�00806 ..................... 16 15 34.57 �22 42 42.1 M1 0.60 11.2 7.91 7

GSC 06793�01406 ..................... 16 16 17.95 �23 39 47.7 G7 1.56 9.9 8.10 2

GSC 06214�02384 ..................... 16 19 33.96 �22 28 29.4 K0 1.35 10.5 8.51 3

GSC 06794�00480 ..................... 16 20 45.96 �23 48 20.9 K3 0.99 11.9 8.93 8

GSC 06214�00210 ..................... 16 21 54.67 �20 43 09.1 M1 0.60 11.6 9.15 8



Complex visibilities cannot be directly used for high-fidelitymea-
surements because of their sensitivity to variable optical aberra-
tions and noncommon path errors. Instead, we use the averaged
squared visibility and the complex triple product (Lohmann et al.
1983). For each visit to each star, we extract squared visibility,
closure phase, and the uncertainties on these quantities based on
the scatter within one visit. Finally, the calibration process consists
of estimating the instrumental squared visibilities and closure
phases. The target star’s squared visibilities are divided by the

instrumental squared visibilities, and the instrumental closure
phase is subtracted from the measured closure phase.
Figures 1 and 2 show a fit to data for the 27 mas separation

binary RX J1550.0�2312. Squared visibility is plotted against
baseline projected along the axis of the binary. As closure phase
is a multidimensional quantity, we chose to simply plot the mea-
sured closure phases versus themodel closure phases. Despite this
binary being at a separation of only 0.6k /D, it is clear that it is
an extremely high signal-to-noise ratio detection. Note that

TABLE 1—Continued

Name

R.A.

(J2000.0)

Decl.

(J2000.0) Spectral Type

Mass

(M�)
R

(mag)

K

(mag) Group

GSC 06794�00537 ..................... 16 23 07.83 �23 00 59.7 K2 1.12 11.0 8.18 4

GSC 06794�00156 ..................... 16 24 51.36 �22 39 32.5 G6 1.59 9.3 7.08 1

GSC 06794�00337 ..................... 16 27 39.56 �22 45 23.0 K1 1.25 10.9 8.08 6

GSC 06228�01359 ..................... 16 35 48.36 �21 48 39.7 M0 0.68 12.4 8.48 10

ScoPMS 015 ................................ 15 57 19.99 �23 38 50.0 M0 0.68 12.4 8.88 . . .
ScoPMS 017 ................................ 15 57 34.31 �23 21 12.3 M1 0.60 12.9 8.99 14

ScoPMS 019 ................................ 15 59 59.95 �22 20 36.8 M1 0.60 12.3 8.63 11

ScoPMS 021 ................................ 16 01 25.64 �22 40 40.3 K1 1.25 13.6 8.52 16

ScoPMS 022 ................................ 16 02 08.45 �22 54 58.9 M1 0.60 13.4 9.55 17

ScoPMS 027 ................................ 16 04 47.76 �19 30 23.1 K2 1.12 11.0 8.04 5

ScoPMS 028 ................................ 16 05 27.27 �19 38 46.6 M1 0.60 13.3 9.55 16

ScoPMS 042b .............................. 16 10 21.74 �19 04 06.7 M3 0.36 13.8 9.62 19

ScoPMS 044 ................................ 16 11 08.91 �19 04 46.9 K2 1.12 11.3 7.69 7

ScoPMS 045 ................................ 16 11 20.58 �18 20 54.9 K5 0.87 11.4 8.56 6

ScoPMS 048 ................................ 16 11 59.28 �19 06 53.3 K0 1.35 11.1 8.09 7

ScoPMS 060 ................................ 16 17 31.39 �23 03 36.0 G0 1.71 9.7 7.97 2

ScoPMS 214 ................................ 16 29 48.70 �21 52 11.9 K0 1.35 10.5 7.76 4

V1149 Sco ................................... 15 58 36.90 �22 57 15.0 G7 1.56 10.2 7.05 3

Notes.—Units of right ascension are hours, minutes, and seconds, and units of declination are degrees, arcminutes, and arcseconds. Typical uncer-
tainties are �1 subclass for spectral types,�0.2 mag for Rmagnitudes (taken from NOMAD; Zacharias et al. 2004), and�0.02 mag for K magnitudes
(taken from 2MASS; Skrutskie et al. 2006). The uncertainties in mass are dominated by systematic errors, including a global zero-point uncertainty of
�20% and individual uncertainties of as much as �100% due to the possibility of further unresolved multiplicity.

TABLE 2

Known Binary Systems

Primary

R.A.

(J2000.0)

Decl.

(J2000.0) Primary Spectral Type

Mprim

(M�)
R

(mag)

K

(mag)

�K

(mag)

Separation

(mas)

P.A.

(deg) References

GSC 06780�01061 .............. 16 06 54.36 �24 16 10.8 M3 0.36 12.2 8.86 1.3 1500 270.0 1

GSC 06793�00569 .............. 16 13 29.29 �23 11 07.5 K1 1.25 11.1 8.49 2.7 1430 91.4 2

GSC 06793�00819 .............. 16 14 11.08 �23 05 36.2 K0 1.35 10.0 7.46 0.21 222 304.8 2

RX J1600.5�2027 ................ 16 00 31.35 �20 27 05.0 M1 0.60 12.8 8.83 0.43 189 171.7 3

RX J1601.7�2049 ................ 16 01 47.43 �20 49 45.8 M0 0.68 12.4 8.61 0.58 205 324.7 3

RX J1601.8�2445 ................ 16 01 51.49 �24 45 24.9 K7 0.77 11.4 8.49 1.00 76 289.6 3

RX J1602.9�2022 ................ 16 02 53.96 �20 22 48.1 K7 0.77 11.7 8.19 0.18 310 5.3 3

RX J1603.9�2031B ............. 16 03 54.96 �20 31 38.4 M0 0.68 12.5 8.62 0.53 121 140.9 3

RX J1606.6�2108 ................ 16 06 37.41 �21 08 40.5 M1 0.60 13.2 9.11 0.09 1279 33.9 3

RX J1607.0�1911 ................ 16 07 03.94 �19 11 33.9 M1 0.60 13.4 9.22 1.47 599 87.6 3

ScoPMS 005 ......................... 15 54 59.86 �23 47 18.2 G2 1.66 8.6 7.03 1.99 766 232.0 3

ScoPMS 013 ......................... 15 56 29.42 �23 48 19.8 M1.5 0.54 11.6 8.75 0.62 92 169.8 3

ScoPMS 016 ......................... 15 57 25.76 �23 54 22.0 M0.5 0.64 13.1 9.09 0.63 1324 226.0 3

ScoPMS 020 ......................... 16 01 05.19 �22 27 31.2 M3 0.36 12.9 8.75 0.60 193 313.7 3

ScoPMS 023 ......................... 16 02 10.45 �22 41 28.0 K5 0.87 10.2 8.06 0.65 300 345.6 3

ScoPMS 029 ......................... 16 05 42.67 �20 04 15.0 M2 0.49 13.4 9.16 0.56 643 352.6 3

ScoPMS 031 ......................... 16 06 21.96 �19 28 44.6 M0.5 0.64 12.8 8.62 0.64 578 148.2 3

ScoPMS 042a ....................... 16 10 28.58 �19 04 47.0 M1 0.60 13.0 8.71 0.42 299 84.1 3

ScoPMS 052 ......................... 16 12 40.51 �18 59 28.3 K0 1.35 10.4 7.49 1.10 144 162.2 2

Notes.—Units of right ascension are hours, minutes, and seconds, and units of declination are degrees, arcminutes, and arcseconds. Typical uncertainties are�1 sub-
class for spectral types,�0.2 mag for Rmagnitudes (taken from NOMAD; Zacharias et al. 2004), and�0.02 mag for K magnitudes (taken from 2MASS; Skrutskie et al.
2006). The uncertainties in masses are dominated by systematic errors, including a global zero-point uncertainty of �20% and individual uncertainties of as much as
�100% due to the possibility of further unresolved multiplicity. Typical uncertainties in binary properties are �0.1 mag in�K, �10 mas in separation, and�1� in P.A.

References.—(1) Kraus & Hillenbrand 2007a; (2) Metchev 2005; (3) Köhler et al. 2000.
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only closure phase was used in the fit: calibration errors are evi-
dent in the squared visibility data with the few points that have
squared visibility greater than 1.0.
The error analysis procedure used to calculate the covariance

matrix of closure phase for each target is given in detail in the
Appendix. For all targets, an attempt at fitting a binary solution
was made, first by searching exhaustively in a grid in position
angle and separation at high contrast and then by a gradient de-
scent search to find the�2 minimum. Errors in binary parameters
were calculated from the curvature of the �2 surface at the �2

minimum (i.e., the same method as most least-squares algo-
rithms). Detections were retained if their contrast was greater
than a 99.9% confidence threshold.
In order to calculate a detection threshold, we simulated 10,000

data sets with the identical (u; v)-sampling and error properties of
each target. For each of these simulated data sets, we calculated
the best-fit contrast ratio for every value of separation and position
angle in a large grid and then tabulated the maximum contrast ra-
tio (i.e., brightest fitted companion) within a series of annuli. Our
99.9% upper limits to companion brightness within each annulus

TABLE 4

Direct Imaging Observations

Name Telescope

Tint
(s) Filter

Epoch

(JD �2,450,000)

GSC 06191�00019 .................. Pal 56.64 Ks 4251

GSC 06195�00768 .................. Pal 18.41 Ks 4199

GSC 06204�01067 .................. Pal 56.64 Ks 4252

GSC 06205�00954 .................. Pal 56.64 Ks 4250

GSC 06208�00834 .................. Pal 56.64 Ks 4250

GSC 06209�01501 .................. Pal 56.64 Ks 4250

GSC 06213�00194 .................. Pal 56.64 Ks 4251

GSC 06213�00306 .................. Pal 56.64 Ks 4251

GSC 06213�01358 .................. Pal 56.64 Ks 4250

GSC 06214�00210 .................. Pal 56.64 Ks 4251

GSC 06214�02384 .................. Pal 56.64 Ks 4251

GSC 06764�01305 .................. Pal 56.64 Ks 4252

GSC 06793�00797 .................. Pal 56.64 Ks 4251

GSC 06793�00806 .................. Pal 56.64 Ks 4251

GSC 06793�00868 .................. Pal 56.64 Ks 4252

GSC 06793�00994 .................. Pal 56.64 Ks 4251

GSC 06794�00156 .................. Pal 56.64 Ks 4251

GSC 06794�00480 .................. Pal 56.64 Ks 4251

GSC 06794�00537 .................. Pal 56.64 Ks 4251

RX J1550.0�2312 .................... Keck 32 Br� 4256

RX J1550.0�2312 .................... Keck 32 Br� 4257

RX J1550.9�2534 .................... Keck 32 Br� 4257

RX J1551.1�2402 .................... Keck 32 Br� 4256

RX J1557.8�2305 .................... Keck 32 Br� 4257

RX J1558.1�2405 .................... Pal 56.64 Ks 4252

RX J1558.2�2328 .................... Pal 56.64 Ks 4251

RX J1600.7�2127 .................... Pal 56.64 Ks 4250

RX J1601.1�2113 .................... Pal 56.64 Ks 4250

RX J1601.9�2008 .................... Pal 56.64 Ks 4251

RX J1602.0�2221 .................... Keck 32 Br� 4257

RX J1602.8�2401A ................. Keck 16 Br� 4257

RX J1602.8�2401B ................. Pal 56.64 Ks 4251

RX J1603.6�2245 .................... Pal 56.64 Ks 4251

RX J1603.9�2031A ................. Pal 56.64 Ks 4250

RX J1604.3�2130 .................... Pal 56.64 Ks 4252

RX J1606.2�2036 .................... Pal 56.64 Ks 4252

RX J1607.0�2036 .................... Pal 56.64 Ks 4251

ScoPMS 015 ............................. Pal 56.64 Ks 4250

ScoPMS 017 ............................. Keck 32 Br� 4256

ScoPMS 019 ............................. Pal 56.64 Ks 4252

ScoPMS 022 ............................. Keck 32 Br� 4256

ScoPMS 027 ............................. Pal 28.32 Ks 4250

ScoPMS 028 ............................. Keck 32 Br� 4257

ScoPMS 042b ........................... Keck 44 Br� 4256

ScoPMS 044 ............................. Pal 56.64 Ks 4251

ScoPMS 045 ............................. Pal 56.64 Ks 4251

ScoPMS 048 ............................. Pal 56.64 Ks 4251

USco 160341.8�200557 .......... Keck 32 Br� 4256

USco 160428.4�190441 .......... Keck 32 Br� 4257

USco 160517.9�202420 .......... Keck 32 Br� 4257

USco 160643.8�190805 .......... Pal 56.64 Ks 4252

USco 160707.7�192715 .......... Keck 36 Br� 4256

USco 160801.4�202741 .......... Pal 56.64 Ks 4252

USco 160823.2�193001 .......... Keck 32 Br� 4257

USco 160823.8�193551 .......... Keck 32 Br� 4257

USco 160825.1�201224 .......... Keck 32 Br� 4256

USco 160900.7�190852 .......... Pal 56.64 Ks 4252

USco 160908.4�200928 .......... Keck 32 Br� 4256

USco 160916.8�183522 .......... Keck 32 Br� 4256

USco 160954.4�190654 .......... Keck 32 Br� 4256

USco 161031.9�191305 .......... Pal 56.64 Ks 4252

USco 161115.3�175721 .......... Keck 32 Br� 4257

USco 161347.5�183459 .......... Keck 32 Br� 4256

Fig. 1.—Squared visibilities as a function of projected baseline for the 27mas
binary RX J1550.0�2312. Despite a separation of only 0.6k /D, the binary system
is clearly detected; the solid line denotes our best-fit value for the system parameters
(Table 5).

Fig. 2.—Measured closure phases as a function of modeled closure phases for
RX J1550.0�2312, assuming that it has the best-fit parameters that we list in Table 5
(a 27 mas binary with a flux ratio of 2:1).
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were taken to be the contrast ratio where 99.9% of the simula-
tions had no fitted companion brighter than this limit anywhere
within the annulus. Details of the simulation and fitting algo-
rithms can be found in the Appendix.

3.3. Imaging Analysis and Detection Limits

The imaging data were flat-fielded and dark- and bias-subtracted
using standard IRAF procedures. We measured point-spread func-
tion (PSF) fitting photometry and astrometry for our sources using
the IRAF package DAOPHOT (Stetson 1987), and specifically
with the ALLSTAR routine. Where possible, we analyzed each
frame separately in order to estimate the uncertainty in individual
measurements and to allow for the potential rejection of frames
with inferior AO correction; our final results represent the mean
value for all observations in a filter. If the companion could not
be easily distinguished in a single filter, we measured photometry
from the co-added sum of all images at each dither position.

In all cases, we used the science target (or the primary star of a
binary) to produce an analytic PSF composed of a Gaussian core
with Lorentzian wings. If the science target was a close binary,
we reconstructed the PSF using the algorithm described in Kraus
& Hillenbrand (2007b), which iteratively fits a template PSF to
the primary and then subtracts the secondary to fit an improved
estimate of the primary. Three sources appeared to be marginally
detected in our observations; we retained these sources in our
aperture mask sample and later confirmed their multiplicity (x 4),
so we processed their images with our PSF reconstruction routine
and report the results. Finally, we calibrated our photometry using
the known 2MASSKs magnitudes for each of our science targets;
these absolute magnitudes are uncertain by�0.1Y0.2 mag due to
the intrinsic variability of young stars (resulting from accretion or
rotation).

At small separations (P5k/D), our imaging data for apparently
single stars will be superseded by our aperture mask data, so the
detection limits are not important. At larger separations (k5k/D),
where spurious sources corresponding to AO speckles dominate,
we adopted the detection limits suggested by Metchev (2005)
for similar observations: �K ¼ 4 at 250Y500 mas,�K ¼ 5 at
500Y1000 mas, and the sky background limit (K � 16:5Y17:5)
at separations of k100. We tested these limits for a set of the ap-
parently single stars in our sample by subtracting an analytic
PSF from the science target, then compiling the statistics for all
apparently spurious detections. In all cases, theAO speckles fall at
least a magnitude below our adopted limits.

Finally, the NIRC2 imageswere distortion-corrected using new
high-order distortion solutions (Cameron 2008) that deliver a sig-
nificant performance increase as compared to the solutions pre-
sented in theNIRC2 preshipmanual;2 the typical absolute residuals
for bright, well-resolved stars areP1mas in narrow cameramode.
The PHARO images were distortion-corrected using the solution
derived by Metchev (2005), with fractional uncertainties in rela-
tive astrometry of �0.15%. These uncertainties limit our astrom-
etry for most close, well-resolved binary systems. The uncertainty
for wider (k200Y300) pairs seems to be driven by variation due to
differential tilt jitter, while the uncertainty for close blended pairs
is driven by our ability to accurately model the single-star PSF.

3.4. Stellar and Companion Properties

Stellar properties can be difficult to estimate, particularly for
young stars, since preYmain-sequence stellar evolutionary mod-
els are not well calibrated. The mass of a given sample could be

systematically uncertain by as much as 20% (e.g., Hillenbrand &
White 2004), and individual masses could be uncertain by fac-
tors of 2 or more due to unresolved multiplicity or the intrinsic
variability that young stars often display (from accretion or ro-
tational modulation of star spots). This suggests that any pre-
scription for determining stellar properties should be treated with
caution.

We estimated the properties of all of our sample members
using the methods described in Kraus & Hillenbrand (2007a).
This procedure combines the 5 Myr isochrone of Baraffe et al.
(1998) and the temperature scales of Schmidt-Kaler (1982) and
Luhman et al. (2003) to directly convert observed spectral types
to masses. Relative properties (mass ratios q) for all binaries in
our sample were calculated by combining these isochrones and
temperature scales with the empirical NIR colors of Bessell &
Brett (1988) and the K-band bolometric corrections of Leggett
et al. (1998) to estimate q from the observed flux ratio �K. We
also used these techniques to estimate masses for all of our sam-
ple members, which we list in Tables 1 and 2.

For all binary systems, we have adopted the previously mea-
sured (unresolved) spectral type for the brightest component and
inferred its properties from that spectral type. This should be a
robust assumption since equal-flux binary components will have
similar spectral types and significantly fainter components would
not have contributed significant flux to the original discovery spec-
trum. Projected spatial separations are calculated assuming the
mean distance of Upper Sco, 145 � 2 pc (de Zeeuw et al. (1999).
If the total radial depth of Upper Sco is equal to its angular extent
(�8� or�20 pc), then the unknown depth of each system within
Upper Sco implies an uncertainty in the projected spatial separa-
tion of �14%. The systematic uncertainty due to the uncertainty
in the mean distance of Upper Sco is negligible in comparison
(P2%).

Finally, the sensitivity limits for some of our sample members
extend to the bottom of the brown dwarf mass range and could
potentially encompass the top of the planetary mass range. How-
ever, mass estimates for young giant planets are completely un-
calibrated and there are ongoing debates regarding their peak and
typical luminosities. The models of Baraffe et al. (2003) imply
that a survey sensitive toK � 16 could detect 7Y10MJup planets at
the distance and age of Upper Sco. However, more detailed mod-
els of planet formation by Marley et al. (2007) suggest that the
typical luminosity of a young planet could be 1Y2 orders of mag-
nitude lower than previously predicted. These models differ pri-
marily in their treatment of the initial conditions; recent models
suggest that accretion shocks could dispel much of the initial en-
ergy, leading to lower internal entropy and correspondingly lower
initial temperatures than the earlier models predicted. We cannot
currently resolve this controversy, so we only note that our limits
on the presence of massive planets should be considered with
caution.

4. NEW COMPANIONS IN UPPER SCO

Our aperture mask survey is sensitive to companions with sep-
arations between �k/4D and �6k /D (at Keck) or �4k /D (at
Palomar), corresponding to separation ranges of �10Y320 mas
and�20Y240mas, respectively. In this separation range, we iden-
tified 12 members of Upper Sco that possess a candidate com-
panion at a confidence level of k99.5% (99.9% per annulus); the
other 60 masking sample members appear to be single to within
the detection limits we derived in x 3.2. In Table 5we list all of our
newly identified candidate companions and report their flux ratios,
separations, and position angles. In Table 6 we summarize our de-
rived upper limits as a function of separation for the 60 remaining2 See http://www2.keck.hawaii.edu/realpublic/inst /nirc2/.
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members of our sample. The detection limits decline rapidly be-
tween �k /4D and �2k /3D, but they are relatively flat at larger
separations, extending to contrast ratios of �5.0Y6.5mag atKeck
and �4.5Y5.5 mag at Palomar.

The system RX J1550.0�2312 was observed on separate nights
with separate calibrator sets at Keck in order to confirm the ac-
curacy and repeatability of our measurements. The separations
and contrast ratios measured at each epoch agree to within<1 �,
suggesting that our results are repeatable and our assessed uncer-
tainties are valid. We also note that three of our calibrators appear
to have companions.We did not use these observations in our final
data calibration, andwe report their astrometry in Table 4 for com-
pleteness. Finally, we note that the system GSC 06209�00735
has been previously identified as an SB1 by Guenther et al. (2007).
The orbital period that they derived (2045 � 16 days) is consistent
with the projected separation (25 � 5 mas; 3:6 � 0:7 AU) of our
newly imaged companion, so these detections appear to denote the
same companion. Twomore astrometric detections should allow us
to resolve the orbital parameters that were not determined in the RV
orbit (K2, i, and �) and directly measure the masses of both stars.

In Table 7 we summarize the observed properties of seven
newly detected binary systems discovered in our snapshot imag-
ing program, three systems that were discovered in our aperture
mask survey and subsequently recovered in our imaging data,
and nine known binary systems for whichwe report updated prop-
erties. In Figure 3 we show the corresponding discovery images
for our newly discovered binaries.We do not report any new can-
didate companions discovered outside a radius of 200 or withK �
15 because of the significant probability that any such compan-
ions are background stars. We have previously estimated the den-
sity of background stars brighter than K � 15 to be�1 arcmin�2

(Kraus & Hillenbrand 2007a), so the expected number of such
contaminants inside �300 is only �1. However, there are many
background bulge giants with apparent brightness K � 16Y17
that could bemistaken for faint wide companions, so an extension
of these limits will require second-epoch observations to con-
firm common proper motion. Finally, we note that four of these

sources fell near or inside the detection limits of the speckle in-
terferometry survey of Köhler et al. (2000); their nondetection is
most likely explained by an unfavorable orbital phase in 1994Y
1995 and 14 years of orbital motion.

In Table 8 we list the inferred stellar and binary properties for
each of our newly identified binary systems and the binary sys-
tems that we collated from the literature. In Figures 4 and 5 we
plot the contrast ratio and mass ratio versus the separation of all
of our newly detected companions, plus the corresponding de-
tection limits for apparently single stars. The vast majority of our
newly identified candidate companions sit well above our sur-
vey’s detection limits, suggesting that they are all valid detec-
tions. Their typical flux ratios (�K P 3) indicate that they have
stellar masses. Both panels of Figure 3 show an obvious dearth
of companions with flux ratios�K k 3, corresponding roughly
to the substellar mass range. Our survey should have clearly de-
tected any source in this range of parameter space, as has been
proven for orbital monitoring of field binaries like GJ 802 (Lloyd
et al. 2006; Ireland et al. 2008), so this deficit seems to represent a
genuine absence of companions.
Finally, we did not detect any candidate companions near the

typical detection limits of our survey, which correspond to 99.9%
confidence limits in any single separation bin or �99.5% across
all separation bins.Wewould expect an average of 0.3 false detec-
tions for the 60 targets listed in Table 6, so our nondetection is
consistent with the statistical estimate. We did detect four candi-
date companions with lower confidence levels (99.5%Y99.9% in
their separation bin, corresponding to overall confidence levels
of �97.5%Y99.5%). We would only expect to observe �1.5
false detections with this range of confidence levels, so four rep-
resents a marginally significant excess. A discussion of this is
given in x 6.3.

5. THE STELLAR SEA

The properties of multiple star systems are important diagnos-
tics for placing constraints on star formation processes. A com-
prehensive theory of star formation should be able to reproduce

TABLE 5

Companions Identified with the Aperture Mask

Primary Telescope

�m

(mag)

Separation

(mas)

P.A.

(deg)

GSC 06209�00735a .................... Palomar 2.44 � 1.16 24.6 � 5.2 42.5 � 3.6

GSC 06764�01305 ..................... Keck 2.97 � 0.01 54.68 � 0.16 173.76 � 0.19

GSC 06794�00156 ..................... Keck 0.45 � 0.01 44.30 � 0.07 230.74 � 0.08

RX J1550.0�2312 ....................... Keck 0.76 � 0.01 26.95 � 0.05 222.13 � 0.13

RX J1550.0�2312 ....................... Keck 0.76 � 0.01 26.93 � 0.04 222.07 � 0.11

RX J1558.1�2405 ....................... Palomar 2.48 � 0.09 227.67 � 1.99 99.23 � 0.47

RX J1601.9�2008 ....................... Palomar 2.14 � 0.13 39.31 � 1.57 217.67 � 0.59

ScoPMS 017 ................................ Keck 0.78 � 0.01 53.86 � 0.19 68.93 � 0.20

ScoPMS 019 ................................ Keck 0.03 � 0.01 25.40 � 0.12 113.55 � 0.62

ScoPMS 027 ................................ Palomar 0.70 � 0.03 43.18 � 0.12 68.63 � 0.29

USco 160517.9�202420 ............. Keck 0.40 � 0.07 16.15 � 0.59 251.12 � 1.11

USco 160707.7�192715 ............. Keck 2.33 � 0.01 105.25 � 0.21 0.90 � 0.09

USco 161031.9�191305 ............. Keck 2.96 � 0.02 145.55 � 0.43 81.63 � 0.14

Calibrators

2M 1535�2330............................ Keck 1.35 � 0.01 92.35 � 0.17 311.46 � 0.09

2M 1601�2227............................ Keck 0.64 � 0.09 249.76 � 0.5 328.73 � 0.14

2M 1613�2218............................ Keck 3.97 � 0.07 93.33 � 1.04 11.9 � 0.6

a The contrast ratio and separation are highly degenerate at separations this small, but at the least favorable sepa-
ration, the secondary flux still represents a >7 � detection.
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TABLE 6

Upper Limits for Undetected Companions

�ma q (ms/mp)
a

Primary Telescope 10Y20 20Y40 40Y80 80Y160 160Y240 240Y320 10Y20 20Y40 40Y80 80Y160 160Y240 240Y320

GSC 06191�00552b...................... Palomar . . . 3.12 4.71 5.03 4.97 . . . . . . 0.110 0.028 0.025 0.034 . . .

GSC 06204�00812 ....................... Palomar . . . 3.23 4.81 5.13 5.03 . . . . . . 0.100 0.029 0.025 0.041 . . .
GSC 06205�00954 ....................... Palomar . . . 2.46 4.02 4.50 4.42 . . . . . . 0.157 0.042 0.035 0.050 . . .

GSC 06208�00834 ....................... Palomar . . . 2.71 4.30 4.81 4.66 . . . . . . 0.161 0.036 0.030 0.043 . . .

GSC 06209�01501 ....................... Palomar . . . 2.62 4.19 4.53 4.49 . . . . . . 0.166 0.039 0.032 0.034 . . .

GSC 06213�00194 ....................... Palomar . . . 2.34 3.93 4.43 4.30 . . . . . . 0.185 0.043 0.036 0.048 . . .
GSC 06213�00306 ....................... Palomar . . . 2.32 3.89 4.13 4.10 . . . . . . 0.089 0.051 0.041 0.047 . . .

GSC 06213�00306 ....................... Keck 3.23 5.06 5.89 5.80 5.54 5.20 0.098 0.020 0.014 0.015 0.026 0.019

GSC 06213�00306 ....................... Palomar . . . 3.69 5.24 5.71 5.57 . . . . . . 0.092 0.022 0.018 0.024 . . .

GSC 06213�01358 ....................... Palomar . . . 2.66 4.25 4.70 4.58 . . . . . . 0.143 0.038 0.032 0.052 . . .
GSC 06214�00210 ....................... Palomar . . . 1.90 3.52 3.98 3.91 . . . . . . 0.250 0.060 0.046 0.053 . . .

GSC 06214�02384 ....................... Palomar . . . 2.88 4.45 4.86 4.76 . . . . . . 0.182 0.043 0.028 0.044 . . .

GSC 06228�01359 ....................... Palomar . . . 2.70 4.29 4.65 4.57 . . . . . . 0.143 0.038 0.032 0.052 . . .
GSC 06793�00797 ....................... Keck 3.57 5.40 6.25 6.10 5.75 4.94 0.056 0.019 0.013 0.014 0.024 0.023

GSC 06793�00797 ....................... Palomar . . . 2.14 3.71 4.21 4.10 . . . . . . 0.222 0.062 0.038 0.047 . . .

GSC 06793�00806 ....................... Palomar . . . 0.97 2.52 2.90 2.78 . . . . . . 0.499 0.150 0.109 0.128 . . .

GSC 06793�00994 ....................... Palomar . . . 3.65 5.23 5.49 5.40 . . . . . . 0.153 0.032 0.024 0.036 . . .
GSC 06793�01406 ....................... Palomar . . . 3.06 4.61 4.95 4.82 . . . . . . 0.187 0.056 0.042 0.053 . . .

GSC 06794�00337 ....................... Palomar . . . 2.70 4.29 4.60 4.51 . . . . . . 0.190 0.047 0.034 0.039 . . .

GSC 06794�00480 ....................... Palomar . . . 1.59 3.23 3.70 3.60 . . . . . . 0.349 0.097 0.066 0.077 . . .

GSC 06794�00537 ....................... Palomar . . . 3.31 4.87 5.18 5.08 . . . . . . 0.100 0.026 0.023 0.031 . . .
RX J1551.1�2402 ......................... Keck 3.07 4.88 5.76 5.63 5.45 5.04 0.073 0.036 0.022 0.023 0.035 0.029

RX J1557.8�2305 ......................... Keck 2.98 4.81 5.78 5.55 5.13 3.96 0.084 0.028 0.018 0.020 0.033 0.039

RX J1558.2�2328 ......................... Keck 3.12 4.93 5.77 5.67 5.42 5.02 0.200 0.047 0.02 0.022 0.031 0.043

RX J1600.2�2417 ......................... Keck 2.72 4.55 5.27 5.18 4.80 4.26 0.109 0.029 0.022 0.023 0.030 0.034

RX J1600.6�2159 ......................... Palomar . . . 2.93 4.52 4.95 4.86 . . . . . . 0.177 0.043 0.027 0.042 . . .

RX J1600.7�2127 ......................... Palomar . . . 2.44 4.05 4.47 4.38 . . . . . . 0.187 0.043 0.034 0.040 . . .

RX J1601.1�2113 ......................... Palomar . . . 2.64 4.23 4.68 4.62 . . . . . . 0.143 0.039 0.032 0.053 . . .
RX J1602.0�2221 ......................... Keck 2.48 4.30 5.26 4.90 4.23 2.86 0.136 0.038 0.024 0.028 0.062 0.094

RX J1602.8�2401A ...................... Keck 3.06 4.87 5.64 5.57 5.39 4.99 0.108 0.022 0.016 0.016 0.027 0.021

RX J1602.8�2401B ...................... Palomar . . . 2.52 4.08 4.58 4.50 . . . . . . 0.167 0.042 0.031 0.035 . . .

RX J1603.6�2245 ......................... Palomar . . . 3.10 4.65 4.94 4.90 . . . . . . 0.143 0.037 0.027 0.029 . . .
RX J1603.9�2031Ab..................... Palomar . . . 2.86 4.45 4.94 4.86 . . . . . . 0.143 0.033 0.027 0.039 . . .

RX J1604.3�2130 ......................... Keck 3.57 5.43 6.23 6.15 5.79 5.50 0.060 0.018 0.013 0.013 0.021 0.017

RX J1605.6�2152b ....................... Keck 3.20 5.05 6.09 5.93 5.66 5.24 0.064 0.030 0.017 0.018 0.029 0.025

RX J1606.2�2036 ......................... Keck 2.99 4.83 5.72 5.54 5.05 4.05 0.094 0.025 0.017 0.018 0.022 0.034

RX J1607.0�2043 ......................... Keck 3.15 4.99 5.85 5.78 5.56 5.16 0.066 0.030 0.019 0.020 0.028 0.025

ScoPMS 021 .................................. Keck 3.37 5.19 6.06 5.94 5.75 5.05 0.081 0.020 0.013 0.014 0.016 0.020

ScoPMS 022 .................................. Keck 3.14 4.97 5.96 5.84 5.63 5.21 0.066 0.030 0.018 0.019 0.029 0.025

ScoPMS 028 .................................. Keck 3.02 4.85 5.64 5.54 5.40 4.86 0.078 0.031 0.021 0.022 0.027 0.029

ScoPMS 042b ................................ Keck 3.22 5.07 5.85 5.72 5.48 4.99 0.075 0.034 0.025 0.026 0.040 0.034

ScoPMS 044 .................................. Palomar . . . 2.48 4.05 4.38 4.29 . . . . . . 0.182 0.05 0.035 0.053 . . .

ScoPMS 045b................................. Palomar . . . 3.28 4.86 5.28 5.23 . . . . . . 0.100 0.028 0.023 0.043 . . .
ScoPMS 048 .................................. Palomar . . . 2.34 3.93 4.29 4.20 . . . . . . 0.258 0.067 0.049 0.057 . . .

ScoPMS 060 .................................. Palomar . . . 3.31 4.89 5.26 5.17 . . . . . . 0.206 0.061 0.046 0.057 . . .

ScoPMS 214 .................................. Palomar . . . 3.58 5.14 5.41 5.30 . . . . . . 0.096 0.023 0.020 0.023 . . .

USco 155655.5�225839 ............... Keck 3.48 5.31 6.23 6.15 5.95 5.60 0.050 0.025 0.015 0.015 0.018 0.020

USco 160142.6�222923 ............... Keck 3.18 5.00 5.79 5.68 5.52 5.00 0.067 0.027 0.018 0.019 0.023 0.025

USco 160341.8�200557 ............... Keck 3.66 5.50 6.39 6.28 5.88 5.38 0.053 0.028 0.017 0.017 0.027 0.026

USco 160343.3�201531 ............... Keck 3.82 5.65 6.52 6.34 6.05 5.66 0.049 0.024 0.016 0.017 0.021 0.023

USco 160801.4�202741 ............... Keck 3.31 5.13 6.06 6.00 5.71 5.32 0.057 0.026 0.016 0.016 0.024 0.022

USco 160822.4�193004 ............... Keck 3.30 5.13 6.05 5.82 5.08 3.76 0.060 0.029 0.017 0.019 0.040 0.046

USco 160823.2�193001 ............... Keck 3.79 5.64 6.46 6.35 6.20 5.77 0.041 0.019 0.013 0.014 0.016 0.017

USco 160825.1�201224 ............... Keck 3.64 5.46 6.28 6.09 5.91 5.43 0.048 0.024 0.016 0.017 0.021 0.023

USco 160900.7�190852 ............... Keck 3.81 5.63 6.38 6.33 6.14 5.72 0.040 0.019 0.013 0.014 0.015 0.018

USco 160916.8�183522 ............... Keck 3.57 5.40 6.25 6.14 5.97 5.44 0.055 0.029 0.018 0.018 0.020 0.025

USco 160946.4�193735 ............... Keck 3.59 5.42 6.28 6.18 5.98 5.56 0.049 0.024 0.016 0.016 0.022 0.022

USco 160954.4�190654 ............... Keck 3.59 5.42 6.26 6.09 5.68 4.96 0.049 0.024 0.016 0.017 0.030 0.028

USco 161115.3�175721 ............... Keck 3.80 5.63 6.45 6.31 6.15 5.72 0.045 0.024 0.015 0.016 0.023 0.020

USco 161347.5�183459 ............... Keck 2.99 4.83 5.61 5.53 5.33 4.88 0.077 0.036 0.023 0.024 0.055 0.032

USco 161358.1�184828 ............... Keck 3.72 5.56 6.45 6.38 6.19 5.80 0.051 0.024 0.016 0.017 0.018 0.021

V1149 Sco ..................................... Palomar . . . 3.49 5.06 5.43 5.35 . . . . . . 0.154 0.038 0.025 0.035 . . .

a The range of each separation bin is reported in units of mas, and the corresponding detection limits are reported in terms of �m or q.
b We detected candidate companions at lower confidence (97.5%Y99.5%) for these four sources; we plan to obtain additional observations to confirm or disprove them.



the observed separation distribution, mass ratio distribution, and
total fraction of binary systems, as well as any mass or environ-
mental dependencies of these properties. The mass ratio distribu-
tion also plays a critical role in defining the brown dwarf desert
since the bottom tail of the distribution represents the upper bound
of the desert.

Most recent efforts to model binary formation have typically
assumed that stellar and prestellar interactions play a key role in
establishing binary properties. The most popular type of model
assumes that a cluster of 5Y10 protostellar embryos forms from
a single turbulently fragmenting cloud core (e.g., Kroupa 1995;
Sterzik & Durisen 1998; Kroupa & Bouvier 2003; Kroupa et al.
2003; Delgado-Donate et al. 2003; Hubber &Whitworth 2005);
these embryos would then undergomass accretion and dynamical
evolution to form single stars and stable multiple systems. How-
ever, other stellar properties place strong limits on the rate of early
dynamical evolution. Close stellar encounters would tend to dissi-
pate or truncate disks, with smaller stars having fewer and shorter
lived disks, but there is no evidence for this trend (e.g., White &
Basri 2003; Luhman 2004; Scholz et al. 2006). Dynamical en-
counters might also eject lower mass stars and brown dwarfs, but
no such ejected population is seen (Luhman 2006), although some
models suggest that strong ejections might be rare (Bate &Bonnell
2005). Finally, any dynamically active environment would truncate
the stellar binary separation distribution for all stars in the associa-
tion. The absence of low-mass wide binaries has often been inter-
preted as a sign of this process, but this absence is seen even in
environments where the wide binary frequency is very high for
solar-mass stars (Kraus & Hillenbrand 2007a), so it may have
another explanation.

Modeling efforts that concentrate on other binary formation
processes have not advanced sufficiently to make any rigorous
prediction. These processes, which are summarized by Goodwin

&Kroupa (2007), include fragmentation of massive circumstellar
disks, the role of magnetic support in prestellar cores, and fission
of quasi-static rotating cores. All of these processes are more sig-
nificant for isolated cores than for the dynamically active turbulent
fragmentation scenario discussed above, so the limits on dynam-
ical activity of young stars suggest that they should be considered
in more detail in the future.
Given the absence of theoretical predictions, we are left only

with empirical comparisons to other samples. Previous field mul-
tiplicity surveys (DM91; Fischer &Marcy 1992, hereafter FM92;
Reid & Gizis 1997, hereafter RG97) have suggested a range of
possible results for the separation distribution, mass ratio dis-
tribution, and total frequency of binary systems.We compare our
results to these surveys and to the expected result if binary com-
panions are drawn from an IMF. None of these explanations pro-
duce an acceptable fit for our mass ratio distribution, so the next
step is to test other analytic distributions. Our number statistics
do not support strong constraints on this analysis yet, so we limit
our analysis to a single functional form (the lognormal distribu-
tion) until we conclude the second half of our survey, an examina-
tion of young stars in Taurus.
Finally, we note that two of the systems among our sample

(USco 160428.4�190441 and USco 160825.1�201224) would
have fallen below the optical flux limit of our sample (R � 14,
imposed by the AO system) if the primaries were single. Includ-
ing these systems in our statistical analysis would bias our results
toward higher binary frequencies, so we have omitted them from
our subsequent analysis. There is also an opposing effect due to
the inclusion of unresolved binary pairs (whichwe identify as sin-
gle stars) that would be omitted by the same criterion if we knew
they were binaries. We obviously cannot identify these systems,
so we only note that the effect should be small. If the binary fre-
quency at small separations is �10%Y20% and the mass ratio

TABLE 7

Companions Identified with Direct Imaging

Name Telescope

�m

(mag)

Separation

(mas)

P.A.

(deg)

New

GSC 06191�00019 ..................... Palomar 0.85 � 0.01 845.8 � 1 58.0 � 0.1

GSC 06195�00768 ..................... Palomar 0.54 � 0.01 558 � 1 292.1 � 0.3

RX J1550.9�2534 ....................... Keck 0.03 � 0.01 127.5 � 1 72.70 � 0.06

RX J1558.1�2405a ..................... Palomar 1.86 � 0.03 197 � 2 98.8 � 0.3

RX J1607.0�2036 ....................... Palomar 0.15 � 0.03 183.8 � 1 344.2 � 0.3

ScoPMS 015 ................................ Palomar 0.58 � 0.02 124.1 � 1 166.5 � 0.4

ScoPMS 017a .............................. Keck 0.65 � 0.01 57.1 � 1 68.34 � 0.11

USco 160428.4�190441 ............. Keck 0.04 � 0.01 881.1 � 1 128.13 � 0.10

USco 160707.7�192715a............ Keck 1.59 � 0.01 91.8 � 1 2.1 � 0.3

USco 160823.8�193551 ............. Keck 0.98 � 0.01 651.5 � 1 64.61 � 0.11

Known

GSC 06204�01067 ..................... Palomar 2.10 � 0.01 2528 � 4 93.04 � 0.02

GSC 06213�00306 ..................... Palomar 2.37 � 0.01 3186 � 5 305.11 � 0.01

GSC 06793�00806 ..................... Palomar 1.19 � 0.01 1907 � 3 338.81 � 0.03

GSC 06793�00868 ..................... Palomar 0.37 � 0.01 1981 � 4 155.29 � 0.06

RX J1602.8�2401B .................... Palomar 2.91 � 0.02 7198 � 13 352.22 � 0.04

ScoPMS 048 ................................ Palomar 1.76 � 0.01 3394 � 5 191.22 � 0.01

ScoPMS 042b .............................. Keck 2.48 � 0.03 4606 � 2 6.71 � 0.03

USco 160908.4�200928 ............. Keck 0.32 � 0.01 2042 � 1 139.36 � 0.07

USco 161031.9�191305 ............. Palomar 3.83 � 0.02 5775 � 9 112.66 � 0.02

a Uncertainties are difficult to estimate due to significant blending of the PSFs. The values and uncertainties
from the aperture masking detection in Table 5 should be used for this system.
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distribution is similar to the distribution we observe, then no
more than one to two unresolved systems should be included as
‘‘single stars.’’ This systematic bias should not be significant
compared to the statistical uncertainties in our results. We also
note that our entire analysis must implicitly adopt the assump-
tion that the mass ratio distribution and separation distribution
are uncorrelated over the survey’s separation range. This assump-
tion has not been rigorously tested, but a simultaneous investigat-
ion of both parameters would require a far larger sample.

5.1. The Mass Ratio Distribution

Observations of field stars have suggested that the mass ratio
distribution is strongly dependent on mass. DM91 showed that F
and G stars have mass ratio distributions biased toward inequal
masses, roughly consistent with a truncated Gaussian distribution
(albeit with few constraints for q < 0:1). By contrast, FM92 and
RG97 found a distribution for early M dwarfs that is roughly flat,
and numerous surveys have shown that the distribution for late
M dwarfs and brown dwarfs is biased toward equal masses (qk
0:7; Close et al. 2003; Bouy et al. 2003; Burgasser et al. 2003).
However, these surveys have all studied old field populations.
Simulations show that dynamical evolution is typically not sig-
nificant once a star enters the field (e.g., Weinberg et al. 1987),
but a large fraction of stars are thought to be drawn from dense

cluster environments ( like the Orion Nebula Cluster or the
Pleiades), so their properties could have been shaped by sig-
nificant dynamical evolution in their natal environment. This
suggests that primordial binary properties could differ signifi-
cantly from those of their older brethren.

In the left panels of Figure 6, we plot histograms of the mass
ratio distribution for our entire sample of 99 stars, only the higher
mass stars (46 FGK dwarfs, representing masses k0.7 M�), and
only the lower mass stars (55 M dwarfs, representing masses
P0.7M�). The mass ratio distributions are plotted for projected
separations of 0.0400Y3.000 (6Y435 AU), where the inner bound
is defined by the inner limit for our survey to be sensitive to q �
0:04 and the outer bound is defined by the field star contamination
rate predicted for Upper Sco binaries by Kraus & Hillenbrand
(2007a). All of the number statistics are only moderately signifi-
cant, but they still suffice for placing limits on the range of func-
tional forms for the primordial mass ratio distribution.

In all three cases, our survey’s mass ratio distribution is not
strongly inconsistent with a constant distribution, so our ability
to test more complex functional forms is limited. However, our
data will suffice to test previously suggested functions. To this end,
we have compared our results to three distributions: a Gaussian
distribution like that suggested by DM91, a constant distribu-
tion like that suggested by FM92, and a distribution that was

Fig. 3.—Ten new systems that we observedwith direct imaging. The top row shows relatively wide (0.500Y1.000) pairs; the middle row shows close, equal-flux pairs that
are still easily distinguished; and the bottom row shows three very close or unequal-flux systems that could be difficult to identify with direct imaging alone but were easily
identified with aperture masking. [See the electronic edition of the Journal for a color version of this figure.]
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assembled by assuming that stars are randomly drawn from the
IMF of Upper Sco. None of these functions feature a low-mass
cutoff that could explain the brown dwarf desert, so we have also
conducted preliminary tests of a new functional form: the lognormal
distribution. Our constraints on this distribution are not very strin-

gent, but they allow some preliminary conclusions. We summarize
the results for each of these tests in the following subsections, and
we report the goodness-of-fit statistics (as measured with �2

and Kolmogorov-Smirnov tests) in Table 9. The Kolmogorov-
Smirnov test is more sensitive in cases where the bin size is a

TABLE 8

Companion Properties

Name Separation

q

(ms/mp)

Mprim

(M�)
Msec

(M�) Source

GSC 06191�00019 ..................... 122.6 0.50 0.82 0.41 Palomar-Imaging

GSC 06195�00768 ..................... 80.9 0.65 0.77 0.50 Palomar-Imaging

GSC 06204�01067 ..................... 366.6 0.19 0.49 0.09 Palomar-Imaging

GSC 06209�00735 ..................... 3.6 0.18 1.12 0.21 Palomar-Masking

GSC 06213�00306 ..................... 462.0 0.15 0.87 0.13 Palomar-Imaging

GSC 06214�00210 ..................... 318.6 0.02 0.60 0.011 Palomar-Imaging

GSC 06764�01305 ..................... 7.9 0.10 0.99 0.10 Keck-Masking

GSC 06780�01061 ..................... 217.5 0.35 0.36 0.13 Kraus & Hillenbrand (2007a)

GSC 06793�00569 ..................... 207.4 0.14 1.25 0.18 Metchev (2005)

GSC 06793�00806 ..................... 276.5 0.40 0.60 0.24 Palomar-Imaging

GSC 06793�00819 ..................... 32.2 0.91 1.35 1.23 Metchev (2005)

GSC 06793�00868 ..................... 287.3 0.73 0.60 0.44 Palomar-Imaging

GSC 06794�00156 ..................... 6.4 0.90 1.59 1.43 Keck-Masking

RX J1550.0�2312 ....................... 3.9 0.56 0.49 0.28 Keck-Masking (1)

RX J1550.0�2312 ....................... 3.9 0.56 0.49 0.28 Keck-Masking (2)

RX J1550.9�2534 ....................... 18.5 1.00 1.75 1.74 Keck-Imaging

RX J1558.1�2405 ....................... 33.0 0.17 0.95 0.16 Palomar-Masking

RX J1558.1�2405 ....................... 28.6 0.25 0.95 0.23 Palomar-Imaging

RX J1600.5�2027 ....................... 27.4 0.69 0.60 0.41 Köhler et al. (2000)

RX J1601.7�2049 ....................... 29.7 0.60 0.68 0.41 Köhler et al. (2000)

RX J1601.8�2445 ....................... 11.0 0.45 0.77 0.35 Köhler et al. (2000)

RX J1601.9�2008 ....................... 5.7 0.36 1.62 0.58 Palomar-Masking

RX J1602.8�2401B .................... 1043.7 0.10 0.95 0.10 Palomar-Imaging

RX J1602.9�2022 ....................... 45.0 0.90 0.77 0.69 Köhler et al. (2000)

RX J1603.9�2031B .................... 17.6 0.63 0.68 0.43 Köhler et al. (2000)

RX J1606.6�2108 ....................... 185.5 0.91 0.60 0.55 Köhler et al. (2000)

RX J1607.0�1911 ....................... 86.9 0.31 0.60 0.19 Köhler et al. (2000)

RX J1607.0�2036 ....................... 26.7 0.87 0.68 0.59 Palomar-Imaging

ScoPMS 005 ................................ 111.1 0.48 1.66 0.80 Köhler et al. (2000)

ScoPMS 013 ................................ 13.3 0.62 0.54 0.34 Köhler et al. (2000)

ScoPMS 015 ................................ 18.0 0.60 0.68 0.41 Palomar-Imaging

ScoPMS 016 ................................ 192.0 0.60 0.64 0.38 Köhler et al. (2000)

ScoPMS 017 ................................ 7.8 0.54 0.60 0.32 Keck-Masking

ScoPMS 017 ................................ 8.3 0.59 0.60 0.35 Keck-Imaging

ScoPMS 019 ................................ 3.7 0.97 0.60 0.58 Keck-Masking

ScoPMS 020 ................................ 28.0 0.64 0.36 0.23 Köhler et al. (2000)

ScoPMS 023 ................................ 43.5 0.61 0.87 0.53 Köhler et al. (2000)

ScoPMS 027 ................................ 6.3 0.66 1.12 0.74 Palomar-Masking

ScoPMS 029 ................................ 93.2 0.65 0.49 0.32 Köhler et al. (2000)

ScoPMS 031 ................................ 83.8 0.59 0.64 0.38 Köhler et al. (2000)

ScoPMS 042a .............................. 43.4 0.70 0.60 0.42 Köhler et al. (2000)

ScoPMS 048 ................................ 492.1 0.30 1.35 0.40 Palomar-Imaging

ScoPMS 052 ................................ 20.9 0.53 1.35 0.71 Metchev (2005)

USco 160428.4�190441 ............. 127.8 0.97 0.36 0.35 Keck-Imaging

USco 160517.9�202420 ............. 2.3 0.75 0.36 0.27 Keck-Masking

USco 160707.7�192715 ............. 15.3 0.16 0.49 0.08 Keck-Masking

USco 160707.7�192715 ............. 13.3 0.28 0.49 0.14 Keck-Imaging

USco 160823.8�193551 ............. 94.5 0.46 0.60 0.28 Keck-Imaging

USco 160908.4�200928 ............. 296.1 0.77 0.24 0.18 Keck-Imaging

USco 161031.9�191305 ............. 21.1 0.09 0.77 0.07 Keck-Masking

USco 161031.9�191305 ............. 837.4 0.04 0.77 0.03 Palomar-Imaging

Notes.—Typical uncertainties in separations are�15% and result from the unknown depth of each system within the association.
The uncertainties in masses are dominated by systematic errors, including a global zero-point uncertainty of �20% and individual
uncertainties of as much as�100% due to the possibility of further unresolved multiplicity. The mass ratio estimates should be more
precise (�5%Y10%) since many systematics (distance, age, extinction, and zero-point shifts) are canceled, but they are still vulnerable
to large systematic errors due to unresolved multiplicity.
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significant fraction of the total range of parameter space or when
the trial distribution function changes rapidly across a bin, so all
of our conclusions are based on its results.

5.1.1. The Gaussian Distribution

DM91 found that the mass ratio distribution for field F and
G dwarfs could be well fitted by a Gaussian distribution centered
at low q-values (� ¼ 0:23, � ¼ 0:42). Their survey was not sen-
sitive to substellar companions (q < 0:1), but if this functional
form is valid, it suggests that substellar companions should be
very common ( f � 10%, with 4% falling in our survey’s sepa-
ration range). However, there are no physical motivations for as-
suming that an arbitrarily chosen segment of a Gaussian function
(�0.5 to +2.0 �) should predict the mass ratio distribution, so any

similarity may be a coincidence. In the left panels of Figure 6, we
plot the q distribution suggested byDM91with a dotted line. This
distribution was originally defined for all separations, but DM91
found that only 40% of their systems fell within our survey’s sep-
aration range, so we have scaled their function by this amount.
This ensures that the overall binary frequency and the shape of
the distribution are directly comparable.

Visual inspection shows that our full sample’s q distribution is
more biased toward equal-mass companions than that of DM91,
an observation that is supported by goodness-of-fit tests. This
level of disagreement could be a result of our wider mass range
thanDM91’s sample since lower mass binary systems are thought
to have mass ratios that are not as biased toward low masses.
The relative levels of agreement for our high-mass and low-mass

Fig. 4.—Contrast ratio (left) and secondary brightness (right) as a function of separation for our new systems identified via masking ( filled circles) and imaging (open
circles), plus all known binary systems (crosses). We also show the corresponding aperture masking detection limits for all apparently single stars in our survey (short-
dashed lines) and our adopted sensitivity limits for our imaging data (long-dashed line).

Fig. 5.—Same as Fig. 4, but showing mass ratio (left) and secondary mass (right) as a function of separation.
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subsamples support this assessment; the high-mass subsample is
only somewhat inconsistentwith theDM91distribution, while the
low-mass subsample is very significantly inconsistent.

5.1.2. The Constant Distribution

A field binary survey by FM92 found that the mass ratio dis-
tribution for field early M dwarfs seemed to be better fitted by a
flat distribution of mass ratios for qk 0:4. RG97 found that this
flat distribution extends to much lower mass ratio distributions
for M dwarfs, although they also suggested the existence of a
possible peak near unity (qk 0:8). As with the Gaussian distri-
bution, a flat distribution would suggest that substellar compan-
ions are not uncommon relative to stars, but these survey were
not sensitive enough to actually detect most brown dwarf second-
aries. Their total binary fractions (20þ7

�5 % for q > 0:4 or 16þ7
�4 %

for all q, respectively, in this separation range) are marginally in-
consistent, but the RG97 sample (which is more rigorously vol-
ume limited) contains 17 of the 37 binary systems considered by
FM92, sowe adopt their value. In the three left panels of Figure 6,
we plot the flat q distribution suggested by RG97 with a short-
dashed line.
Visual inspection suggests that a constant distribution might

bemore appropriate for our sample’s q distribution than theDM91
Gaussian distribution. However, the flat distribution of RG97

Fig. 6.—Mass ratio distributions (left) and separation distributions (right) for all stars in our sample (top), the more massive half (FGK stars;M > 0:75M�;middle),
and the less massive half (M stars;M < 0:75M�; bottom). On the left, we overplot several suggested mass functions: a truncated Gaussian distribution (dotted line), a
constant distribution (short-dashed line), a distribution of companions drawn from the IMF (long-dashed line), and the best-fit lognormal distribution (dot-dashed line).
On the right, we overplot the best-fit lognormal distribution (dotted line) for each subsample. [See the electronic edition of the Journal for a color version of this figure.]

TABLE 9

Binary Mass Ratio Distributions

Distribution Masses �2 P DK-S P

Gaussian......................... All 21.2 0.007 0.35 0.00025

High 5.1 0.28 0.34 0.047

Low 13.6 0.009 0.41 0.0016

Constant (16%) .............. All 31.9 0.0001 . . . . . .

High 11.5 0.021 . . . . . .

Low 18.3 0.0011 . . . . . .

Constant (35%) .............. All 11.4 0.18 0.19 0.14

High 0.17 0.997 0.18 0.67

Low 11.1 0.025 0.24 0.17

IMF ................................ All 37.0 0.000005 0.46 0.0000004

High 14.0 0.003 0.52 0.0003

Low 21.3 0.00009 0.44 0.0005

Lognormal...................... All 9.7 0.14 0.15 0.41

High 1.5 0.47 0.21 0.49

Low 7.6 0.022 0.22 0.23
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appears to fall systematically too low for the full sample and
both subsamples, yielding high �2 values. If we renormalize the
flat distribution to match our overall binary frequency (36þ5

�4 %),
we find much better agreement. The corresponding Kolmogorov-
Smirnov tests, which only measure the cumulative density func-
tion and implicitly include our renormalization, also find that a
constant distribution is consistent or perhaps marginally inconsis-
tent. We also note that we found no clear evidence of an excess of
equal-mass binaries; the 2 � upper limit in the highest mass bin of
our entire sample (q > 0:875) is f < 11:4%.

5.1.3. A Distribution Drawn from the IMF

Some theories also suggest that binary companions could be
drawn randomly from the IMF. This idea used to be popular
since it could be naturally explained as a result of random pair-
ing and because previous results were moderately consistent, but
it has fallen out of favor as the role of dynamical interactions has
been increasingly constrained. However, an IMF could still be
valid for wide binaries (which may form during the turbulent
fragmentation of a large cloud core), and it is not clear where this
regime ends and where the binary fragmentation of a collapsing
protostar begins. This suggests that it would be prudent to test
the validity of an IMF-based q distribution. We adopted our IMF
(hereafter the companionmass function, or CMF) from the spec-
troscopic membership surveys of Preibisch et al. (1998, 2002),
Slesnick et al. (2006a), and Slesnick (2007); this IMF can be de-
scribed by a broken power law, �(M ) ¼ dN /dM / M��, where
� ¼ �2:8 for 0:6M� < M < 2:0M�,� ¼ �0:9 for 0:15 M� <
M < 0:6 M�, and � ¼ �0:6 for 0:02 M� < M < 0:15 M�.

We derived the expected q distribution for our sample by as-
suming that every binary primary had a companion randomly
drawn from the lower mass regime of the CMF.Most implemen-
tations of this process use Monte Carlo simulations to draw a
suitable population from the CMF, but our CMF is defined as a
simple analytic function, so we chose to directly convert it into a q
distribution: dN /dq ¼ (dN /dMsec)(dMsec/dq) / �(qMprim)/Mprim,
where the full distribution f (q) is the normalized sum of all func-
tions dN /dq as defined for each binary primary. In the left panels
of Figure 6, we plot our IMF-based q distribution with a long-
dashed line. Unlike the previous two distributions, our IMF-based
distribution is fundamentally different for our entire sample and
for each subsample since they represent different sets of primary
masses.

The bottom-heavynature of the IMFsuggests that of all sources
with masses P1 M�, approximately

1
4
should be substellar and

many of the rest should fall at the very bottom of the stellar mass
range. This distribution disagrees very significantly with our re-
sults, and all statistical tests conclusively rule out the possibility
that the companions in our sample might have been randomly
drawn from the IMF.

5.1.4. A Parameterized Lognormal Distribution

As well as simply testing fixed distributions, we can use
Bayesian analysis to draw conclusions about the most likely
models from a class of distributions. We chose distributions that
are lognormal in q (base-10), with a mean at q ¼ 1. We chose
this distribution because it is based on the following ad hocmodel:
beginning with two equal-mass cores, we accrete matter stochas-
tically onto the two cores such that the mean accretion rate onto
each core is proportional to the core mass. Applying the central
limit theorem to the logarithm of the coremass ratio, we arrive at a
lognormal distribution in q. This distribution also has the im-
portant property that the functional form is the same in 1/q as in
q, meaning that it does not matter whether the ‘‘primary’’ or

‘‘secondary’’ star is used as the reference for calculating q. Among
differentiable q distributions, only distributions that have an as-
ymptotic power-law slope of �1 at q ¼ 1 can be written so that
they have this property. This distribution has a corresponding
probability density function

f qð Þ ¼ exp �log q2=2�2ð Þ
q

: ð1Þ

The likelihood function is then given by

L qif gj�ð Þ ¼ �i

exp �logq2
i =2�

2
� �

=qiR 1:0
0:04 exp �log x2=2�2ð Þ=x dx

: ð2Þ

The normalization in this equation explicitly includes our
lower limit for q. Using a uniform prior on �, we find that the
best-fit value of � is 0:428þ0:059

�0:049. This is our best-fit distribution
of all tested distributions and predicts that only 1.2% of all com-
panions are brown dwarfs in our separation range (meaning q <
0:08 here). It reproduces the peak in the companion distribution at
q � 0:4 similar to that seen byDM91, but without the lack of near
equal-mass companions predicted by their preferred distribution.

The low-mass subsample has a best-fit value of � of 0:347þ0:063
�0:049,

and the high-mass subsample has a best-fit � of 0:528þ0:148
�0:092. These

values of � are significantly different at the 96% level. This dem-
onstrates that the lowermass subsample prefers more equal-mass
companions to the higher mass subsample, consistent with re-
sults for low-mass binaries in the field. We have plotted all three
best-fitting lognormal distributions in the right panels of Figure 6
(dot-dashed line).

5.2. The Binary Separation Distribution

Field surveys have also suggested that the separation distribu-
tion depends strongly on mass; the shape seems to be lognormal
for a wide range of masses, but the mean and maximum separa-
tions decline with decreasing mass. DM91 found that the sepa-
ration distribution for solar-mass stars has a mean separation of
�30 AU and some binaries as wide as 104 AU. FM92 and RG97
found that early M binaries have a mean separation that is mar-
ginally consistent (4Y30AU), but few have separationsk103AU.
Finally, recent surveys have shown that late M dwarfs and brown
dwarfs have very small mean and maximum separations (4 and
20 AU, respectively; Close et al. 2003; Bouy et al. 2003; Burgasser
et al. 2003). As we described above, many field stars formed in
denser environments, so there has probably been some dynamical
evolution that disrupted wide binaries. However, surveys of older
clusters (e.g., Patience et al. 2002) suggest that the old binary pop-
ulation is only severely depleted by intracluster dynamical inter-
actions at separations of k100Y200 AU. This suggests that only
the outer edge of our sample’s separation distribution should differ
significantly from the field.

Interpretation of the companion separation distribution is usu-
ally complicated by observational realities. The most meaning-
ful quantity to consider is the distribution of semimajor axes, but
the semimajor axis can only be determined as part of an orbital
solution. Some authors convert the projected separation for each
star into an estimated semimajor axis using a single corrective
factor (typically a ¼ 1:26r), but this choice is only valid on a sta-
tistical level and carries implicit assumptions about the eccentric-
ity distribution that are extrapolated from much shorter period
binaries. Therefore, we choose to report the observed projected
separation distribution only. In the right panels of Figure 6,we plot
histograms of the separation distributions for our entire sample,
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only the higher mass FGK stars, and only the lower mass
M dwarfs. This distribution spans separations of 6Y435 AU,
the range where our survey is sensitive to most brown dwarf
companions.

We find that the separation distribution for our sample is con-
sistent with a distribution constant with logr, with r the apparent
separation on the sky. A one-sided Kolmogorov-Smirnov test
over the separation range 6Y435 AU givesD ¼ 0:13, with p ¼
0:57. In order to examine what our separation distribution is not
consistent with, we have also attempted to fit lognormal distri-
butions over the separation range 6Y435 AU, where the likeli-
hood of a particular value of the mean � and standard deviation �
is given by

L rif gj�; �ð Þ ¼ �i

exp � �� logrið Þ2=2�2
h i

R log rmax

log rmin
exp � �� xð Þ2=2�2

h i
dx

: ð3Þ

As in the previous subsection, the normalization on the de-
nominator is an explicit integral rather than the standard nor-
malization for a Gaussian because of our artificial truncation of
the distribution at 6 and 435 AU. We take the prior distribution
of � to be uniform between 0 and 3 (i.e., median separations be-
tween 1 and 1000 AU), and the prior distribution of � to be uni-
form between 0 and 2. The most likely values of � and � are then
1.44 and 1.01 for the entire sample, 1.08 and 0.79 for the high-
mass sample, and 1.92 and 0.97 for the low-mass sample. How-
ever, integrating over all �, the most likely value of � is our upper
limit of 2, demonstrating that the data are consistent with an ap-
proximately flat distribution. The most important point to come
out of this analysis is that the 90% confidence lower limit on � is
0.94, suggesting that we have detected at most two-thirds of the
companions in our sample, with the remaining companions being
at smaller or greater separations.

The separation distributions for the high- and low-mass sam-
ples follow the opposite trend to that suggested in the literature.
Our low-mass sample has a median separation of 81 AU, while
our high-mass sample has a median separation of 21 AU. This
difference is not statistically significant since both distributions
are consistent with a constant distribution, and a two-sided
Kolmogorov-Smirnov test gives a difference statistic D ¼ 0:30,
with p ¼ 0:36. It is interesting, however, that we do not see the
trend toward smaller separations with lower masses as seen in
field dwarfs (e.g., Allen [2007], who finds� ¼ 0:86 and� ¼ 0:28
for ultracool field dwarfs). We hope to repeat this analysis with
more conclusive results after we complete our survey sample.

5.3. The Total Binary Fraction

The total binary fraction, representing the integrated separa-
tion and mass ratio distributions, provides a useful comparison
for different populations. It does not provide any additional infor-
mation about the binary formation process that is not implicitly in-
cluded in its component distributions, but it is very useful in other
contexts like correcting the IMF for undetected multiplicity or re-
lating the IMF to the prestellar core mass function. Previous sur-
veys suggest that the binary fraction is close to unity for early-type
stars, declining to�60% for solar-mass stars and�30% for early
M stars; in all cases,�40%Y50% of binaries fall within the same
separation range as our survey (6Y435 AU).

We found binary fractions of 35þ5
�4 % for our entire sample,

33þ7
�5 % for our high-mass (FGK) subsample, and 38þ7

�6 % for our
low-mass (early M) subsample. The first two results are roughly
consistent with those observed in the field, but the second result

is significantly higher than the value observed in the field. A sur-
vey of widemultiplicity has found that there are only four binaries
with separations of 300Y3000 among our samplemembers (Kraus&
Hillenbrand 2007a; A. Kraus & L. Hillenbrand 2008, in prepara-
tion), but there are likely to be a significant number at smaller sep-
arations; we discovered some of these binaries inside the nominal
completeness limit of our survey, and future RV surveys are likely
to uncovermanymore. If the binary fraction at separationsP6AU
is as high in Upper Sco as in the field, then the binary fraction for
early M dwarfs in Upper Sco could be as high as is observed for
field FYG dwarfs (k60%).

6. THE FARTHEST SHORE?

In the past 15 years, the search for extrasolar planets has be-
come one of the major goals of the astronomical community. RV
searches have discovered hundreds of planets and allowed us to
probe the dynamics of planetary systems (e.g.,Marcy et al. 2005),
and more recently, transit searches have uncovered dozens of ad-
ditional planets and allowed us to study their fundamental prop-
erties (masses and radii; O’Donovan et al. 2007; Torres 2007).
However, the direct observation of extrasolar planetary systems
has proven to be an elusive goal. Advances in high-resolution im-
aging (mostly aimed at speckle suppression) are allowing for in-
creasingly strict upper limits on their existence, but no planetary
companions at separations comparable to our own solar system
have been directly imaged yet. An intriguing sample of candidate
planetary-mass companions have been identified at much wider
separations (e.g., Chauvin et al. 2004; Neuhäuser et al. 2005), but
their mass and formation mechanism are still uncertain.
The difficulty of directly detecting extrasolar planets with ex-

isting methods suggests that a change of strategy is in order. Pre-
vious surveys have typically used spectral or rotational differential
imaging (Masciadri et al. 2005; Biller et al. 2007; Lafreniere et al.
2007) to cancel AO speckles, although some surveys have also
used direct imaging (typically in the mid-infrared; Kasper et al.
2007) and simply accepted the inherent limits from speckle noise.
All of these surveys produce their deepest limits at wide separa-
tions (k0.500), so they can only probe the regime of likely planet
formation (5Y30AU) for relatively nearby stars (d P 30 pc); even
for these stars, existing surveys cannot probe deep enough to iden-
tify old (� k 1 Gyr) planets, so they must study intermediate-age
(� � 10Y200 Myr) members of nearby moving groups. By con-
trast, our survey achieves its deepest limits at much smaller angu-
lar separations, sowe can probe deeper into the planetary separation
regime of nearby moving group members (M. J. Ireland & A. L.
Kraus 2008, in preparation) and finally systematically survey the
nearest very young associations like Upper Sco.
However, we must include a cautionary note: the fact that we

found no high-confidence planetary detections could allow us to
place upper limits on the existence of massive Jupiter analogs, but
as we have previously described, it could also show that current
models severely overestimate the luminosity of young planets. The
core accretion models that predicted this underluminosity have dif-
ficulty producing 10 MJup planets, so it is possible that massive
planets are formed via disk fragmentation (which may not suffer
this underluminosity). However, all of our subsequent results
should be taken with some skepticism.We list all of our detection
limits in Table 6, so if the models are updated in the future, it
should be trivial to reanalyze our results and produce new limits.

6.1. Modeling the Population of Young Planets

We expect that the planetary population over our range of in-
terest will be described by three parameters: the total frequency f,
a power-law mass distribution dN /dM / M�, and a power-law
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semimajor axis distribution dN /da / a�. We can place con-
straints on these parameters by simulating a population of plan-
etary systems for each set of parameters and then convolving
this population with our detection limits to determine the level
of consistency with our nondetection. Our survey’s detection
limits cannot be directly translated into limits on the planetary
population since planets could be obscured by projection effects,
so for each simulated planet, we also invoke a random inclina-
tion angle, a random true anomaly, and an eccentricity drawn from
the approximately Gaussian distribution observed for RV planets
(Juric & Tremaine 2007). We note that Juric & Tremaine (2007)
chose to fit their eccentricity distribution with a Schwarzschild
function, but given the uncertainties in the observational statistics,
it is not possible to determine whether a Schwarzschild or Gauss-
ian function is more appropriate. We have adopted the more com-
putationally convenient form.

Our specific implementation uses a mass drawn from between
1 and 30MJup, a semimajor axis drawn frombetween 3 and 36AU,
and an eccentricity drawn from a Gaussian distribution between
0.0 and 0.8 with mean �e ¼ 0:3 and standard deviation �e ¼ 0:3.
We do not directly model the planetary frequency f in our Monte
Carlo routine because it can be added analytically. We adopted the
upper mass limit (30 MJup) to match the most massive T Tauri
disks at ages of 1Y2 Myr (only �1% of which significantly ex-
ceed this mass; Andrews &Williams 2005). After conducting our
simulations for a range of values of f, �, and �, we compiled a
three-dimensional probability density function P( f ; �; � ) that
corresponds to the probability that we would have detected a
planet and then extracted three-dimensional confidence surfaces
that correspond to the 50%, 90%, 95%, and 99% probabilities that
our observations actually would have found no planets.

6.2. Limits on the Population of Young Planets

It is difficult to present a set of three-dimensional confidence
surfaces in a two-dimensional medium, so we have chosen to
present a selection of two-dimensional slices where we fix one
parameter to its current best-estimated value. The statistics of RV
surveys have finally become significant enough to suggest pos-
sible values of our distribution parameters, so we have adopted
these canonical values ( f ¼ 5%, � ¼ �1:05, � ¼ �1:0; Marcy
et al. 2005) to produce our three confidence plots. The canonical
distribution values are derived from RV surveys; they have found
the power-law exponents� and � for their sample of (short-period)
planets, and they extrapolate that�5% of their sample members
have long-term linear RV trends suggestive of massive long-pe-
riod planets. The power-law exponents may not be valid since
many gas giants at small separations are thought to have migrated
there, but these values represent the best constraint available.

In the three panels of Figure 7 we present the joint confidence
intervals for each pair of values if we fix the third value to the
canonical estimate. These results suggest that the canonical plan-
etary distribution can only be ruled out at the�50% level. This is
not a statistically significant level, but it is much better than any
previous imaging survey could have achieved. We also find that
a much higher planetary frequency is significantly ruled out for
most values of � and �; the only values that are consistent re-
quire either the mass function or the separation distribution to be
very steep, placing most planets in a regime that our survey can-
not search. Otherwise, we cannot rule out significant regions of
parameter space. In particular, if the canonical planetary frequency
( f ¼ 5%) is accurate, then we cannot place any constraints be-
yond the 70% level on values of � or �. This is a straightforward
result of our sample size; with 60 targets, a frequency of 5% sug-
gests that only three wide planets exist in our sample. Only un-

realistically top-heavy mass or separation distributions would
place a significant number of planets in our survey’s detection
limits.

Finally, we can determine a direct constraint on the total fre-
quency of wide high-mass planets by adopting the canonical
values for both � and �, reducing the confidence surface to a con-
fidence interval. If we assume that� ¼ �1:05 and� ¼ �1:0, then
there is a 90%probability that f < 19% and a 95%probability that

Fig. 7.—Our survey’s joint limits on the total giant planet frequency f, the
mass function power law �, and the semimajor axis distribution power law �, as-
suming that we fix each parameter at the canonical value suggested by RV sur-
veys (e.g., Marcy et al. 2005): f ¼ 5% (top), � ¼ �1:05 (middle), and � ¼ �1:0
(bottom). In each case, we also denote the confidence level corresponding to all
three canonical values with crosses. [See the electronic edition of the Journal for a
color version of this figure.]
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f < 24%.We cannot place similar limits on� and� because these
confidence limits correspond to a total of 2.3 and 3.0 expected de-
tections, respectively; if the total planetary frequency is only f ¼
5%, then only extremely top-heavy power laws would allow for
that many expected detections among our 60 targets.

6.3. An Ocean in the Distance?

Our survey did not identify any faint companions at a confi-
dence level of k99.5%, but it did identify four faint candidate
companions at confidence levels of 97.5%Y99.5%. Based on our
total sample size (60 targets), the expected number of spurious
detections with a confidence level >97.5% is only �1.5; accord-
ing to Poisson statistics, the probability of identifying four or
more of these spurious detections is only 7%, so this seems to
represent a marginally significant excess. We will try to obtain
follow-up observations for each marginal detection in the up-
coming observing season; given their faintness, any genuine com-
panion in this group could represent the first directly imaged mas-
sive Jupiter analog.

7. HOW ARID IS THE BROWN DWARF DESERT?

Many multiplicity surveys suggest that the binary companion
mass function declines as it enters the brown dwarf mass range,
and all results from RV surveys suggest the same for the plan-
etary mass function. In light of these results, it is not surprising
that brown dwarf companions are uncommon. The interesting
question is whether they are more uncommon than predicted by
the tails of both mass functions; if so, then this deficit genuinely
represents a brown dwarf ‘‘desert.’’

Our results suggest that the stellar mass ratio distribution is
constant or at least not biased heavily toward low-mass compan-
ions. Given our observed total binary fraction (35þ5

�4 %), a con-
stantmass ratio distribution predicts that�3.5%of all stars should
have a substellar or nearly substellar companion with q � 0:1 at
separations of 6Y435 AU. We have found two such companions
(1:8þ2:3

�0:6 %), a result that is entirely consistent with that claim.
However, both companions fall at the upper end of this range
(q ¼ 0:10 and 0.09), and only one is possibly substellar (Msec �
0:07 M�); given the uncertainties inherent to our estimates of
stellar properties, it is not inconceivable that both companions
could fall in the range q > 0:1. This would be consistent with
estimates for wide companions to much higher mass Upper Sco
members; Kouwenhoven et al. (2007) found that only 0:5% �
0:5% of the B and A stars in Upper Sco have substellar com-
panions with separations of 130Y520 AU.

Our estimate of the contribution from planetary formation pro-
cesses ismuchmore uncertain. If the planetary distribution is truly
defined by the canonical values given in the literature ( f ¼ 5%,
� ¼ �1:05, and � ¼ �1:0) and the models describing luminosi-
ties of young planets are correct, then our survey would have had
a 50% chance of detecting one ‘‘planetary’’ companion of any
mass <30 MJup. This probability would have been higher if the
planetary mass function extended beyond 30MJup with no cutoff,
but even a cutoff at 100MJup would imply that our null detection
is significant at only�75%. As a result, we cannot state with any
confidence that the canonical values are incorrect or that there is
any sort of high-mass cutoff in the planetary mass function.

8. SUMMARY

We present the results of a survey for stellar and substellar
companions to 82 young stars in the nearby OB association Up-
per Scorpius. This survey used nonredundant aperture mask in-
terferometry to achieve typical contrast limits of �K � 5Y6 at

the diffraction limit, revealing 12 new companions that lay be-
low the detection limits of traditional high-resolution imaging;
we also summarize a complementary snapshot imaging survey
that discovered seven directly resolved companions. The over-
all frequency of binary companions (�33þ5

�4 % at separations of
6Y435 AU, including companions reported in the literature)
appears to be similar to field stars of similar mass, but the com-
panion mass function appears to be more biased toward equal-
mass companions than the equivalent mass function in the field.
This result could indicate an environmental or dynamical effect,
but our number statistics are not yet sufficient to place strong con-
straints on its nature.
Our survey limits encompass the entire brown dwarf mass

range and we detected two companions with q � 0:1, a number
that is consistent with a flat mass ratio distribution. However,
both of these companions have mass ratios near 0.1 and only one
has a mass that might fall below the substellar boundary, so we
hesitate to rule out the existence of any deficit that might denote
a brown dwarf desert. Our survey’s deep detection limits also ex-
tend into the top of the planetary mass function; we have not iden-
tified any planetary companions at high confidence (k99.5%), but
we have identified four candidate companions at lower confidence
(k97.5%) that merit additional follow-up to confirm or disprove
their existence. The lack of planets within the brown dwarf mass
range also is not a significant proof of the existence of a desert.
Finally, we note that our survey results are extremely encour-

aging with respect to the potential for future discoveries. We are
currently extending our survey efforts to the Taurus-Auriga star-
forming region and to several nearby moving groups, and this
expansion of our sample should make any conclusions much
more robust. Our ability to precisely measure astrometry for close
(�2Y3 AU) binary systems could also allow us to measure dy-
namical masses for many young stars on a timescale of P5 yr.
Finally, achieving similar detection limits for planetary-mass com-
panions in Taurus-Auriga and the nearby moving groups will sig-
nificantly enhance our limits on the properties of young planets; a
similar null detection for our full sample would significantly rule
out the canonical values for the planetary distribution function,
confirming either that these values are wrong or that evolutionary
models significantly overestimate the luminosity (and detectabil-
ity) of young planets.
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APPENDIX

THE DETECTION LIMITS OF NONREDUNDANT APERTURE MASK OBSERVATIONS

For each set of n frames (called a ‘‘run’’), with n � 8, we calculate the mean closure phase vector 	̄ and an estimate for the co-
variance matrix of closure phase:

Ĉr ¼
�i 	i � 	̄
� �t

	i � 	̄
� �

n� 1
: ðA1Þ

Here 	i is the closure phase vector calculated for a single frame and superscript t represents a transpose. The variance in closure phase
calculated by this technique (the diagonal of Ĉr) will be called �̂2

r .
Studentizing all statistics was seen as an excessively difficult task, given the high number of dimensions in our data set, the strong

correlations between measured parameters, and the need to have fast, automatic fitting routines. In order to limit susceptibility to the
lack of a tail in the Gaussian approximation for uncertainties that follow a Student’s t distribution, we artificially increased the errors
on closure phases with the smallest errors. We did this by applying an error cutoff at 2

3
of the median closure phase error. In the case of

closure phases with equal true errors, this means that we would have artificially increased the uncertainties on 12% of the closure tri-
angles, changing the expected value of reduced �2 from 1.4 to 1.24 for n ¼ 8, making a smaller difference for large n.

In addition to the error calculated from a single run, we calculated closure phase uncertainties from the dispersion among calibrator
observations. We denote these variances �̂2

c . Where the error calculated from dispersion among the calibrators was greater than that given
by the standard error of the mean for a single run, we weighted the error estimates by

�̂2 ¼ 2�̂2
r þ nc � 1ð Þ�̂2

c

nc þ 1
: ðA2Þ

After errors were increased by either the scatter among calibrators or the closure phase uncertainty histogram cutoff, the covariance
matrix was modified in such a way that the correlation matrix remained unchanged.

After finding the covariance matrix of calibrated closure phase, we found that in general the errors in its calculation caused ex-
cessive noise in calculation of the covariance matrix inverse. For this reason, we first filtered the covariance matrix by fitting a model
of the form

Var 
ijk
� �

¼
�2
f

ViVjVk

�� ��� � þ Var 
ið Þ þ Var 
j
� �

þ Var 
kð Þ ðA3Þ

and

Cov 
ijk ; 
jlm
� �

¼ �Var 
ið Þ: ðA4Þ

Var(
i) is a model variance of phase for baseline i, which in turn has the form

Var 
ið Þ ¼ �2
i þ � mtxm

t
tx þ mtym

t
ty

� �
: ðA5Þ

Here �i is the intrinsic phase variance of baseline i, � is a free parameter, andmtx andmty are closure phase modes caused by skewness
of the image in x- and y-directions. This skewness is caused by temporal effects, where in a single exposure, tip/tilt errors can be asym-
metrical, with, e.g., a single ‘‘glitch’’ where for 10% of the exposure the image is offset by 20mas. This can be a dominant error term at
Palomar, where the tip/tilt mirror is too large to have an adequate correction bandwidth in poor seeing. The� in equation (A4) is a plus
sign if baseline i is counted in the same direction for both closure phases and aminus sign if baseline i is counted in opposite directions
for both closure phases.

Finally, in the fitting process, reduced �2 was often greater than 1. Although by chance this should have occurred 50% of the time if
uncertainties were correctly estimated, in practice it occurred�90% of the time. A possible reason for this could be residual systema-
tics differences in sky position or color, despite the care taken to minimize these differences in a single observing block. When this oc-
curred, additional systematic closure phase uncertainties were added so that reduced �2 was 1. For determining the confidence level
of a null detection, this reduced�2 corresponds to the reduced�2 for a single star fit, and for determining errors on a nonnull detection,
this reduced �2 corresponds to that for the best binary fit.

Due to the linear dependence of model closure phases, we calculate�2 on a closure phase vector space with dimensionality equal to
the number of independent closure phases, Nind. This vector space Vind is formed by projection via a matrix Tp, defined so that the
covariance matrix on Vind is a diagonal matrix D:

D ¼ TpC
�1Tt

p: ðA6Þ

This means that, given a closure phase vector 	d, the covariance matrix of the linear combination Tp	d is given by the diagonal
matrix D. Given model closure phases 	m and data 	d, the value of �

2 is then given by

�2 ¼ 	m � 	dð ÞtT t
p DTp 	m � 	dð Þ: ðA7Þ
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It is this �2 that was minimized when fitting binary functions to closure phase. The Monte Carlo procedure was simplified com-
putationally by limiting the fitting procedure to the high-contrast regime, where closure phase is a linear function of companion bright-
ness. In this regime, model closure phases	m were found for each separation and position angle for a fixed contrast ratioRm, with the fitted
contrast ratio given by

R ¼ Rm

�ZtDTp	m

	 t
mT

t
pDTp	m

: ðA8Þ

The matrix �Z is a standard normal vector of length Nind , multiplied by the standard errors as calculated in the vector space Vind.
This equation is relatively simple to derive by minimizing �2 where the model closure phase at contrast R is (R /Rm)	m.
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