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ABSTRACT

The authors compare Community Earth System Model results to marine observations for the 1990s and

examine climate change impacts on biogeochemistry at the end of the twenty-first century under two future

scenarios (Representative Concentration Pathways RCP4.5 and RCP8.5). Late-twentieth-century seasonally

varying mixed layer depths are generally within 10m of observations, with a Southern Ocean shallow bias.

Surface nutrient and chlorophyll concentrations exhibit positive biases at low latitudes and negative biases at

high latitudes. The volume of the oxygen minimum zones is overestimated.

The impacts of climate change on biogeochemistry have similar spatial patterns under RCP4.5 andRCP8.5,

but perturbation magnitudes are larger under RCP8.5. Increasing stratification leads to weaker nutrient

entrainment and decreased primary and export production (.30% over large areas). The global-scale de-

creases in primary and export production scale linearly with the increases in mean sea surface temperature.

There are production increases in the high nitrate, low chlorophyll (HNLC) regions, driven by lateral iron

inputs from adjacent areas. The increased HNLC export partially compensates for the reductions in non-

HNLC waters (;25% offset). Stabilizing greenhouse gas emissions and climate by the end of this century (as

in RCP4.5) will minimize the changes to nutrient cycling and primary production in the oceans. In contrast,

continued increasing emission of CO2 (as in RCP8.5) will lead to reduced productivity and significant

modifications to ocean circulation and biogeochemistry by the end of this century, with more drastic changes

beyond the year 2100 as the climate continues to rapidly warm.

1. Introduction

The Biogeochemical Elemental Cycling (BEC)model

is a module of the Community Earth System Model

(CESM) that simulates ocean biogeochemistry and
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lower-trophic-level marine ecosystem dynamics. The

BEC model includes multiple phytoplankton functional

groups and tracks the cycling of key elements in the

oceans (C, N, P, Fe, Si, andO). The purpose of this paper

is to document the performance of the BEC module

within the coupledCESM for the period of the 1990s and

to examine the predicted changes to ecosystem structure

and biogeochemistry under two warming scenarios for

the twenty-first century [Representative Concentration

Pathways (RCPs) RCP4.5 and RCP8.5]. The CESM is

one of a number of models participating in phase 5 of the

Coupled Model Intercomparison Project (CMIP5) that

will inform the next (fifth) assessment report of the In-

tergovernmental Panel on Climate Change (IPCC).

The BECmodel is one of a number of ‘‘dynamic green

ocean’’ models (DGOMs; Le Qu�er�e et al. 2005; see also

Boyd and Doney 2002; Hood et al. 2006; Doney et al.

2012) developed over the past decade for use in con-

junction with traditional physical climate models to look

at climate–biogeochemistry interactions and improve

climate change predictions in the context of a changing

Earth system. The international Joint Global Ocean

Flux Study (JGOFS) played a key role in the develop-

ment of these models, through intensive field campaigns

in key ocean regions and a significant synthesis and

modeling effort (e.g., Doney andDucklow 2006).DGOMs

include representations of the key plankton functional

groups mediating the cycling of carbon and associated

elements in the oceans. Thus, environmental variables

driven by climate change and other anthropogenic per-

turbations can impact plankton community composi-

tion, marine biogeochemistry, and feedback onto

climate change, primarily by modifying air–sea CO2

exchange.

The BEC model has been used extensively in the

context of theCommunityClimate SystemModel (CCSM,

the forerunner of CESM). There were few changes made

to the BEC model for this initial implementation in the

CESM, version 1.0 (CESM1). Thus, the model skill as-

sessment gives similar results to previous work (e.g.,

Moore et al. 2004; Friedrichs et al. 2007; Doney et al.

2009a). CESM1 includes three explicit phytoplankton

functional groups (diatoms, diazotrophs, and smaller

phytoplankton), and one implicit group (calcifiers) de-

scribed originally by Moore et al. (2002b, 2004).

The BEC model was one of the first to estimate the

spatial patterns of nutrient limitation of growth for dif-

ferent phytoplankton groups (Moore et al. 2002a, 2004).

The model has been used extensively to study the im-

pacts of atmospheric nutrient deposition on marine

productivity and biogeochemistry (Moore et al. 2006;

Krishnamurthy et al. 2007, 2009, 2010; Patra et al. 2007;

Doney et al. 2007; Han et al. 2008). The marine nitrogen

cycle has been another focus, with papers examining

internal feedbacks within the marine N cycle (Moore

and Doney 2007) and papers addressing interactions

between the marine iron and nitrogen cycles (Moore

et al. 2006; Krishnamurthy et al. 2009). The model has

also provided insight into the factors governing dis-

solved inorganic carbon (DIC) distributions and air–sea

exchange of CO2 (Lovenduski et al. 2008; Doney et al.

2009a; Wang and Moore 2011; Wang et al. 2012). Fi-

nally, themodel has been used in coupled carbon–climate

simulations in the CCSM3.1 model to examine the bio-

geochemical feedbacks on climate change and to predict

the ocean response to climate change over the twenty-

first century (Thornton et al. 2009; Marinov et al. 2010;

Steinacher et al. 2010; Mahowald et al. 2011).

A number of previous studies have attempted to

predict the response of marine ecosystems to climate

change at the global scale. One consistent result is a re-

duction in total export production [sinking flux of particu-

late organic carbon (POC)] due to increasing stratification,

driven by upper-ocean warming and surface freshening

in some higher-latitude regions (e.g., Maier-Reimer

et al. 1996; Matear and Hirst 1999; Joos et al. 1999; Bopp

et al. 2001; Schmittner et al. 2008; Fr€olicher et al. 2009;

Steinacher et al. 2010).Many, but not all, of these studies

also found reductions in primary production. Steinacher

et al. (2010) compared the results from four coupled

carbon–climate simulations [including two earlier ver-

sions of the CESM, Climate SystemModel 1.4 (CSM1.4)

andCCSM3.1] to examine the impacts of climate change

over the twenty-first century [Special Report on Emis-

sions Scenarios (SRES) A2 emission scenario] on pri-

mary and export production. All four models had

decreased lower-latitude export by the end of the cen-

tury because of increasing stratification. CCSM3.1 had

the smallest global reduction in export production (2%)

as increased export in some high-latitude regions par-

tially compensated for the lower-latitude reductions. At

higher latitudes, production in some models increased

because of reductions in light limitation (decreased sea

ice cover, shallower mixed layer depths) and/or increased

growth rates due to rising temperatures. Taucher and

Oschlies (2011) argued that correctly incorporating the

metabolic sensitivity of planktonic organisms to rising

temperatures is critical for predicting how primary pro-

duction will respond to twenty-first-century climate

change.

This paper complements several papers from the

CCSM4 and CESM special issues. Gent et al. (2011)

gives an overview of the CCSM4 climate model. The

physical ocean component is documented byDanabasoglu

et al. (2011), and the Southern Ocean model behavior is

examined in detail in Weijer et al. (2012). Lindsay et al.
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(2012, manuscript submitted to J. Climate) describe the

overall model setup, spinup under preindustrial-era

conditions, and key twentieth-century transient simula-

tions (including the prognostic atmospheric CO2 simu-

lation examined here). Long et al. (2013) examine

twentieth-century uptake and storage of anthropogenic

CO2, and document the end of twentieth-century sim-

ulated surface pCO2, DIC, and alkalinity fields for the

CESM1–Biogeochemistry (BGC). Simulated atmospheric

CO2 concentrations and variability are examined by

Keppel-Aleks et al. (2013). Arctic sea ice simulations for

the late twentieth century have been described in detail

by Jahn et al. (2012) and for the twenty-first century by

Vavrus et al. (2012). In addition, Long et al. (2013,

manuscript submitted to J. Climate) examine the time

series of marine carbon fluxes over the twenty-first

century.

2. Methods

CESM1 builds on its predecessor, CCSM4, with en-

hanced Earth system capabilities, including incorpora-

tion of biogeochemical cycles, atmospheric chemistry,

and simple ice sheet dynamics (Hurrell et al. 2013). The

CESM1 marks the first public release of the marine

ecosystem and ocean biogeochemistry module, the BEC

model. The structure of the model and aspects of its

behavior have been documented in a number of earlier

papers. There were few modifications other than minor

parameter value changes for the initial CESM imple-

mentation, with the iron cycle modifications by Moore

andBraucher (2008) being the lastmajormodification to

the BEC model code. Here we provide a brief overview

of the model components and capabilities with refer-

ences to the earlier papers for additional details. The

version of the CESM described here, CESM1(BGC),

uses active biogeochemistry (Lindsay et al. 2012, manu-

script submitted to J. Climate).A key focus of this paper is

comparing biogeochemical tracers from a twentieth-

century simulation, averaged over the 1990s, with

observational datasets. This simulation is the twentieth-

century, prognostic atmospheric CO2 (20C PROG) ex-

periment described by Lindsay et al. (2012, manuscript

submitted to J. Climate). The physics of the CESM1

(BGC) are identical to the CCSM4 model, except that

in CESM1(BGC) shortwave radiation absorption is

computed using the simulated chlorophyll field, rather

than the satellite-based chlorophyll climatology used in

CCSM4. This difference has little effect (see Lindsay

et al. 2012,manuscript submitted to J. Climate), since the

simulated chlorophyll distributions are in reasonable

agreement with observations. Thus, we make reference

to recently published CCSM4 papers concerning the

physical state of the model. Additional documentation,

model output, and all model source code are available

online (www2.cesm.ucar.edu).

The BEC module runs within the ocean physics com-

ponent of CESM1 (Gent et al. 2011), which is the Par-

allel Ocean Program, version 2 (Smith et al. 2010). A

detailed description and evaluation of the ocean general

circulation model is given by Danabasoglu et al. (2011;

see also Bates et al. 2012). It has a nominal horizontal

resolution of 18, with 60 vertical levels ranging in thick-

ness from 10m (in the upper 150m), with layer thickness

increasing with depth below 150m. The CESM1 sea ice

component is theCommunity IceCode, version 4 (CICE4;

Hunke and Lipscomb 2008). The continental ice sheet

model is not active in the simulations presented here.

The BEC model includes key phytoplankton func-

tional groups, zooplankton, semilabile dissolved organic

matter (with variable C/N/P/Fe ratios), sinking particu-

lates (C, N, P, Fe, CaCO3, biogenic Si, and mineral dust

particles), dissolved nitrate, ammonium, phosphate, iron,

silicate, oxygen, inorganic carbon, and alkalinity (Moore

et al. 2002b, 2004). Themodel has been validated against

extensive global datasets (Moore et al. 2002a, 2004;

Moore and Braucher 2008; Doney et al. 2009b, Long

et al. 2013) and includes full carbonate system thermo-

dynamics, allowing for dynamic computation of in-

organic carbon chemistry, oceanic pCO2, and air–sea

CO2 and O2 flux. The model includes several key phy-

toplankton functional groups (diatoms, diazotrophs,

coccolithophores, and smaller phytoplankton). Cocco-

lithophores are simulated as a dynamically variable

fraction of the small phytoplankton group (Moore et al.

2004).

Key differences between the phytoplankton func-

tional groups include efficient nutrient uptake by the

small phytoplankton (with higher half-saturation con-

stants for nutrient uptake by the diatoms and diazo-

trophs). The small phytoplankton experiencemoderately

higher grazing pressure than the diatoms, with much

lower grazing rates on the diazotrophs. This leads to

diatom domination of blooms under nutrient-replete

conditions. The export efficiency of the diatoms through

losses to aggregation and grazing is higher than for the

other phytoplankton groups. Phytoplankton growth rates

and zooplankton grazing rates are scaled by a tempera-

ture function based on a Q10 value of 2.0 (Moore et al.

2004).

Phytoplankton growth and primary production are

a function of available light, nutrients, and temperature

in a multiplicative fashion (Moore et al. 2002b, 2004).

Stoichiometric elemental C/N/P ratios are fixed within

the phytoplankton, zooplankton, and sinking particulate

organic matter (POM) pools at 117/16/1 (molar ratios).
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The exception is the diazotroph group, which has lower

P requirements and a fixed N/P ratio of 50 (Moore et al.

2004). Iron quotas (Fe/C ratios) vary across groups

(higher for diazotrophs) and adjust dynamically to am-

bient iron concentrations (Moore et al. 2004). The model

uses a single adaptive zooplankton type with routing of

grazed materials varying depending on prey type. For

example, a higher fraction of grazed POM is routed to

sinking export when diatoms are the prey group, com-

pared with grazing on smaller phytoplankton (Moore

et al. 2002b, 2004).

In previous BEC implementations, the diazotrophs

obtained all the nitrogen necessary for growth from N

fixation (Moore et al. 2002b, 2004). In the CESM im-

plementation, the diazotrophs are able to take up nitrate

and ammonium when available, reducing N fixation

proportionately. Partitioning of the N uptake by diazo-

trophs is similar to the partitioning between ammonium

and nitrate uptake for the other phytoplankton groups

(Moore et al. 2002b). The half-saturation constants for

uptake of nitrate and ammonium are set relatively high

relative to the small phytoplankton and diatom groups

(nitrate values are 0.1 mM for diazotrophs, 0.05 mM for

diatoms, and 0.01 mM for the small phytoplankton).

Thus, diazotrophs are not strongly competing for these

dissolved inorganic nitrogen (DIN) pools in the oligo-

trophic, low-N regions, where most of their N uptake

still comes from fixation. However in some regions, like

the equatorial Pacific, where nitrate and ammonium

concentrations are high, a majority of diazotroph N

uptake is not from N fixation. N fixation and diazotroph

biomass are generally low in these Fe-limited, N-rich

regions. We do not account for any reduction in energy

costs associatedwithDIN uptake, rather thanN fixation.

Holl and Montoya (2005) showed that one key diaz-

otroph, Trichodesmium, progressively reduces N fixa-

tion and increases uptake of inorganic nitrogen as

ambient nitrate concentrations increase in culture. Other

studies have demonstrated diazotroph uptake of ammo-

nium (Mulholland and Capone 1999, 2001; Mulholland

et al. 1999, 2004). Thus, incorporating this capability

makes the simulations of the diazotrophs more realistic

and may improve the spatial patterns of where N fixa-

tion occurs in the oceans.

Themodel includes water column denitrification, with

a transition from oxic degradation to denitrification

across O2 concentrations from 6 to 4 mM (Moore and

Doney 2007). Initial CESM experiments revealed a

large overestimation of the volume of low-O2 waters

(see section 3) and water column denitrification, such

that the preindustrial N cycle was very unbalanced (see

alsoMoore andDoney 2007). The extent of this problem

was such that the preindustrial N cycle could not come

into balance without an unacceptably large (and un-

realistic) loss of fixed N from the oceans. Thus, for the

CESM1BEC implementation, we applied a scaling factor

to force reductions in water column denitrification

(Lindsay et al. 2012, manuscript submitted to J. Climate).

We multiply the fixed N removal rate [based on ambient

oxygen concentration and the remineralization of organic

matter, as in Moore and Doney (2007)] times the simu-

lated nitrate concentration divided by a factor of 110. This

coefficient value of 110 was chosen to push the simulated

denitrification toward more realistic rates (from initial

rates exceeding 400TgNyr21). Recent observation and

inverse model estimates of water column denitrifica-

tion range from 45 to 90 TgN yr21 (Bianchi et al. 2012;

DeVries et al. 2012, 2013). Note that the scaling re-

duction increases as nitrate concentrations decrease,

facilitating a more balanced marine N cycle. This is an

unsatisfying solution to a difficult problem, and suggests

that climate impacts on the N cycle in our results should

be regarded with caution. We return to the topic of the

excessively large OMZs in section 3.

Iron cycling is driven by external inputs to the oceans

from sediments and atmospheric deposition, balanced

by loss of iron to the sediments (Moore and Braucher

2008). The atmospheric Fe deposition here is based on

the dust climatology from Luo et al. (2003), assuming a

constant 2% solubility. Inputs of iron to the oceans from

atmospheric deposition and the sediments are held con-

stant in these simulations. These simulations also include

a time-varying atmospheric nitrogen deposition to the

oceans based on Lamarque et al. (2010).

We examine the impacts of climate change on eco-

system behavior and biogeochemical tracers at the end

of the twenty-first century using decadal mean values

from the 2090s under the two RCPs, future scenarios

RCP4.5 and RCP8.5 (Moss et al. 2010; van Vuuren et al.

2011). The RCP scenarios are distinguished by their

respective top-of-the-atmosphere, globally averaged,

radiative imbalance at year 2100. The RCP4.5 scenario

assumes that greenhouse gas emissions stabilize by the

middle of the twenty-first century with an anthropogenic

radiative forcing of 4.5Wm22 at year 2100 (Thomson

et al. 2011). The CESM1(BGC) RCP4.5 simulation was

run with prescribed atmospheric CO2 levels. The RCP8.5

scenario corresponds to a nominal anthropogenic forcing

of 8.5Wm22 at by 2100, with emissions of CO2 following

an exponential growth trajectory throughout the century

(Riahi et al. 2011). The CESM1(BGC) RCP8.5 scenario

examined here had a prognostic atmospheric CO2. In

this simulation the global mean atmospheric CO2 con-

centration was nearly 200 ppm higher than the RCP8.5

scenario values (1150ppm) at 2100, indicating that ocean

and land uptake of CO2 was weaker in CESM1(BGC)
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than in the reduced-complexitymodels used to construct

the scenario.

The initial state of the CESM1(BGC) simulation was

based on the initial state of the CCSM4 control (de-

scribed by Gent et al. 2011). This simulation did not in-

clude the BEC ocean biogeochemistry. Initial ocean

biogeochemical distributions were derived from a 1025-yr

offline, ocean-only simulation forced by a repeating 5-yr

cycle of high-frequency forcing data extracted from a fully

coupled, CCSM4 simulation. Drifts in marine biogeo-

chemical fluxes and tracer distributions were small at the

end of this spinup, and ending conditions were used to

initialize the CESM1(BGC) fully coupled, preindustrial

control simulation that then was run for 1000 years (for

additional details, see Lindsay et al. 2012, manuscript

submitted to J. Climate). The model output for the 1990s

examined here is from the 20C PROG experiment de-

scribed by Lindsay et al. (2012, manuscript submitted to

J. Climate), that included prognostic atmospheric CO2, full

ocean and land biogeochemistry, and covered the period

from 1850 to 2005. The simulation includes the following

transient forcings: greenhouse gases (with prognostic at-

mospheric CO2 and specified emissions), radiatively active

aerosols, aerosol deposition to surface components, land

use change, anthropogenic nitrogen deposition, and solar

variability (Gent et al. 2011; Lindsay et al. 2012, manu-

script submitted to J. Climate). This simulation was ex-

tended over the twenty-first century following theRCP8.5;

the RCP4.5 simulation was branch off a comparable

twentieth-century simulation with prescribed CO2.

Long et al. (2013, manuscript submitted to J. Climate)

examine the time series of marine carbon fluxes over the

twenty-first century and their controlling factors for the

same integrations presented here, and they also examine

a companion RCP8.5 simulation with prescribed atmo-

spheric CO2 concentrations. The prognostic CO2 RCP8.5

simulation had higher atmospheric CO2 concentrations

and more warming than the prescribed CO2 simulation.

The RCP4.5 pathway represents a stabilization scenario

where atmospheric CO2 concentrations stabilize by the

end of the century. Initially, mean sea surface temperature

(SST) rises steadily, but stabilizes by;2060 at about 1.88C

warmer than preindustrial SST. In contrast, in both

RCP8.5 simulations, atmospheric CO2 concentrations rise

exponentially throughout the twenty-first century, and

mean SST steadily rises, increasing by 48 and 3.48C in the

prognostic and prescribed CO2 simulations, respectively

(Long et al. 2013, manuscript submitted to J. Climate).

3. Results

Results are divided into two sections focused on an

evaluation of model performance for the 1990s, followed

by an examination of climate change impacts on marine

ecosystems and biogeochemistry at the end of the twenty-

first century.

a. Biogeochemistry and ecosystem dynamics

during the 1990s

Temperature and salinity distributions simulated for

the 1990s are generally in agreement with the World

Ocean Atlas 2009 (WOA2009) observations (Locarnini

et al. 2010; Antonov et al. 2010) with correlation co-

efficient values of r5 0.99 and r5 0.84 for annual mean

surface temperature and salinity distributions (after log

transformation; see also Danabasoglu et al. 2011; Bates

et al. 2012). There is a small positive temperature bias in

the global SST of 0.368C and a negative salinity bias at

the surface of 20.29 ppt, with global RMS errors of

1.198C and 0.930 ppt, respectively. The largest salinity

biases are seen in the Arctic Ocean, with the model

generally overestimating surface salinity. The positive

temperature bias results in part from higher-than-

observed atmospheric CO2 concentrations in our

simulation; furthermore, the CCSM4 had a larger-

than-observed twentieth-century climate warming, even

when forced with observed CO2 concentrations (Gent

et al. 2011; Lindsay et al. 2012, manuscript submitted to

J. Climate). The subsurface temperature and salinity fields

in the upper ocean also reproduce the observed spatial

patterns with a correlation coefficient of 0.98 at 200- and

300-m depth for temperature and 0.99 for salinity at these

depths (after log transformation).

Variations in mixed layer depths have a strong in-

fluence on ocean biogeochemistry through their control

of nutrient entrainment to surface waters, the light re-

gime experienced by phytoplankton, and ventilation of

subsurface waters. The CESM reproduces within;10m

the observed seasonal variations in mixed layer depths

(calculated here as the depth where the density differ-

ence from surface waters exceeds 0.125 kgm23). How-

ever, there are significant biases in a few key regions.

In the Southern Ocean, simulated wintertime mixed

layer depths are much shallower than observed at mid-

latitudes, with the bias exceeding 300m in some regions

(Fig. 1). Similarly, the mixed layer depths during sum-

mer months are too shallow along much of the Antarctic

Circumpolar Current (ACC), often by 20–40m (Fig. 1).

Biases in mixed layer depth of this magnitude can sig-

nificantly impact the degree of light limitation (often

iron and light colimitation) in this region (Krishnamurthy

et al. 2007). Maximum mixed layer depths also have

a shallow bias in the subtropical South Pacific and in the

northwest PacificOcean.Otherwise, bothmaximum and

minimum mixed layer depths tend to be deeper than

observed at low to midlatitudes (Fig. 1). Mixed layer
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depths are too deep by 20–40m over much of the Arctic

Ocean.

These patterns influence the biogeochemistry in sev-

eral ways. For instance, in the Southern Ocean, there is

insufficient entrainment of nutrients to surface waters

during winter, and ventilation and air–sea gas exchange

are weaker than observed. This problem was well-

documented in previous versions of theCCSM(Thornton

et al. 2009; Wang et al. 2012) and persists in the CESM.

The shallow mixed layer depths during summer months

cause an underestimation of light limitation in the model,

depressing chlorophyll/C ratios. The shallow mixing also

contributes to an overly strong drawdown of DIC in

Southern Ocean surface waters (Long et al. 2013).

Observed basin-scale, macronutrient distributions are

generally in agreement with the World Ocean Atlas

datasets. A high correlation is seen between the annual

mean model and WOA2009 fields (Garcia et al. 2010a)

with correlation coefficient r . 0.8 and variability simi-

lar to the observations (Fig. 2, all values log-transformed

before computing statistics). The correlations with

WOA2009 are similar at middepths, with the correlation

coefficient ranging between 0.73 for nitrate and 0.90 for

silicate at 410-m depth. The correlations for upper-

ocean iron (0–50m) and surface chlorophyll are some-

what lower (Fig. 2). For iron, the observational database

is still quite sparse and does not yet provide a true cli-

matology (Moore and Braucher 2008). We examine the

marine iron cycle in these simulations in more detail in

Misumi et al. (2013). These correlations for nutrients are

similar to previous work in the CCSM (Moore and

Braucher 2008; Doney et al. 2009b).

Surface macronutrient biases are seen in the equato-

rial Pacific, where the high-nitrate/phosphate waters

extend too far north and south of the equator and too far

to the west (Fig. 3). Also, note the low nutrient bias in

the Southern Ocean and in the subarctic North Pacific.

The low nutrient concentrations in these regions are

partly due to the shallow wintertime mixed layer biases

in both regions (Fig. 1) and to a generally weak vertical

exchange between the surface ocean and the ocean in-

terior. The model captures the observed minimum in

surface phosphate concentrations in the subtropical North

Atlantic (Fig. 3).

The CESM1(BGC) reproduces the observed basin-

scale surface chlorophyll distributions (Figs. 2, 4). In the

Southern Ocean, the regions around Kerguelen and

South Georgia Islands exhibit blooms driven by the

strong sedimentary iron source. These island blooms are

somewhat more intense in themodel than in the satellite

data. High chlorophyll concentrations, associated with

sedimentary iron inputs, are also seen in Antarctic

coastal waters and on the Bering Sea shelf (Fig. 4). Sim-

ulated chlorophyll concentrations tend to be too high at

low to midlatitudes, and the elevated chlorophyll asso-

ciated with the equatorial upwelling tongue in the equa-

torial Pacific also has a positive bias and extends too far to

the west.

FIG. 1. Monthly mean (top) maximum and (bottom) minimummixed layer depths from the CESM during the 1990s are compared with

observed mixed layer depths from the WOA2009 (Locarnini et al. 2010; Antonov et al. 2010). Mixed layer depths were calculated from

annual mean density fields as the depth where the density difference from surface waters exceeded 0.125 gL21.
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Chlorophyll concentrations are too high throughout

much of the Arctic Ocean because of an intense summer

diatom bloom (Fig. 4). Under the current climate, heavy

ice cover leads to strong light limitation of growth and

prevents phytoplankton blooms in the central Arctic.

However, the CESM simulated percent sea ice cover is

underestimated during summer months (Fig. 5). The

mean August ice concentration north of 808N in the

model is 83%, while it is 91% in the observations (with

similar underestimations of percent ice cover in June

and July). The negative bias in sea ice cover allows

phytoplankton to grow throughout the central Arctic

Ocean during the summer. Some of the high-chlorophyll

blooms observed in Arctic coastal waters are missing in

the CESM simulation, likely influenced by the lack of

river nutrient inputs in the model, although riverine

dissolved organic matter inputs may lead the satellite

estimate to be biased high (Figs. 4, 5).

Growth over most of the ocean is limited by either

nitrogen or iron for the diatom and small phytoplankton

groups (Fig. 6). The diazotrophs are limited mainly by

phosphorus in theAtlantic and Indian basins and by iron

in the Pacific, consistent with previous BEC results

(Moore et al. 2004; Moore and Doney 2007). This is

perhaps not surprising as the biogeochemical model is

similar to these previous studies, although there have

beenmajor modifications to the ocean circulationmodel

(Danabasoglu et al. 2011). The strong sedimentary iron

source in the western, low-latitude Pacific leads to P

limitation of the diazotrophs. The CESM reproduces the

known high nitrate, low chlorophyll (HNLC) regions

because of iron limitation in the subarctic North Pacific,

the equatorial Pacific, and the Southern Ocean (Fig. 6).

However, the subarctic North Pacific HNLC zone has

a smaller spatial extent than observed, while the equa-

torial Pacific HNLC zone extends too far north and

south of the equator (see Fig. 3). Nutrient ‘‘replete’’ areas

are where the concentration of nutrients is high enough

to support growth rates .90% of the maximum po-

tential growth rate. This primarily occurs where light

limitation and/or strong grazing pressure prevents uti-

lization of the nutrients.

Darker color shades in Fig. 6 indicate areas with

stronger nutrient limitation of growth. In these areas

growth rates are reduced by more than 50% from their

potential maximum values given ambient temperature

and light in the surface ocean (i.e., where ambient con-

centrations for the limiting nutrient are below the half-

saturation concentration). The diatoms are relatively

inefficient at nutrient uptake compared with the small

phytoplankton (higher half-saturation constants for

nutrient uptake). The diatoms are strongly N-limited

throughoutmuch of the lower-latitude oceans withmore

modest N stress at higher latitudes, while the small

phytoplankton are strongly limited only in the most ol-

igotrophic areas. For all three phytoplankton groups,

weaker iron limitation is seen along the equator in the

eastern Pacific than regions just to the north and south

(Fig. 6). This is due to the upwelling of iron at the equator

and modestly higher iron concentrations in surface waters.

A long-standing problem in previous versions of the

CCSM is a large positive bias in the volume and spatial

extent of the ocean oxygen minimum zones (OMZs).

Figure 7 compares simulated oxygen concentrations

with the WOA2009 climatology (Garcia et al. 2010b).

OMZ waters are defined here as O2 concentrations ,

20.0mM(Paulmier andRuiz-Pino 2009). Over the upper

ocean (150–1041m), the spatial extent of OMZwaters is

strongly overestimated in the Indian and eastern Pacific

basins, and the volume ofOMZwaters is 3.2 times larger

than observed in the WOA2009 (Figs. 7a,b). There are

also OMZ waters in the Atlantic basin, where concen-

trations below 20.0 mM are rarely observed. The prob-

lem is particularly bad in the middle of this depth range,

364–670m, where the OMZ waters encompass the en-

tire eastern equatorial Pacific Ocean and the northern

Indian Ocean (Figs. 7c,d). Over this depth range the

volume ofOMZwaters is 3.8 times larger than observed.

Globally, the volume of these waters is 2.9 times the

observed volume.

FIG. 2. CESM simulated annual mean surface nutrient and

chlorophyll concentrations for the 1990s are compared with ob-

servational datasets in a Taylor diagram (Taylor 2001). Surface

macronutrient concentrations are compared with the WOA2009

(Garcia et al. 2010a). Chlorophyll concentrations are compared

with the annual mean Sea-viewing Wide Field-of-view Sensor

(SeaWiFS) satellite chlorophyll climatology, and dissolved iron

concentrations in the upper 50m are compared with the observa-

tional database compiled by Moore and Braucher (2008). All

values were log-transformed before statistical calculations.
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The CESM(BGC) captures the large-scale spatial pat-

terns in oxygen concentrations, but with negative bias

over much of the ocean (Fig. 7). Oxygen concentrations

are underestimated throughout the tropics and within

the subtropics in the Northern Hemisphere. Oxygen

concentrations are also underestimated in the subarctic

North Pacific and the Arctic Ocean. The mean biases

over these depth ranges are 225 mM (150–1041m) and

228 mM (373–670m). The whole-ocean mean bias for

oxygen is 28 mM (Table 1). Even relatively small neg-

ative biases in mean ocean oxygen concentrations may

have a disproportionately large impact on the oxygen

minimum zones (Bianchi et al. 2012). The response of

OMZ volume to climate change is driven by complex

interactions between the processes controlling circula-

tion and ventilation, and those controlling the sinking

organic matter flux and remineralization. An expansion

of the suboxic O2 water volume has not been seen in all

ocean–climate simulations to date, even though global

mean oxygen concentrations decline (seeGnanadesikan

et al. 2012). Dietze and Loeptian (2013) examine this

problem in detail with several differentmodels and suggest

much of the problemmay be due to poor simulation of the

Equatorial Intermediate Current System, which may be

important for ventilating theOMZ regions. Getzlaff and

Dietze (2013) show that mimicking the transport of these

zonal jets with increased isopycnal mixing can greatly

reduce oxygen biases similar to those in the CESM.

Ongoing work is seeking to reduce these O2 biases

and suggests that, in many regions, the bias results from

complex interactions between biogeochemistry and

physics. In the Arctic, low O2 is likely driven by the

higher-than-observed biological productivity and ex-

port, resulting from the negative bias in summer sea ice

cover. In the North Pacific, there is weak ventilation of

the intermediate waters, with little formation of North

FIG. 3. CESM simulated annual mean surface nitrate and phosphate concentrations for the 1990s are compared

with observations from the WOA2009 (Garcia et al. 2010a).

FIG. 4. CESM simulated annual mean surface chlorophyll con-

centrations for the 1990s are compared with climatological esti-

mates from the SeaWiFS satellite sensor.
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Pacific IntermediateWater. This may be in part because

of insufficient tidally driven mixing in the northwest

Pacific and the absence in the model of some physical

processes, such as Langmuir mixing and inertial waves,

that make significant contributions to vertical mixing

and ventilation, particularly at higher latitudes. The

absence of these processes likely plays a role in the

shallow bias in wintertime mixed layer depths (Fig. 1).

At lower latitudes, ventilation of the subsurface waters

by isopycnal mixing appears to be too weak, partially

contributing to the low-oxygen biases. Weak represen-

tation of the Equatorial Intermediate Currents may also

play a role (Dietze and Loeptien 2013; Getzlaff and

Dietze 2013).

While the circulation dynamics controlling ventilation

make important contributions to the OMZ biases, bio-

geochemical factors also play a strong role. The most

important of these is deficiencies in the prescribed remi-

neralization curves as a function of depth applied to

sinking organic matter. The mineral ballast model pro-

posed by Armstrong et al. (2002) divides the sinking

POM into two classes: one class strongly associated with

mineral ballast types (including lithogenic particles,

biogenic silica, and calcium carbonate), where the POM

remineralizes according to the prescribed (deeper) re-

mineralization curves for the ballast material, and a

second class, the ‘‘soft’’ POM that remineralizes at shal-

lower depths according to an exponential curve with a

fixed length scale. Most of the POM leaving the euphotic

zone (.90%) is in this soft class.

The exponential curve with fixed length scale in

CESM for the soft POM contributes to the biases in the

subsurface oxygen and nutrient concentrations. The

global mean vertical profiles for key biogeochemical

tracers are shown in Fig. 8, compared with the observed

profiles from the WOA2009 (Garcia et al. 2010a) and

Global Data Analysis Project (GLODAP) datasets (for

DIC and alkalinity; Key et al. 2004). Note the positive

biases in phosphate and DIC and the negative bias for

O2 at middepths (;500m). There is excessive reminer-

alization of organic matter at these depths contributing

to the O2 biases. This also results in a flux of organic

matter to the deep ocean that is too small, driving neg-

ative biases in DIC and phosphate and positive oxygen

biases in deep waters. Kriest andOschlies (2008) suggest

that a length scale increasing with depth provides a bet-

ter match to observed nutrient distributions than a con-

stant length scale. Applying a remineralization curve

with this property to the soft POM would likely reduce

these biases.

There are also some strong biases in the vertical profile

of simulated alkalinity in the model. Long et al. (2013)

documented a substantial negative bias for alkalinity in

surface waters and discuss its implications for air–sea

FIG. 5. CESM simulated monthly mean percent sea ice cover

during August for the 1990s is compared with observed climato-

logical August percent sea ice cover from Comiso (1999).

FIG. 6. The factor most limiting growth over the annual time

scale during the 1990s is displayed. Darker shade of each color

indicates stronger nutrient limitation (growth reduced by .50%

from maximum). Nutrient replete means nutrient concentrations

are sufficient for the phytoplankton to grow at .90% of their

maximal rates.
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CO2 fluxes. Here we can see that alkalinity biases are

driven by deficiencies in the prescribed remineralization

curve for sinking CaCO3, which leads to large negative

bias in the upper water column and a positive bias in the

lower water column (Fig. 8f). The rain ratio (sinking

CaCO3/sinking POC) leaving the euphotic zone at 100m

is reasonable at ;0.09molC (molC)21 (recent esti-

mates ;0.07–0.11; Lee 2001; Sarmiento et al. 2002; Jin

et al. 2006). Thus, the problem seems to be the pre-

scribed remineralization curve driving remineralization

too deep in the water column. Currently, it is not com-

putationally feasible to conduct a large number of sim-

ulations thousands of years in length to optimally tune

the parameter values that control remineralization in

the deep ocean. New fast-solver, optimization techniques

have promise for addressing this difficulty in the near

future (e.g., Kwon and Primeau 2006).

Simulated nitrate concentrations are below observed

concentrations over much of the water column (Fig. 8).

This is the result of small imbalances in the N cycle

sources and sinks, which, when integrated over our long

spinup and preindustrial simulations, lead the ocean to

lose some fixed N (even with our scaling factor re-

ducing the denitrification loss). At the end of the pre-

industrial era, the oceans were nearly balanced, losing

;11 TgN yr21.

Globally integrated nitrogen fixation during the 1990s

averages 174 TgN yr21 and water column denitrification

averages 193TgNyr21 (Table 1, Fig. 9). There is in-

creasing nitrogen input from rising atmospheric de-

position of anthropogenic N to the oceans (reaching

;30 TgN yr21 by the 1990s; Lamarque et al. 2010),

leading to a small imbalance, with the oceans gaining

;10 TgN yr21 during the 1990s (Table 1). Increasing

atmospheric N deposition will be partially offset by

reductions inN fixation because of a lowering of surface P

and Fe concentrations (Krishnamurthy et al. 2007, 2009).

The model does not include the N source from riverine

FIG. 7. Simulated annual mean oxygen concentrations for the 1990s are compared with observed concentrations from

the WOA2009 (Garcia et al. 2010b) averaged over the depth range (a),(b) from 150 to 1041m and (c),(d) 363 to 670m.

TABLE 1. Key globally integrated biogeochemical fluxes are shown from the end of the preindustrial control simulation, the 1990s, and the

2090s under the RCP4.5 and RCP8.5 scenarios.

Flux or Concentration Preindustrial 1990s RCP4.5 2090s RCP8.5 2090s

Gross primary production (PgC yr21) 55.6 56.1 54.9 52.9

Sinking POC at 100m (PgC yr21) 8.10 8.07 7.66 7.00

Sinking CaCO3 at 100m (PgC yr21) 0.762 0.752 0.723 0.726

Rain ratio (CaCO3/POC) 100m 0.094 0.093 0.094 0.10

Nitrogen fixation (TgN yr21) 174 173 159 141

Nitrogen deposition (TgN yr21) 6.70 30.0 21.3 30.9

Denitrification (TgN yr21) 192 193 187 185

N cycle imbalance* (TgN yr21) 211.3 10 26.7 213.1

Air–sea CO2 flux (PgC yr21) 20.0693 2.19 1.89 4.94

Diatom primary production (%) 38 37 35 29

Mean ocean oxygen (mM) 170 167 162 157

OMZ volume (31016m3; , 20mM)** 3.7 3.8 4.4 4.6

* Equals 1 N deposition 1 N fixation 2 denitrification.

** WOA2009; mean O2 5 175 mM and OMZ volume 5 1.31 3 1016m3.

9300 JOURNAL OF CL IMATE VOLUME 26



input or the sedimentary losses due to denitrification and

burial. The nitrogen fixation rate is on the high end of

recent estimates, which range from;100 to 200 TgN yr21

(e.g., Karl et al. 2002; Gruber 2004; Moore and Doney

2007). The high rates of N fixation result from the high

rates of water column denitrification (see Moore and

Doney 2007 for discussion of the feedbacks between

these processes). Thewater columndenitrification exceeds

FIG. 8. Globally averaged vertical profiles of key biogeochemical tracers are shown from the CESM simulation of

the 1990s (black triangles) comparedwith observations (purple diamonds) from theWOA2009 (Garcia et al. 2010a)

and GLODAP datasets (Key et al. 2004).
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recent estimates, which range from 66 to 150TgNyr21

(Codispoti et al. 2001; Gruber 2004; DeVries et al. 2012;

Bianchi et al. 2012) even with our ad hoc scaling factor

reducing denitrification by more than 50%.

The scaling down of denitrification allows the marine

nitrogen cycle to nearly balance, but because of the use

of this scaling factor and the large biases in simulated

oxygen distributions, the current version of CESM

cannot be reliably used to study these N cycle processes

in the context of climate change. Similarly, changes in

ocean oxygen concentrations due to climate change

must viewed with some caution because of the poor

simulation of O2 distributions in the current era. Im-

provements are underway for future releases of the

CESM.

b. Impacts of climate change on marine ecosystems

and biogeochemistry

We next compare our results from the 1990s with the

end of the twenty-first century (2090s) under theRCP4.5

and RCP8.5 scenarios to examine the impacts of climate

change on marine ecosystems and upper-ocean bio-

geochemistry. Key globally integrated biogeochemical

fluxes are summarized in Table 1 for the different time

periods and RCP scenarios. There is little change in the

upper-ocean carbon fluxes between the end of the pre-

industrial era and the 1990s (Table 1). However, by the

end of the twenty-first century, climate change signifi-

cantly impacts ocean biogeochemistry, in particular

leading to a reduction in the export of organicmatter out

of surface waters. Globally integrated export production

is reduced by 5% under the RCP4.5 scenario and by

13% under the RCP8.5 scenario (Table 1). Net primary

production declines by 2.1% and 5.7% under these two

scenarios, respectively. These climate change–driven

perturbations to primary and export production are well

outside the natural variability seen in these fluxes in the

preindustrial control simulation (see Long et al. 2013,

manuscript submitted to J. Climate). The stronger

FIG. 9. Annual mean nitrogen fixation and water column de-

nitrification simulated by the CESM1(BGC) for the 1990s.

FIG. 10. Monthly mean maximum and minimum mixed layer depths from the CESM during the 1990s are compared with simulated

mixed layer depths from the 2090s under theRCP4.5 andRCP8.5 scenarios.Mixed layer depths were calculated as the depthwith a density

difference from surface waters . 0.125 gL21.
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warming inRCP8.5, driven by the higher greenhouse gas

emissions, leads to stronger biogeochemical impacts

than under the RCP4.5 scenario. There is an expansion

of the low-oxygen water volume in the future scenarios

and a decrease in the mean ocean oxygen concentration,

by 10 mM under RCP8.5 (Table 1).

There is strong warming of upper-ocean waters by the

2090s under the RCP8.5 scenario, leading to stronger

vertical stratification and a shoaling of wintertime sur-

face mixed layer depths, mainly in the mid to high lati-

tudes (Fig. 10). Maximum monthly mixed layer depths

decline overmuch of the SouthernOcean, the northwest

Pacific, and the high-latitude North Atlantic by ;40–

100m, relative to the 1990s (Fig. 10). In the North At-

lantic, around southern Greenland there is a collapse

in deep convective mixing during winter months, and

maximum mixed layer depths decline by .500m. Sur-

face salinity reductions play a role in the increasing

stratification in the Northern Hemisphere. The increased

vertical stratification, its spatial patterns, and driving

factors are very consistent with those seen in the CMIP3

climate models, as a result of climate warming under the

SRES A2 scenario (Capotondi et al. 2012). Similar, but

weaker, reductions in winter mixed layer depths are

seen in the RCP4.5 simulation, with large reductions in

the North Atlantic and portions of the Weddell and

Ross seas. There is little in change in the minimum

monthly mixed layer depths under either scenario, other

than a modest deepening in the Southern Ocean (Fig.

10) associated with an intensification and poleward shift

in the westerly winds (not shown).

The upper-ocean warming and increased stratification

lead to a weakening of the nutrient flux to surface waters

and some dramatic decreases in surface macronutrient

concentrations (Fig. 11). Surface nitrate concentrations

decline in nearly every region of the globe, with the

largest decreases in the equatorial Pacific, over much of

the Southern Ocean along the ACC, the high-latitude

NorthAtlantic and theArctic Ocean (Fig. 11). The high-

nitrate region in the tropical Pacific shrinks dramatically

(Fig. 11). Similar reductions are seen in surface phos-

phate concentrations (not shown). The spatial patterns

are very similar in the RCP4.5 and 8.5 simulations, with

larger reductions under RCP8.5.

Upper-ocean dissolved iron concentrations increased

over much of the ocean by the end of the century under

RCP8.5 and more modestly under RCP4.5 (Fig. 12).

These shifts were largely driven by the decreasing con-

centrations of surface nitrate and phosphate. As these

macronutrients become more limiting for phytoplankton

growth, there is less biological uptake of iron in surface

waters. There is also less export production,which results in

decreasing scavenging losses for dissolved iron within and

below the euphotic zone. Away from the major dust de-

position regions, biological particles dominate the scav-

enging loss for iron. Thus, we see increased upper-ocean

FIG. 11. CESM simulated annual mean surface nitrate concen-

trations from the 1990s are compared with simulated values for the

2090s under the RCP4.5 and RCP8.5 scenarios.

FIG. 12. CESM simulated upper-ocean annual mean dissolved

iron concentrations (0–150m) from the 1990s are compared with

concentrations from the 2090s under the RCP4.5 and 8.5 scenarios.
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iron concentrations throughout the tropics and sub-

tropics, often exceeding a 0.1 nM increase averaged over

the top 150m under RCP8.5 (Fig. 12). The increased

iron concentrations in these regions lead to increased

lateral transport of iron into the adjacent HNLC re-

gions. There are small increases in iron concentration in

parts of the subpolar North Pacific and in the Southern

Ocean (Fig. 12), but biological uptake generally keeps

iron concentrations low in these regions. Some of the

largest iron shifts are seen under RCP8.5 in the western

equatorial Pacific, where declining surface nitrate leads

to large reductions in the biological uptake in surface

waters and reductions in the export production. The

reduction in export leads to reduced scavenging of iron

and enhanced lateral transport of dissolved iron to the

eastern equatorial Pacific within the Equatorial Un-

dercurrent. Some of this iron is then upwelled, leading

to increased dissolved iron concentrations across the

equatorial Pacific (Fig. 12) and increased productivity

and export in the eastern equatorial Pacific (see below).

Recall that in these simulations, the external iron inputs

to the oceans from atmospheric deposition and sedi-

mentary sources have been held constant. In reality, the

dust and iron inputs from the atmosphere are likely to

change with climate, although there is uncertainty about

even the sign of this change (e.g., Mahowald and Luo

2003; Mahowald et al. 2010).

The reducedmacronutrient inputs lead to decreases in

phytoplankton biomass and chlorophyll (Fig. 13). The

largest decreases in chlorophyll concentrations are seen

in the Arctic Ocean, where decreasing sea ice cover over

the twenty-first century (Vavrus et al. 2012) leads to a

longer growing season and depletion of surface nutrients

(Figs. 11, 13). There are a few regions in the Southern

Ocean where chlorophyll concentrations increase, partly

driven by declines in sea ice cover at higher latitudes, as

well as through increased lateral iron inputs, as pro-

ductivity and export decline in adjacent lower-latitude

regions (Figs. 12, 13). Chlorophyll concentrations can

change with phytoplankton biomass or in response to

changing chlorophyll/C ratios due to photoadaptation.

Given theminimal changes inminimum(summer season)

mixed layer depths (Fig. 10), the declines in surface

macronutrient concentrations (Fig. 11), and the increasing

nutrient stress (see below), the changes in chlorophyll

in Fig. 13 are largely driven by the changes in phyto-

plankton biomass.

There is a general expansion of the nitrogen-limited

areas and a shrinking of the iron-limited areas, as mac-

ronutrient inputs from below the euphotic zone decline

with climate change under both RCP scenarios (cf. Figs.

6, 14). The major HNLC regions all decrease in spatial

extent, with the biggest decrease in the eastern equatorial

Pacific. The subarctic North Pacific HNLC areal extent

is strongly underestimated in the 1990s and shrinks

further with climate change, leading most of the region

to become N limited for the diatoms under RCP8.5. For

the diazotrophs, the iron-limited areas also decrease,

shifting to phosphorus limitation. P limitation also in-

creases for the diatoms and small phytoplankton in the

Sargasso Sea region (Figs. 6, 14). The areas of strong

nutrient N limitation (darker maroon shade in Figs. 6,

14) expand for all phytoplankton groups, particularly

under RCP8.5.

Climate change results in shifts in the phytoplankton

community composition, with a decreasing fraction of

production by diatoms under both RCP scenarios. The

proportion of primary production by the small phyto-

plankton increases because they are more efficient at

taking up nutrients at low concentrations (Fig. 15,

Table 1). The fraction of global primary production con-

tributed by diatoms declines from 37% to 35% under

RCP4.5 and to 29% under RCP8.5 (Table 1). This

community shift with climate change is consistent with

the conceptual model put forth by Marinov et al. (2010),

with decreasing nutrient concentrations impacting di-

atoms more strongly than the smaller phytoplankton.

The largest decreases in diatom production are seen in

the high-latitude North Atlantic, where the collapse of

deep winter mixing greatly reduces the flux of nutrients

into surface waters (Fig. 15). Large decreases in diatom

productivity are also seen in the Arctic and parts of the

western Pacific. In both regions, surface nutrient con-

centrations have been reduced relative to the 1990s.

These community shifts significantly impact particle

FIG. 13. As in Fig. 11, but for surface chlorophyll concentrations.
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export ratios and the export flux, as diatoms export much

more efficiently than the other phytoplankton groups

(Moore et al. 2002b, 2004). The relative diatom pro-

duction increases modestly in some of the HNLC areas

because of increased iron inputs from below and because

of increasing N limitation and reduced production in ad-

jacent ‘‘upstream’’ regions, allowing for increased lateral

inputs of dissolved iron to theHNLC regions. Shifts in the

westerly winds intensity and location also play a role in

the Southern Ocean. Over much of the low-latitude re-

gions, increasing stratification and increasing nutrient

stress reduces the diatom contribution to total production

by 3%–10% in the RCP8.5 simulation (Fig. 15).

We examine the shifts in net primary production and

sinking export production in Figs. 16 and 17. The spatial

patterns of change under the RCP4.5 and 8.5 scenarios

are remarkably similar in these two figures, with a larger

magnitude of change under RCP8.5. Primary and export

production declines sharply in the high-latitude North

Atlantic and throughout most of the tropics and sub-

tropics, except for the eastern equatorial Pacific (de-

crease .30% in many areas). The largest declines in

production occur in the high-latitude North Atlantic

because of the reductions in deep winter mixing. There

are also sharp declines in the western equatorial Pacific

driven by increasing stratification and the shrinking

equatorial HNLC region, with reduced vertical nutrient

flux and reduced lateral input of nutrients from the east.

Changes in nutrient inputs and ecosystem structure

driven by climate change lead to a weakening of down-

ward fluxes of organic carbon at 100-m depth by more

than 1 PgC yr21 (13% decrease) under RCP8.5 (Table 1,

Fig. 17).

In the Arctic Ocean net primary production (NPP)

and export production increase in some shelf regions,

even as overall Arctic nutrient and chlorophyll con-

centrations decline (Figs. 11, 13, 16, 17). The reduced ice

cover, longer growing season, and warmer temperatures

(Vavrus et al. 2012) allow for more production and ex-

port in some shelf regions, even as mean chlorophyll

concentrations decline. In the central Arctic, there are

declines in export production and a small increase in

NPP (Figs. 16, 17). This is possible because there is a

community shift from very strong diatom dominance in

the 1990s to a mixed community in the 2090s (Fig. 15).

The increased fraction of production by small phyto-

plankton decreases the export ratio, allowing NPP to in-

crease even as export decreases.

FIG. 14. The factors most limiting growth over the annual time scale for the 2090s under the RCP4.5 and RCP8.5

scenarios are displayed. Darker shade of each color indicates stronger nutrient limitation (growth reduced by

.50% frommaximum).A group is nutrient replete if annual mean nutrient concentrations are sufficient for growth

at .90% of their maximal rates.
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There are modest increases in primary and export pro-

duction in the HNLC areas, mainly because of the re-

ductions in iron utilization and scavenging losses in

adjacent ‘‘upstream’’ regions. The strongest effect is in the

eastern equatorial Pacific, where decreasedwestern Pacific

production and export contributes to enhanced lateral

transport of iron to the eastern equatorial Pacific in the

Equatorial Undercurrent (Figs. 13, 16, 17). Changes in

ocean circulation also drive increased advective iron input

to the eastern equatorial Pacific and to the SouthernOcean

(Misumi et al. 2013). Similarly, in the Southern Hemi-

sphere there is reduced export and NPP in the subtropical

N-limited areas, allowing for higher iron concentrations

along the boundary between N-limited and Fe-limited

waters and increased advection of iron into the Southern

OceanHNLC region, fuelingmodestly increasedNPP and

export production (cf. Figs. 12–17). This pattern is stron-

gest in the Atlantic sector, but can be seen to some extent

in each basin. In the North Pacific, the increased iron

concentrations in the western subtropical Pacific lead to

increased advection of iron into the subarctic North Pacific

HNLC region, driving increased diatom production, NPP,

and export production, particularly on the western side of

the basin under RCP8.5 (cf. Figs. 12–17). This is the region

where the diatoms are still iron limited (Fig. 14).

We examine the end-of-century relative change in key

biogeochemical fluxes as a function of the global mean

sea surface temperature change in Fig. 18. The declines

in POC export, NPP, and N fixation were very linear

with the mean temperature increase (r2. 0.99 for linear

regression for these variables). This is somewhat sur-

prising given the rather complex spatial patterns of

change (seen in the preceding figures) that go into these

globally integrated fluxes. These spatial patterns do have

similar spatial structure under RCP4.5 and RCP8.5. The

decrease in the percent of total production by the diatoms

was less linear (r2 5 0.95). The small decrease in the

export of sinking CaCO3 was nonlinear, with higher

export under RCP8.5 than RCP4.5. As calcification is

a dynamic fraction of primary production by the small

phytoplankton group in the CESM, the higher CaCO3

export under RCP8.5 is likely due to the stronger shift

in community composition from diatoms to the small

phytoplankton. We note that ocean acidification and

carbon chemistry do not currently impact calcification

rates or CaCO3 dissolution in the CESM1(BGC). Re-

cent model studies that include these processes suggest

that both will likely be modified by the ongoing ocean

acidification–driven changes in carbon chemistry (e.g.,

Gansto et al. 2011; Pinsonneault et al. 2012; Ilyina and

Zeebe 2012).

4. Discussion

The CESM1(BGC) reproduces the observed surface

nutrient distributions and phytoplankton biomass at the

global scale. It also captures the global-scale patterns in

surface DIC and pCO2 values (Long et al. 2013). There-

fore, it is suitable for studying the biological feedbacks with

climate change in coupled carbon–climate simulations.

FIG. 15. The percentage of total NPP by the diatom functional

group for the 1990s is compared with the 2090s under the RCP4.5

and RCP8.5 scenarios.
FIG. 16. Annual mean NPP for the 1990s is compared with the

2090s under the RCP4.5 and RCP8.5 scenarios.
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Significant biases remain in the simulated subsurface

oxygen, which leads to deficiencies in the simulation of

water column denitrification.

The CESM1(BGC) prediction of decreased sinking

export production due to climate change by 13% is

similar to results from a number of previous studies, but

higher than seen in CCSM3.1, where export production

declined by only 2% versus the preindustrial era under

the SRES A2 scenario (Steinacher et al. 2010). Other

models have found declines in export production of

;5%–10% over the twenty-first century (e.g., Bopp

et al. 2001; Fung et al. 2005; Schmittner et al. 2008;

Steinacher et al. 2010; Taucher and Oschlies 2011).

Decreases in net primary production have been seen

in some of these studies (Steinacher et al. 2010), but

some models show increased NPP, even while export

production is decreasing (Schmittner et al. 2008; Taucher

and Oschlies 2011). This can happen if there is increased

recycled production (lower export ratios). Increasing

NPP has been attributed to a strong temperature sen-

sitivity of planktonmetabolic and growth rates (Taucher

and Oschlies 2011). Phytoplankton community compo-

sition is a key factor affecting export efficiency; in

CESM1(BGC), this manifests as a difference between

diatoms and nondiatoms. The CESM1(BGC) simulates

globally declining NPP, even with a Q10 factor of 2.0,

leading to a positive influence of warming on phyto-

plankton growth rates. Most models assume more effi-

cient export by diatoms than smaller phytoplankton, but

the degree to which the export efficiency differs varies

considerably and is inherently uncertain. The export

efficiency of the diatoms in the CESM1(BGC) is lower

than seen in some other models, typically ,45% de-

pending on the balance between loss processes (grazing,

nongrazing mortality, and aggregation). In some

models, the export efficiency of diatoms can be much

higher. The analysis of Dunne et al. (2005) suggested

high export efficiency for the large phytoplankton. The

correct value for this export efficiency is not strongly

constrained by available observations. Models with very

low export efficiency for small phytoplankton and very

high efficiency for diatoms are more likely to show in-

creased NPP even as surface nutrient concentrations

decline because of community-driven shifts in the export

ratio. This pattern was seen in our results in the Arctic

region but was not a strong enough effect to increase

NPP in lower-latitude regions, where the shifts in com-

munity composition were more modest (Figs. 15–17).

The percentage of primary production by diatoms de-

clined from 37% in the 1990s to 29% at the end of the

century under the RCP8.5 scenario. This community

shift reduces export efficiency and the export ratio in the

model, but the decreases in production due to reduced

nutrient inputs had a stronger effect. Thus, production

declines over most of the low latitudes in the CESM.

Other models with a larger difference in export effi-

ciency between diatoms and small phytoplankton might

FIG. 17. The annual mean sinking particulate organic carbon flux

at 100-m depth for the 1990s is compared with the 2090s under the

RCP4.5 and RCP8.5 scenarios.

FIG. 18. The relative change in key ecosystem fluxes are plotted

as a function of the increase in global mean SST under RCP4.5

(11.88C) and under RCP8.5 (148C).
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show increased primary production even as export pro-

duction declined.

This study showed modest increases in NPP and ex-

port production in themajorHNLC regions. Some other

recent studies have found similar results. All four

models examined by Steinacher et al. (2010) had mod-

estly increased production in the subarctic North Pacific

and in the Southern Ocean. Only CCSM3 had increases

in the equatorial Pacific, with large decreases in equa-

torial Pacific export seen in one model (Steinacher et al.

2010). The increased HNLC export partially compen-

sates for the declines in export seen over most of the

non-HNLC ocean. Without the increased export pro-

duction in the HNLC regions (where annual mean sur-

face nitrate is .1.0 mM in the 2090s and latitude is

,658N; see Figs. 11, 17), global export production would

have declined by 1.34 PgC yr21 by the end of the century

under the RCP8.5. Thus, the increased export pro-

duction in the HNLC regions partially compensated for

the declines in export elsewhere (an offset of 25%). A

similar offset was seen under RCP4.5 (decline in export

offset by 21% due to HNLC areas). There are similar

upstream/downstream (seesaw type) compensating ef-

fects when the atmospheric Fe deposition to the HNLC

regions changes significantly (e.g., Moore et al. 2006;

Krishnamurthy et al. 2009).

Considerable uncertainty remains in our under-

standing of the marine iron cycle, and current models

differ considerably in the inputs of iron to the oceans

(from both the atmosphere and the sediments) and in

the treatment of ligand dynamics and scavenging losses

for iron. However, all have been tuned to try and match

the limited observations of dissolved iron concentra-

tions. Our results regarding the ‘‘downstream’’ com-

pensating influence on export production would seem to

be robust across models that reasonably capture the

observed iron distributions. As increasing stratification

increase macronutrient limitation, there will be an in-

creased lateral flux of iron to adjacent HNLC areas.

Models without explicit, dynamic iron cycling (including

those with a static, prescribed iron limitation) would not

capture these compensating effects.

Decreasing particulatematter export as ocean biology

responds to climate change represents a positive feed-

back on climate warming by weakening the ocean sink

for atmospheric CO2. Anthropogenic CO2 uptake by the

oceans is lowering pH and altering carbonate chemistry

in nonlinear ways that also weaken the ability of oceans

to take up additional CO2. Ocean uptake of atmospheric

CO2 peaks midcentury, under the RCP4.5 scenario, and

declines modestly by the end of the century as atmo-

spheric concentrations stabilize, with uptake during the

2090s slightly below 1990s values because of changes in

surface water carbon chemistry (Table 1; Long et al.

2013, manuscript submitted to J. Climate). Under the

RCP8.5 scenario, annual uptake levels out at about

5 PgC yr21 in the 2070s (at atmospheric CO2 levels of

;600 ppm) because of the carbonate chemistry feed-

backs (Long et al. 2013, manuscript submitted to

J. Climate). This suggests that the ongoing climate

warming will increase even more rapidly in the twenty-

second century and beyond if fossil fuel emissions con-

tinue to rise.

A caveat when considering the results from this study,

the other CMIP5 models, and previous studies is that

a number of processes that may significantly alter marine

ecosystem structure and upper-ocean biogeochemistry

are not yet fully incorporated into Earth system models

(ESMs). Ocean acidification driven by the anthropo-

genic CO2 emissions has recently received a lot of at-

tention (e.g., Doney et al. 2009c; Blackford 2010).

However, the community is still working on quantifying

how this process may affect the growth and survival of

calcifying organisms and how it may increase growth

rates of other organisms, such as diazotrophs (e.g.,

Hutchins et al. 2007). Most ESMs, including the CESM,

do not yet include the physiological response of organ-

isms to acidification. Increasing atmospheric deposition

of N and S will contribute to ocean acidification, par-

ticularly near the continents (Doney et al. 2007). In-

creasing anthropogenic nutrient loading through riverine

inputs is also often not included in ESMs. These riverine

nutrient inputs may increase coastal and shelf water

production and hypoxia.

Many of the coarse-resolution ESM ocean models

have problems similar to the CESM in simulating ocean

oxygen distributions and the OMZs. This is problem-

atic since it has been suggested that OMZs have been

expanding in recent decades (Stramma et al. 2008) and

will continue to expand over the coming century (Keeling

et al. 2010). This process will act to increase marine water

column denitrification, as well as marine nitrous oxide

production, with implications for marine primary pro-

duction and the radiative properties of the atmosphere

(positive feedback). The current-generation ESMs are

poorly suited to studying these links between the C, O,

and N cycles, with circulation/ventilation deficiencies

and simple parameterizations of biological processes in

the OMZs. Most models do not yet include mechanistic

representations of oceanic production of nitrous oxide,

methane, or dimethyl sulfide, which are all trace gases

that can impact climate. Finally, variability in the at-

mospheric deposition of iron (and its solubility) to the

oceans, from mineral dust and combustion sources

(Mahowald and Luo 2003; Luo et al. 2008; Fan et al.

2006; Sholkovitz et al. 2012), could significantly impact
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phytoplankton community dynamics in the HNLC

areas and nitrogen fixation in the more oligotrophic

regions (e.g., Moore et al. 2006; Krishnamurthy et al.

2009).

Comparing our results under the RCP4.5 and RCP8.5

scenarios, it is apparent that the RCP4.5 scenario that

leads to a stable climate and atmospheric CO2 concen-

trations by the end of the century will act to minimize

the perturbations to key biogeochemical fluxes and

upper-ocean nutrient concentrations. In contrast, under

the RCP8.5 high-fossil-fuel-burning scenario, at the end

of the century atmospheric CO2 concentrations are still

increasing exponentially and global mean SST is still

rising rapidly (Long et al. 2013, manuscript submitted

to J. Climate). Given the linear nature of the response

to increased temperature of key ocean biogeochemical

fluxes (Fig. 18), this suggests that ocean biogeochemistry

would be increasingly perturbed, with even larger re-

ductions in primary and export production over the fol-

lowing centuries, eventually threateningmarine ecosystem

health at the global scale.
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