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Abstract

Mass and charge identification of charged products detected with Silicon–CsI(Tl) telescopes of the Chimera

apparatus are presented. An identification function, based on the Bethe–Bloch formula, is used to fit empirical

correlations between DE and E ADC readings, in order to determine, event by event, the atomic and mass numbers of

the detected charged reaction products prior to energy calibration. r 2002 Elsevier Science B.V. All rights reserved.

PACS: 29.40.�n; 29.40.Mc; 29.40.Wk; 29.85.+c
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1. Introduction

In the last years, several new detectors for
charged particle identification, with large solid
angle coverage and high geometrical efficiency,
have been built in order to investigate heavy-ions
reactions at intermediate energies (10 A MeV to
1 A GeVÞ (see for instance [1]) [2].

These experimental devices give possibilities for
simultaneous measurement of quantities related to
energy, emission angle, atomic number and mass
number of nearly all the charged reaction pro-
ducts. A very rich information can be extracted
from these experimental studies, in particular, if
the mass resolution of the apparatus is high.
Indeed, isotope yields have proven to be a useful
observable for studying the heavy-ion reaction
mechanisms at intermediate and high energies [3].
Production yields of isotopically resolved nuclear
particles and fragments can provide answers to the
question of mutual stopping and subsequent
equilibration of the collision partners. On the
condition that equilibrium is reached, they allow
to extract the corresponding thermodynamical
variables, such as the temperature of the hot
pieces of nuclear matter formed in the collision,
their density and possibly the entropy.

The necessary step before the data analysis is the
calibration of the measured signals. However, due
to the fact that different detectors (ionization
chambers, microstrips, semiconductors, scintilla-
tors) can be used, due to the rich variety of nuclear
species produced in the reaction in a wide energy
range and to the large number of telescopes
covering the laboratory solid angle, this prelimin-
ary step is quite man-power and time consuming.

Another difficulty is that not necessarily all the
detectors of a multi-modular DE–E telescope have
a response linear in energy. The last generation 4p
devices (see for instance [1]) [2] are multi-modular
DE–E telescope systems, in which the residual-
energy detectors are usually made of the CsI(Tl)
scintillator. This choice is dictated by its relatively
high stopping power, no limitation in geometrical
shapes, negligible radiation damage, low cost, and
good resolution. Since the light output of a
scintillator depends both on the energy deposited
in the crystal and on the atomic and mass numbers
of the incident ion, the identification in mass and
charge has to be done prior to energy calibration
[4].

For the charge identification, semi-automatic [5]
and automatic [6] techniques have been set in
recent years, but no recent literature [7] is available
for the mass identification, usually performed
through graphical cuts [8] around each A-line in
the DE–E scatter plot. This method, however, has
the disadvantage that the number of contour lines
that can be drawn is limited by the statistics and
extrapolation to rare isotopes cannot be per-
formed. Part of the physical information for
isotopes populated with low statistics is then lost.
In addition, measurements with neutron rich/poor
beams and targets could lead to non-negligible
shifts of the mass distributions with respect to
stable isotopes, making difficult the A-labeling of
the graphical cuts.

A fast and reliable method to assign the mass
and charge of the detected ions is therefore highly
desirable.

In this paper, we present a very effective mass
and charge identification procedure which, as

N. Le Neindre et al. / Nuclear Instruments and Methods in Physics Research A 490 (2002) 251–262252



compared with other methods, considerably saves
time without loss of precision. The accuracy of the
proposed method is checked by comparing the
mass distributions obtained with this procedure
with original mass distributions in model-gener-
ated samples.

We present here the application of our identi-
fication procedure to data collected in the first
experiments performed by the Reverse collabora-
tion with the forward part of the Chimera
apparatus [9]. Mass and charge distributions
obtained through more usual methods, like
graphical cuts or particle identification functions,
are compared with those obtained from our
procedure.

2. Mass and charge particle identification function

We recall here the main principles leading to the
used identification function. A more detailed
description of the successive modifications of the
Bethe–Bloch formula, to take care of the experi-
mental distortions, can be found in Ref. [10].

Specific energy loss ðdE=dxÞ of a charged
particle in matter depends, as described by the
classical Bethe–Bloch formula [11], on the mass A;
charge Z and energy E of the incident ion and of
the density and atomic number of the absorbing
medium. For light ions with incident energy high
enough to approximate the effective charge by the
charge Z of the ion, the specific energy loss is

dE

dX
¼

Z2

f ðE=AÞ
: ð1Þ

Analytical reductions [10] of this expression lead
to

DE ¼ ½Emþ1 þ ðmþ 1ÞZ2AmDX �1=ðmþ1Þ � E ð2Þ

in the case of particles detected in a DE–E

telescope. DX is the thickness of the first detector,
where the ion deposits an energy DE. In the second
detector the ion is stopped and releases an energy
E: To obtain Eq. (2) from Eq. (1) the hypothesis
that f ðE=AÞ is a power-law

f ðE=AÞ ¼ ðE=AÞm ð3Þ

with exponent mE1 has been made [12].

Eq. (2) is the basic formula to build particle
identification functions ðp:i:f :Þ for charge identifi-
cation. For instance, if we aim to identify the
charge Z of a detected particle/fragment from the
measured DE;E signals, we can calculate a not
calibrated measure of Z (p:i:f :), which includes
some unknown constants (like for instance the
thickness of the DE detector and the exact
relationship between the mass and the charge)

p:i:f : ¼ ½ðDE þ EÞmþ1 � Emþ1�1=ðmþ2Þ ð4Þ

with the assumption A ¼ 2Z:
However, it is experimentally well known that it

is quite difficult, by managing the only parameter
m; to find a unique p:i:f : able to linearize the DE–E

correlation of each used telescope, in the whole
range of residual energies and for a wide range of
charges, as usually observed in heavy-ion reac-
tions.

Modifications to Eq. (2) are therefore needed,
since data deviate from the expected behaviour for
several reasons:

* when the residual energy becomes low, the
atomic charge is no longer equal to Z; especially
for heavier elements;

* in experiments where the ion is stopped in a
scintillator, the residual energy signal is not
linear with the released energy. For a scintilla-
tor indeed, the light output response depends
also on A and Z [4];

* when DE is measured with a Silicon detector,
the pulse height defect influences the Silicon
detector response for high Z-values.

To evaluate mass and charge, before energy
calibration, an extension of Eq. (2), taking into
account all the aforementioned problems has been
proposed in Ref. [10]. This formula performs a
decoupling of the DE–E correlation at low,
intermediate and high energies, by introducing
some free parameters and a phenomenological
term, which takes care for the transition from low
to high energies.

DE ¼ ½ðgEÞmþnþ1 þ ðlZaAbÞmþnþ1

þ xZ2AmðgEÞn�1=ðmþnþ1Þ � gE ð5Þ

N. Le Neindre et al. / Nuclear Instruments and Methods in Physics Research A 490 (2002) 251–262 253



where l; m; a; b; n and x are free parameters,
related to the characteristics and non-linear effects
of the DE and E detectors. g accounts for the ratio
of the electronic gains of the DE and E signals
(QDC or ADC channels). Eq. (5) contains seven
free parameters in case the subtraction of DE and
E pedestals has already been performed.

Eq. (5) reduces to Eq. (2) if g ¼ 1; n ¼ 0; x ¼ 0;
a ¼ 2=ðmþ 1Þ; b ¼ m=ðmþ 1Þ: In this case, the
parameter l results equal to ½ðmþ 1ÞDX �1=ðmþ1Þ:
Eq. (5) (see Ref. [10]) provides the same behaviour
as Eq. (2) at vanishing and at high residual
energies.

In Ref. [10] the application of Eq. (5) has been
shown to be powerful for charge identification, in
a wide range of products charge and for different
DE–E types of telescopes. This has also been
found to be valid in the case of new designed gas
detectors as microstrips [13].

As far as the mass identification is concerned,
Eq. (5) has been applied in Ref. [10] to a limited
number of isotopes, since the data there presented
were collected with devices providing mass resolu-
tion only for light fragments ðZp4Þ:

In the following, we will show the application of
Eq. (5) to the Chimera [2] Si–CsI(Tl) telescopes,
where the mass resolution is high up to Zp10:

3. Identification procedure

The used identification procedure, consists of
two steps:

* We sample on the DE–E scatter plot several
points on the lines of well defined isotopes (He,
Li, Be and B). In experiments, some isotopes
can be easily recognized, due to their abundance
(4He; 7Li; 11B) or separation from other masses
(7Be; 9Be).

The charge, mass, DE and E signals of the
sampled points are put in a table. A minimiza-
tion routine1 determines the parameters
g; l; a; b; m; n and x; giving the best agree-
ment between the whole sample and the
correlation provided for each A and Z by

Eq. (5). The sum of the squared distances
between the sampled and calculated values is
minimized.

This procedure is performed for each used
telescope (688 for the case of the Reverse
experiments) and a map is built containing the
identification number of the telescope and its
characteristic parameters l; m; a; b; n; x and
g:

* We perform the event by event identification.
In each event, each detected particle/ion is

identified in mass and charge by a two-step
process, by minimizing the distance of the
measured DE and E signals with respect to the
values provided by Eq. (5) with the parameters
g; l; a; b; m; n and x read from the map built
in the previous step. The two-dimensional
vector (DE;E) is then replaced by the four-
dimensional vector (DE;E;Z;A) for subsequent
analyses.

To identify mass and charge of the detected
charged products a two-step process is needed,
since Eq. (5) is not analytically solvable. The
first step is to find the charge Z (simply
assuming A ¼ 2Z), by looking for the value of
Z giving the shortest distance between the
experimental DE and the energy loss given by
Eq. (5) at the residual energy E: After the
charge Z has been identified, the procedure is
repeated, by solving Eq. (5) with respect to A:

This procedure is an improvement of the
method developed in Ref. [5], extensively used in
the Multics experiments for charge identification
(see for instance Refs. [8,14,15]) when cocktail
beams were not available.

The improvement consists not only in the
simultaneous event by event mass and charge
identification, but mainly in the use of the
analytical form of the DE–E correlation Eq. (5)
together with the map of parameters characteriz-
ing the individual response of each telescope.
Deviations of the Silicon detector thickness with
respect to the values provided by the factory as
well as intrinsic scintillation efficiency of the
CsI(Tl) crystals are taken into account by the
map parameters. Consequently, the interpolation
or extrapolation to values of A and Z not sampled1MINUIT D506 routine from the CERN Program Library.
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or emitted with low probability should be under
control.

This will be verified in the following sections.

4. Check of the procedure through model events

As an example of the identification procedure,
we first show the application of our method to a
set of ideal events, where not only the signals DE

and E are known, but also the mass number A and
the charge number Z: The comparison between the
original values of (Z;A) and the reconstructed
ones allows to evaluate the capability and the
limits of the procedure.

The ideal events used to check the identifica-
tion function (5) are generated by the statisti-
cal multifragmentation model SMM [16]. This
model reproduces in great detail static and
dynamic experimental observables, like charge,
mass and kinetic energy distributions [8,14,17].
We analyze here events of the decay of a Au
source, with excitation energy in the range 1–
8 A MeV and density one-third of the normal
density [15].

For each event, from the mass number, charge
number and kinetic energy of the charged decay
products we compute their DE (energy loss
in a 280 mm Silicon detector) and the residual
energy E:

Fig. 1. Model events: DE–E plots (colors from yellow to black follow a logarithmic scale) for ions passing through a 280 mm Silicon

detectors. Stars at Z ¼ 2;A ¼ 4 (panel a), Z ¼ 3;A ¼ 7 (panel b), Z ¼ 4;A ¼ 7; Z ¼ 5;A ¼ 11 and Z ¼ 6;A ¼ 12 (panel c) are the

sampled points used for the fitting procedure.
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In Fig. 1 we show the DE–E plots for Z ¼ 2;
Z ¼ 3 and ZX4 (panels a, b, and c, respectively).
The stars in Fig. 1 represent the sampled points,
used to calculate the parameters of Eq. (5). From
the seven parameters, fit of the sample (165 points,
step 16 MeV in the residual energy), we obtain a
description of the DE–E correlation under study,
characterized by an average distance between the
sampled points and the values calculated through
Eq. (5) of E0:1 MeV:

Since we are dealing with energies, the ratio of
the gains g results E1: The parameter n results
nearly zero and a and b satisfy the relationships
a ¼ 2=ðmþ 1Þ; and b ¼ m=ðmþ 1Þ; as expected for
an ideal detector.

We compare now the original mass distribution
of the model, for isotopes not used for the fit, with
the one calibrated through our identification
procedure. We want indeed to estimate how far
we can extrapolate above the highest charge
contained in the sample (Z ¼ 6), still having a
reliable reproduction of the A-distributions.

In Fig. 2 we compare the A-distributions for
charges not included in the fit: Z ¼ 1 and 8–12.
Histograms are the original yields of the model,
symbols are values obtained from Eq. (5). For Z ¼
1; 8 and 9 the calculated yields are in perfect
agreement with the model. For ZX10 discrepan-
cies appear between original and reconstructed
mass yields. For instance for Z ¼ 10;A ¼ 20 and
for Z ¼ 12;A ¼ 26 the deviation is about 15%.

As far as the charge identification is concerned,
over the whole set of considered charged products
(1pZp12), Eq. (5) has been found to fail in the
charge determination (by one charge unit) with a
probability smaller than 3� 10�5: We have also
found that, when interpolating between sampled
DE–E lines, the calculated mass yields are in
perfect agreement with the model ones.

The results shown in Figs. 1 and 2 have been
obtained for an ideal telescope, with perfect
resolution. Now we consider the modifications
induced by finite energy resolution. We perform
this check in the case of an energy resolution 2%
for the DE detector and 4% for the stopping
detector (much worse than those observed for the
Chimera detectors). The chosen values of the
resolutions still allow to resolve the isotope lines.

By repeating the analysis shown in Fig. 2, we
have found the same results as before for charge
determination and mass interpolation. As far as
mass identification for charges above the highest
charge contained in the sample, the agreement
between true and calculated mass yields slightly
worsens with respect to the case of a ‘‘perfect’’
detector. Indeed for Z ¼ 9 ðA ¼ 20Þ calculated
values differ by 4% with respect to the original
ones, for Z ¼ 10;A ¼ 20 and for Z ¼ 12;A ¼ 26
the deviation is about 25%.

These results establish the confidence level for
mass identification of charges not included in the
sampled set. We conclude that the proposed
procedure is suitable to reliably extrapolate masses
up to three charges above the highest charge
contained in the sample, even when considering
DE–E correlations spread by the detector resolu-
tion.

5. Experimental results

In this Section, we show the results of the
identification procedure applied to experimental

Fig. 2. Model events: Isotopic distributions obtained from the

extrapolation of Eq. (5) to isotopes not used in the fit. Lines

represent the model A-distributions, full symbols the values

calculated from Eq. (5).
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data. The data have been collected, for the
reactions 124Snþ 64Ni; 112Snþ 58Ni and 124Snþ
27Al at 35 A MeV incident energy, in experiments
performed at the Superconducting Cyclotron of
LNS (Catania) by the Reverse collaboration [18].
The forward part ðylabp301Þ of Chimera array was
used for the experiments. In this configuration, 688
telescopes made of DE Silicon detectors 200–
300 mm thick (depending on ylabÞ and CsI (Tl)
stopping detectors were used.

The energy signal of the silicon detector was
obtained by a standard spectroscopic line, made
by a fast low noise charge sensitive preamplifier
(PAC), followed by a main spectroscopic amplifier
(B0:75 ms shaping time).

The light output of the crystal was collected by a
20� 20 mm2 photodiode coupled with a low noise
45 mV=MeV PAC. The PAC output signal was
shaped by a spectroscopic amplifier (2 ms shaping
time) and the shaped signal was stretched in order
to avoid any time jitter in the digital conversion
performed by a 64 channels VME single gate
QDC.

The energy resolutions of the silicon detectors
and the CsI(Tl) crystals were quoted by measuring
the elastic scattering of different ion beams,
delivered by the Tandem and the Cyclotron
accelerators of the LNS in Catania, impinging on
a thin ðB100 mg=cm2Þ Au target. The typical
energy resolution of a Chimera telescope resulted

Fig. 3. Experimental DE–E scatter plot for a Chimera telescope at ylab ¼ 211: Red symbols are the sampled points used in the fitting

procedure: 4He (open squares), 7Li (open circles), 7Be (full squares), 11B (stars), 13C (full points).
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o1% for the Silicon detector and about 2% for the
CsI(Tl). As an example, with beams of 58Ni at
15:5 A MeV the energy resolution (FWHM) was
0.5% for the Silicon detector and 1.5% for the
crystal, using the lowest value of the gain ðg ¼
1 V=VÞ of the main amplifier. The energy resolu-
tion of silicon detectors was also measured by
collecting a-particles of a standard three peaks
radioactive source. Typical energy resolutions
were B70 keV with g ¼ 8 V=V and B200 keV
with g ¼ 2 V=V: In order to reduce possible
distortions of the electric field, the polarization
bias of the Silicon detectors was increased by 30%
with respect to the nominal one. As a global result,
in 95% of the DE–E matrices a good identification

of the atomic number (up to a charge Z ¼ 50 for
the most forward angle), was obtained in the full
dynamical range of the experiment (see Fig. 6).
Finally, in the high gain conversion range of the
QDC [2], corresponding to a dynamical range of
about 120 MeV with a PAC sensitivity of
4:5 mV=MeV and g ¼ 2 V=V; a good identifica-
tion of isotopes from charge Z ¼ 3 up charge Z ¼
8 was clearly achieved (see Fig. 3).

5.1. Mass identification

We start the analysis, by sampling a set of
(DE;E) points (see Fig. 3). The isotopes chosen to
build the sample set are 4He; 7Li; 7Be; 11B; 13C:

Fig. 4. Experimental isotopic distributions obtained for charges 3–8. The bottom histogram represents the mass distribution for

charges 3–10.
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As a second step we fit the data (122 points) with
Eq. (5), with nine free parameters (both DE and E

are QDC channels, the pedestals have not been
subtracted).

The resulting total

w2 ¼
1

d:o:f :

X ðDE � DEcalcÞ
2

errors2

is 2:3 (d.o.f. stands here for the degrees of freedom,
number of the sampled points minus the number
of free parameters). The errors on the experimen-
tal sampled points (channels) have been estimated
to be about 10 channels, by sampling several times
the same DE–E experimental matrix. All the
sampled isotopes give comparable partial contri-
butions to the total w2:

Finally, the event by event identification was
performed. The resulting isotopic distribution for
individual charges from Z ¼ 3 to 8 is shown in
Fig. 4. In the same figure is also reported the mass
spectrum, obtained for charges from 3 to 10 (from
6Li to 23Ne; respectively). The quality of the mass
identification obtained from our procedure is
remarkable. Indeed, the peak over noise ratio of
the mass distribution, even when integrated over

Table 1

Comparison of the isotope yields obtained from graphical cuts

and from Eq. (5)

Isotope Graphical cuts Eq. (5)

6Li 864 865
7Li 1950 1948
8Li 547 520
7Be 264 244
9Be 1114 1080
10Be 1173 1109
10B 350 354
11B 1673 1600
12B 494 519
12C 745 707
13C 860 858
14C 616 579

Fig. 5. Experimental isotopic distributions obtained for charges 3–8. The grey histogram refers to the reaction 124Snþ 64Ni and the

hatched one to the reaction 112Snþ 58Ni: The histograms have been normalized to the total area for each charge.
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eight charges, remains similar to the one obtained
by looking at separated charges.

We have checked the accuracy of our procedure,
by comparing the yields obtained from Eq. (5)
with those obtained with graphical cuts performed
on the A-lines, in the regions where these lines are
clearly distinguishable. From Table 1 it is evident
that all the mass yields are in agreement within the
statistical uncertainties. In addition, the yields
obtained from Eq. (5) resulted in very good
agreement with gaussian integrals of the isotope
distribution of Fig. 4.

We want to remark on another advantage of our
identification procedure with respect to graphical
cuts.

The a priori A-labeling of the observed DE–E

correlations (see Fig. 3) in the region of heavy ðZ >
4Þ isotopes could be disputable, in absence of
reference beams sent on the detectors and/or
before energy calibration and comparisons to

energy-loss calculation. Indeed, noticeable shifts
of the mass distributions with respect to stable
isotopes are expected [19] in experiments running
with neutron rich/poor beams and targets (as in
the case of Reverse experiments).

In the case of the adopted procedure quantita-
tive reliability tests can be performed by checking
the partial contribution of the sampled isotopes to
the total w2: For instance, if the fit of the sampled
points (shown in Fig. 3) is performed, by assuming
the mass of the sampled Z ¼ 6 isotope as A ¼ 12
(instead of 13), the corresponding partial con-
tribution rises to a value about 25 (instead of B2).

As an example of the rich variety of isotopes
produced in reactions with neutron rich/poor
projectile and targets, we compare in Fig. 5 the
mass distributions measured for the reactions
124Snþ 64Ni and 112Snþ 58Ni at 35 A MeV (re-
spectively N=Z ¼ 1:41; 1:18). The isospin of the
entrance channel reflects on large shifts of the mass

Fig. 6. Experimental DE–E scatter plot for a Chimera telescope at ylab ¼ 11: Lines show the values calculated from Eq. (5). The insert

panel shows the charge identification obtained with the p.i.f. method (see text).
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distributions. Neutron rich systems enhance the
production of neutron rich isotopes, as expected
from theoretical calculations [19], mainly in the
even charge isotopes. Study of heavy-ion reaction
mechanisms are therefore feasible, to provide
information on thermodynamical variables of
equilibrated hot sources formed in the collision,
such as their temperature and density.

5.2. Charge identification

As another example of the identification method
we show in the following the application of our
procedure to identify the charge of fragments
collected by a forward detector ðylab ¼ 11Þ of the
Chimera array.

Also in this case we sample a set of (DE;E)
points. We build a set of sampled points for
2pZp9; Z ¼ 15; 20; 30; 40 and 50; and we fit
this sample with Eq. (5). We obtain a set of
parameters, associated to the examined detector,
reproducing the sampled points with a

w2 ¼
1

d:o:f :

X ðDE � DEcalcÞ
2

errors2

equal to 0.45. All the observed DE–E Z-lines are
well reproduced up to the whole Z ¼ 50 line (see
Fig. 6).

In Fig. 7 we compare the corresponding charge
distribution with the one obtained by a particle
identification function (Eq. (4)) (upper insert panel
of Fig. 6). The overall agreement is very good.
Some disagreement between the two distributions
is present for low values of atomic numbers, which
suffer of poor statistics and at very high values of
the charge number, for which the determination of
the charge through the p.i.f results less precise than
at intermediate Z-values. Indeed, the peak over

noise ratio ranges from a value larger than 5 (up to
charges C30) to B4 at Z ¼ 50: As a consequence,
the contamination among adjacent charges goes
from 2% to about 4%.

6. Conclusions

We have presented a semi-automatic Z and A

identification procedure, tested through the ana-

lysis of model events with known distributions.
Very good agreement was obtained.

The experimental results have been verified by
comparing the obtained A and Z distributions
with those resulting from standard methods
(graphical cuts or particle identification functions).
The results of these comparison resulted quite
satisfactory, and the uncertainties on the charge
and mass identification are clearly improved.

The advantages of the procedure may therefore
be summarized as follows:

* Beams of known mass, charge and energy are
not needed for the charge and mass identifica-
tion of charged products, detected with DE–E

telescopes with good energy resolution.
* If mass is not resolved, Z-identification is still

possible by substituting in Eq. (5) A with 2Z or
with other parameterizations commonly used in
experiments [20,21].

* The accuracy of the mass identification is very
high, at least comparable in precision with the
graphical cuts in DE–E matrices, but clearly
more powerful because our procedure saves a

Fig. 7. Experimental charge distribution for the DE–E matrix

of Fig. 5. Symbols show the values calculated from Eq. (5).

Lines show the yields calculated through a particle identifica-

tion function (see text).
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lot of time, especially in experiments involving
many telescopes.

* The use of a map of identification parameters,
taking into account the response of each
telescope, makes possible the extrapolation to
A-regions where graphical cuts are not easy to
make, due to low statistics.

* Possible drifts of the electronic circuits can be
diagnosed by controlling the constancy of the
parameters of the map during the sequence of
runs throughout the whole experiment.

* The method ensures relatively fast, standar-
dized and reliable mass and charge identifica-
tion for multi-telescope systems.
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