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## 1. Introduction

Let $R$ be an integral domain, $K$ its quotient field, $f(X)$ a monic polynomial of degree $n$ over $R, S=R[X] / f(X) R[X]$, and $L=K[X] / f(X) K[X]$; denote by $x$ the canonical image of $X$ in $L$. A one-to-one correspondence between similarity classes of cyclic matrices over $R$ with the same characteristic polynomial $f(X)$ and classes of ideals of $S$ which are free $R$-modules of rank $n$ has been studied in [3] where $R=Z$ (the rational integers), and $f(X)$ has distinct irreducible factor with non-zero constant term; and in [4] where $R=Z$ and $f(X)$ is irreducible. In [5] with $R=Z, f(X)$ irreducible and $S$ the ring of integers in the algebraic number field $L$ it is shown that if an ideal $I$ is in the class corresponding to a matrix $A$ then $T^{-1}$ is in the class corresponding to $A^{\prime}$, the transpose of $A$. This was done by making use of the complementary ideal [2, p. 41]. In [1] it is shown that the methods of [5] extend to cyclic matrices over any integral domain $R$. with characteristic polynomial irreducible and separable over $K$. The conclusion there is that the transpose of a matrix corresponds to the complement of the ideal corresponding to the given matrix.

We show here that the correspondence in question always exists for cyclic matrices over any integral domain with no conditions on the characteristic polynomial and that the transpose matrix always corresponds to the inverse ideal. We do this by showing that the expression of the ideal class corresponding to the transpose matrix in terms of the ideal class corresponding to the given matrix arises by dualizing with respect to a non-degenerate associative bilinear form on $L$ over $K$. We then show that there always exists such a bilinear form with respect to which the dual of an ideal is its inverse.

## 2. The correspondence

Two $n \times n$ matrices $A$ and $B$ over $R$ are called similar over $R$ if $B=P A P^{-1}$ for some matrix $P$ over $R$ such that $P^{-1}$ also has entries in $R$. A matrix $A$ over $R$ is called cyclic if its minimal and characteristic polynomials (as a matrix over $K$ ) coincide. By an ideal of $S$ is meant an $S$-submodule of $L$; an $e$-ideal of $S$ is an ideal which is a free $R$-module of rank $n$. The following lemma is well known.

[^0]Lemma 1. If I and $J$ are two regular ideals of $S$ (i.e. ideals containing nondivisors of zero), they are isomorphic S-modules if and only if $J=b I$ for some non-divisor of zero $b$ in $L$.
$A n$ ideal class is an equivalence class of the relation $S$-module isomorphism on the ideals of $S$.

Suppose $A$ is an $n \times n$ cyclic matrix over $R$ with characteristic polynomial $f(X)$. Thinking of $A$ as acting on the $R$-module of $n$-tuples $V=R+\cdots+R$ ( $n$ copies), we make $V$ into an $S$-module, which we denote for clarity by $V_{A}$, by defining $g(x) v=g(A)(v)$ for $g(x) \in S$ and $v \in V$. The next lemma is also well known.

Lemma 2. If $A$ and $B$ are cyclic matrices over $R$ with the same characteristic polynomial $f(X)$, then $V_{A}$ and $V_{B}$ are isomorphic $S$-modules if and only if $A$ and $B$ are similar over $R$.

Theorem 1. There is a one-to-one correspondence between similarity classes of cyclic matrices over $R$ with the same characteristic polynomial $f(X)$ and classes of e-ideals of $S$.

Proof. Let $A$ be a cyclic matrix over $R$ with characteristic polynomial $f(X)$. Embed $V$ in $K V=K \oplus \cdots \oplus K$ ( $n$ copies), which is a vector space over $K$. As a matrix over $K, A$ acts on $K V$ and so, as above, the latter becomes an $L$-module, $(K V)_{A}$. Since $A$ is cyclic, there is a $w$ in $(K V)_{A}$ such that for any $v$ in $(K V)_{A}$ there is $g$ in $L$ such that $v=g w$. For $w$ with this property, let

$$
I_{w}=\{g \text { in } L \mid g w \text { is in } V\} .
$$

Clearly, $I_{w}$ is an $e$-deal and the mapping $g \rightarrow g w$ is an $S$-module isomorphism of $I_{w}$ onto $V_{A}$. In view of the two preceding lemmas, we now have a welldefined mapping of similarity classes of matrices to classes of $e$-ideals which is one-to-one. That every $e$-ideal class arises in this way is seen as follows. If $I$ is an $e$-ideal of $S$ with $R$-basis $g_{1}, \cdots, g_{n}$, let $A=\left(a_{i j}\right)$ be the matrix defined by

$$
\begin{equation*}
x g_{i}=\sum_{j} a_{i j} g_{j} \tag{1}
\end{equation*}
$$

By this definition, the action of $A$ on $V$ is determined by multiplication by $x$ in $I$. Thus, the powers of $A$ and of $x$ satisfy the same linear relations over $K$. Thus $A$ is cyclic with characteristic polynomial $f(X)$, and $V_{A}$ must be $S$-module isomorphic to $I$. This completes the proof of the theorem.

## 3. The ideal class corresponding to the transpose matrix

Continuing with the same notation, for $I \subset L$ denote by $I^{-1}$ the set of all $b$ in $L$ such that $b I \subset S$. Obviously, when $I$ is a regular ideal of $S$, so is $I^{-1}$. It is well known that when $I$ is regular, $I^{-1}$ and $\operatorname{Hom}_{S}(I, S)$ are isomorphic $S$-modules. This fact provides a compelling reason to expect the result of Theorem 3, below.

A bilinear form $\sigma_{1}$ on $L$ over $K$ is called non-degenerate if for each $g \neq 0$ in $L$, there is $h \in L$ such that $\sigma_{1}(g, h) \neq 0$. We call $\sigma_{1}$ associative if $\sigma_{1}(g, h k)$ $=\sigma_{1}(g k, h)$ for all $g, h, k \in L$. A linear functional $\sigma$ on $L$ over $K$ induces an associative bilinear form $\sigma_{1}$ by setting $\sigma_{1}(g, h)=\sigma(g h)$. One can verify that every associative bilinear form on $L$ over $K$ arises in this way. If $\sigma_{1}$ is a bilinear form on $L$ over $K$ and $I \subset L$, define

$$
I^{\prime}=\left\{h \in L \mid \sigma_{1}(g, h) \in R \text { for all } g \in I\right\}
$$

call $I^{\prime}$ the dual of $I$ with respect of $\sigma_{1}$.
Theorem 2. If $\sigma_{1}$ is a non-degenerate associative bilinear form on $L$ over $K$ and if an e-ideal $I$ is in the class corresponding to the similarity class of a matrix $A$, then $I^{\prime}$ is an e-ideal in the class corresponding to the similarity class of a matrix $A^{\prime}$.

Proof. Suppose $I$ is, an $e$-ideal of $S$ with $R$-basis $g_{1}, \cdots, g_{n}$. Then there exist unique $g_{1}^{\prime}, \cdots, g_{n}^{\prime}$ such that $\sigma_{1}\left(g_{i}, g_{j}^{\prime}\right)=\delta_{i j}$. It is easily verified that $I^{\prime}$ is an $e$-ideal with $R$-basis $g_{1}^{\prime}, \cdots, g_{n}^{\prime}$. Supposing $A=\left(a_{i j}\right)$, we can assume (see the proof of Theorem 1)

$$
x g_{i}=\sum_{j} a_{i j} g_{j}
$$

On the other hand, since $I^{\prime}$ is an e-ideal,

$$
x g_{j}^{\prime}=\sum_{k} r_{j k} g_{k}^{\prime}
$$

for some choice of the $r_{j k}$ in $K$. Now, $\sigma_{1}\left(x g_{i}, g_{j}^{\prime}\right)=a_{i j}$, while $\sigma_{1}\left(g_{i}, x g_{j}^{\prime}\right)=r_{j i}$. The associativity of $\sigma_{1}$ means that $\sigma_{1}\left(x g_{i}, g_{j}^{\prime}\right)=\sigma_{1}\left(g_{i}, x g_{j}^{\prime}\right)$, from which it follows that $r_{j k}=a_{k j}$. This implies that $V_{4^{\prime}}$ and $I^{\prime}$ are isomorphic $S$-modules from which the theorem follows.

If the polynomial $f(X)$ is irreducible and is separable over $K$, then the associative bilinear form induced by the trace in non-degenerate. In this case $I^{\prime}$ coincides with the complement of $I$ to yield the results of [1] and [5].

The next definition introduces a linear functional on $L$ over $K$ such that, as promised in the introduction, the induced associative bilinear form is nondegenerate and with respect to which the dual of an ideal is its inverse.

Definition. For $b \in L$ such that $b=b_{0}+b_{1} x+\cdots+b_{n-1} x^{n-1}$, with $b_{i} \in K$, define $\sigma(b)=b_{n-1}$.

Lemma 4. The function $\sigma: L \rightarrow K$ defined above is a linear functional on $L$ and the induced associative bilinear form $\sigma_{1}$ is non-degenerate. Moreover, if $I$ is an ideal of $S$, dualizing with respect to this, $\sigma_{1}$ yields $I^{\prime}=I^{-1}$.

Proof. The first part of the lemma is easily established. For the second part, it is clear that $I^{-1} \subset I^{\prime}$. Now let $b \in I^{\prime}, g \in I$ so that if

$$
b g=c_{0}+c_{1} x+\cdots+c_{n-1} x^{n-1}
$$

we have $c_{n-1} \in R$. Let

$$
f(X)=a_{0}+a_{1} X+\cdots+a_{n-1}+X^{n}
$$

so that

$$
x b g=-c_{n-1} a_{0}+\left(c_{0}-c_{n-1} a_{1}\right) x+\cdots+\left(c_{n-2}-c_{n-1} a_{n-1}\right) x^{n-1}
$$

Then, since $x b \in I^{\prime}$, we have $c_{n-2}-a_{n-1} c_{n-1} \in R$. From the fact that $a_{n-1}$ and $c_{n-1}$ are in $R$, it follows that $c_{n-2} \in R$. Continuing in this way, it is seen that $c_{i} \in R$ for $i=0,1, \cdots, n-1$ so that $b \in I^{-1}$, which proves the lemma.

We can summarize the results up to this point as follows.
Theorem 3. There is a one-to-one correspondence between similarity of cyclic $n \times n$ matrices over an integral domain $R$ with the same characteristic polynomial $f(X)$ and classes of ideals of $S=R[X] / f(X) R[X]$ which are free $R$-modules of rank $n$. Moreover, for the correspondence described above, if $I$ is an ideal in the class of a matrix $A$ then $I^{-1}$ is in the class corresponding to the similarity class of $A^{\prime}$, the transpose of $A$.

Note that when the complement of an ideal of $S$ can be defined, it is in the same class as the inverse of the ideal.
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