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Abstract—Video prefetching is a technique that has been transmitted, divided by the service rate (or the link capacity).
proposed for the transmission of variable-bit-rate (VBR) videos Video is typically compressed in the Motion Picture Experts
over packet-switched networks. The objective of these protocols Group (MPEG) format. To achieve the best compression

is to prefetch future frames at the customers’ set-top box (STB) .
during light load periods. Experimental results have shown that rate, the output of an MPEG encoder is very bursty and the

video prefetching is very effective and it achieves much higher corresponding peak to mean ratio is very high. This property
network utilization (and potentially larger number of simulta-  of variable-bit-rate (VBR) video makes the provision of de-
neous connections) than the traditional video smoothing schemes.terministic QoS guarantees (in this paper we select the packet
The previously proposed prefetching algorithms, however, can |45 rate at the local switch as the QoS metric) prohibitively
only be efficiently implemented when there is one centralized . o -
server. In a distributed environment there is a large degradation expens_lve. This is because we will have tq allocate enough
in their performance. In this paper we introduce a new scheme bandwidth to accommodate the peak rate, in order to assure
that utilizes smoothing along with prefetching, to overcome the that there will be no loss at the switch. The alternative is to
problem of distributed prefetching. We will show that our scheme  provide statistical QoS guarantees, that is, we guarantee that
performs almost as well as the centralized prefetching protocol the loss rate will not exceed a predefined small value (e.g.
even though it is implemented in a distributed environment. In 10-%). The chall . idi tatistical Sis to desi ’
addition, we will introduce a call admission control algorithm for _)' . € challenge |n_ providing s _a istical QoS is _O esign
a fully interactive Video-on-Demand (VoD) system that utilizes admission control algorithms that will accurately estimate the
this concept of distributed video prefetching. Using the theory required bandwidth.
of effective bandwidths, we will develop an admission control Most of the proposed schemes in the literature use a buffer
algorithm for new requests, based on the user's viewing behavior 4t the customer’s set-top box (STB) to smooth the video traffic
and the required Quality of Service (Qo0S). L

and, therefore, reduce significantly the peak rate and the rate

Index Terms—Admission control, distributed video prefetching,  variability [3]-[5]. Video smoothing can provide both determin-

effective bandwidth, user interactivity, video-on-demand. istic and statistical QoS guarantees, with the latter being more
desirable as it offers higher network utilization. In [5], for ex-
|. INTRODUCTION ample, a simulation study showed that the optimal smoothing al-

orithm can support, under deterministic service and for a buffer

HE FAST develqpment of th? Internet, a_nd the mtmdu%lze of 256 KBytes, 185 smooth&lar Warsstreams (with an
tion of new architectures, which can provide a service b

d the traditional best-effort ice 111 h q i verage rate of 0.37 Mbps) on a 155 Mbps link, a utilization of
%’r? nt € tradr |onaf esl, ;g ort s;rwce[ 1 gye m: € dposst'h %f%,whilefor statistical service, 304 streams can be supported
€ transmission of rea-time traffic (eg. audio and vi eo.) .(wWithout any loss) for a utilization of 73%. The authors also
have stringent Quality of Service (QoS) requirements. While i

. . rovided an admission control algorithm, assuming a buffer-
ternet telephony and video-conferencing are already deploye d8s switch and based on large deviation techniques, which was
the current Internet with limited success, the deployment of '

o i e . Ment ot akk 5w to be quite accurate.
pl!cat|on_s that require the ”"_"”S”"_'SS'O” of high quality wdep 'S Video prefetching is an alternative technique that has been
still lacking. An application like V|de.o-on—Dem-and (VoD) W'I.I roposed for the transmission of VBR video, and it can only pro-
fi‘”owha (/:rl: stomerto selgc; anyt?owslf[ortn a vu];jeo servetr, V"J\?’V e statistical QoS guarantees. In [6] a protocol called Join-the-
'Vg?? Ili er scr(ta_en, 3” ave the ability fo perform any type g ortest-Queue (JSQ) prefetching is presented which has many
ThTI E odpe;a |on|_[ ]i_ . ite attractive. but it Iadvantages compared to typical video smoothing schemes. It
. IS KInd 0 aptp |cak|ont_||§ q?' € "’?f ra?rlv_e, tut It can re_suéchieves very high network utilization, facilitates user interac-
n hvery poor nte Worl udl |zNa ![on l|< tg|_|C|$n . rzn?mlzsmnt ions, and has minimal start-up latency. Their experimental re-
sC emet_s arefnt?] e_mcpj). q)ée 'I etwor tu : 'Z? I(I)In '.z eline ast ts showed that JSQ prefetching has a loss probability several
summation of the individual mean rates of all videos currenty, je g of magnitude smaller than optimal smoothing [5] for the
same buffer size and network utilization. The main idea is to put
a buffer in the customer’'s STB which can be used to prefetch
Manuscript received April 17, 2002; revised July 22, 2002. This work wagtre frames when the transmission link is under-utilized. The
supported in part by the Areas of Excellence Scheme established under the lﬁrm- fetched i h th Il th .
versity Grants Committee of the Hong Kong Special Administrative Regio ’am_es are pre ?tcl ed in a way such that all the ongomg con-
China (Project AOE/E-01/99). nections have similar number of prefetched frames. This pro-
The authors are with the Department of Electrical and Electronic En%i(OCOL however, has a major drawback: it can only be imple-
neefing, Liniversity of Hong Kong, Hong Kong (e-mail (Sbakiras@eee'hku'hrﬁented when there is one centralized server which serves dif-
vii@eee.hku.hk).
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introduced which allows prefetching when there are many dis:Vid€0 Server
tributed servers in the system. Each server keeps a send windc
which is the number of frames that it is allowed to send in one
frame period. The value of the send window is increased whewideo Server

L/MF.@
the sent frames are acknowledged from the user, and itis set”  (—— Core
one when frames are dropped. When a frame is dropped, it wil Network

Swn‘ch

be retransmitted from the server if the corresponding client ha : — —

: STB
one or more frames buffered atthe STB. This scheme works we : — Switch
compared to other VBR schemes, but its loss probability is more/igeo Server AQQ

the same buffer size and network utilization. In addition, since

there is no coordination between the different servers, this pro-

tocol will result in unnecessary retransmission of frames Whighy 1. The network architecture.
will increase the traffic load of the core network.

In this paper, we introduce a VBR transmission scheme that
utilizes smoothing along with prefetching to reduce the band-
width requirements of MPEG traffic. The idea is to first smooth Consider the network architecture shown in Fig. 1. Dis-
the MPEG traces over a few group of pictures (GOPs) and thgibuted video servers are connected to the network. These
use a central controller to coordinate the transmission of framgsrvers may belong to the same or different VoD service
from all the servers [8]. This coordination is possible since thgoviders. The clients are connected to the network through a
traffic from each connection (video) is constant for a period @witch which may, for example, be an Internet Service Provider
time equal to the number of smoothed GOPs (one GOP is nQISP) router. Each client has an STB for video decoding which
mally 12 or 15 frames). We compare our proposed scheme witlso includes the buffer used for prefetching. When a client
JSQ prefetching and the results indicate that our scheme peakes a request for a particular video, an admission control
forms almost as well as JSQ prefetching even though it is imrodule (which is located at the local switch) will decide
plemented in a system with distributed servers. whether that request can be accepted without violating the

The performance of any video prefetching algorithm, howargeted QoS of the existing connections. If the request is
ever, is very sensitive to user interactions, such as tempoaatepted, a connection will be established between the server
jumps, as all the prefetched frames of the user issuing an amd the client through the core network. We assume that a
teraction request will have to be discarded. The initial work amservation protocol is implemented inside the core network
video prefetching [6], [7] was only based on simulation result&) reserve resources for that request. In this work we do not
and no analytical model was proposed for the admission of neansider the problem of admission control inside the core
requests. In this paper we will introduce a call admission contneétwork, but we only concentrate on the local switch where the
algorithm which will decide on the admission of new requestasers have access to the network. In other words, we consider
based on the user’s viewing behavior and the required QoS.amnvoD-like application where the only type of traffic at the
particular, we will use the theory of effective bandwidths [9] t@utput of the local switch will be stored video. In this case,
calculate the effective bandwidth for a number of connectiorthe admission decision (for the local switch) will be made by
which will depend on the individual traffic parameters, the STBie VoD service provider. Inside the core network the different
buffer size, the user activity model, and the required QoS. Thennections between the video servers and the clients will
QoS criteria was considered to be the desired packet loss ré&dow different routes and they will be multiplexed with other
We will show that the effective bandwidth approach is very atypes of traffic. Therefore, the admission control algorithm
curate, and it adapts very well to different system parametews|l be a more general one which will depend on the core
such as the level of interactivity. We used 10 MPEG-1 tracegtwork architecture (i.e., the VoD service provider will not
[10] to feed our analytical model, and our results indicate thbe involved). Multiple clients will have access to the video
video prefetching is very effective even in an environment witbervers through several different switches. Video prefetching
very frequent interaction requests. tries to maximize the number of clients served by one such

The rest of this paper is organized as follows. In Section $witch, assuming that all the clients connected to that switch
we describe the VoD network architecture that is consideredll be allowed to share a maximum amount of bandwidth
throughout this paper, and briefly discuss the basic principlésg., 45 Mbps). It is clear that by doing so, the overall network
of video prefetching. In Section 11l we introduce in detail ountilization will be maximized. We assume that the switches in
proposed distributed video prefetching protocol, and also preséid. 1 are bufferless, that is, all packets that exceed the capacity
some experimental performance comparison with the centrél-are dropped.
ized JSQ prefetching protocol. Section IV describes the overallBefore going any further, we should describe briefly the
system model, including the video traffic model that was used $tructure and the types of frames of an MPEG sequence. There
model each video source, and our assumptions regarding the @serthree types of frames generated by an MPEG encoder: in-
activity model. In Section V we develop the analytical moddtaframes [), predictive frames), and bi-directional frames
for the call admission control algorithm, and in Section VI wéB) [11]. The I-frames are coded independently of other
present our simulation results. Section VIl concludes our workrames, and for that reason they are used for random access.

than two orders of magnitude larger than JSQ prefetching fo [C
— STB

Il. THE VoD NETWORK ARCHITECTURE
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| B[ P |B[B] P |B|B] P [B]B] was very close to the maximum obtainable utilization). Video
(a) MPEG sequence of frames prefetching, on the other hand, can offer a utilization of almost

100% without any need of buffering at the switches. This is
achieved by sending additional frames to the clients when the
output bit-rate is less than the link capacity (i.e., prefetching).
(o) Smoothed frames The additional frames will be used to avoid playback starvation
when the bit-rate exceeds the link capacity and some frames
can not be transmitted on time. In other words, the frames that
would have to be buffered at the switch under a nonprefetching
The P-frames are coded with respect to a previdyi®-frame, scheme, are sent in advance to the clients so that the aggregate
so in general they are smaller thdaframes. Finally, the bit-rate at the switch will never exceed the allocated bandwidth.
B-frames are coded with respect to a previous and a futlfée can, therefore, assume that there is a large virtual buffer of
I/P-frame. B-frames are usually much smaller thdn or sizeB placed at the local switch, which is physically distributed
P-frames. A number of frames, typically 12 or 15, are groupednong the several STBs (Fig. 4). The average size of the virtual
together to form a group of pictures (GOP). Each GOP hadtffer will then be
regular pattern, for examplé BBPBBPBBPBB. The GOP N
is defined by two parameters: the number of framgesind the B= Z (Bi — k- q-m;) (1)
number of B-frames between two consecutilg P-frames, i1
[ — 1. In the above examplg,= 12 and] = 3.

In our scheme we smooth the traffic frolmGOPs before
sending it to the core network. So in evety ¢ consecutive
frame periods, the same amount of data, which is equal to

1] 2|3]4a]5]6]7]8][9]10]11]12]

Fig. 2. Smoothing of one GOP at the video server.

where N is the number of active connectionB; is the STB
buffer size for connection, andm; is the mean frame size for
{ﬁ%nnectiori. The buffer occupanc§(t) of the virtual buffer at

average of thé - ¢ frames, is sent from the server to the corgme t will be

network. This is illustrated in Fig. 2, for the case whére- 1, N

¢ = 12 and! = 3. From this point on when we sdsame we Q) =B~ Z bi(t) 2
will refer to a smoothed frame and not to a whole frame of the i=1

MPEG sequence. Since we smoéthg MPEG frames at each \ ey, (1) is the buffer level for connectionat timet. The

_time, we shou_ld always have some frames buffered at the Si“%fetching algorithm tries to keep the STB buffers as full as
in order to avoid playback starvation. Theérame of each GOP,  <ible or in other words keep the buffer occupa@cy)

for example, will be sentin parts during a few frame periods, and |, a5 possible. This is the main difference between video

at the point of its display a few frames will be removed from, ofetching and typical video smoothing schemes. In a video
the STB buffer. For this reason, we also need to pre-load t ﬁ]oothing scheme the STB buffer is only used to smooth the

buffer with a few frames prior to the beginning of the playbaclijeq, yraffic (i.e., reduce the peak rate and the rate variability),
(start-up latency). In order to guarantee no playback starvatigp, during some periods of time it can be almost empty.
we should always keep - ¢ frames in the STB buffer. Note,

that the smoothing function is only performed in order to keep

the level of traffic constant for a short period of time, and it is

not related to the structure of the MPEG-1 sequence. A similarWe will now present in detail our proposed prefetching pro-

smoothing technique (e.g., smooth every 12 frames) could §€0l. It is based on the idea of a central controller that coordi-

implemented for other video formats as well, where the franfi@tes the transmission of frames from the different servers. The

pattern is not so regular (e.g., MPEG-4). local switch (Fig. 1) will be the location of the central controller,
The objective of a prefetching protocol is to send additiongince all the video servers are connected to it through the core

frames to the different clients when the transmission linketwork. This coordination is possible because of the smoothing

is under-utilized. The additional frames are buffered at tiBatresultsin a constant level of traffic from each connection for

STBs, and the prefetching protocol ensures that all customéew frame periods. We will now introduce the following vari-

have similar number of prefetched frames. To demonstrate gféles associated with each video connection.

underlying principle of video prefetching, let us consider the « f: frame rate (e.g., 24 frames/sec).

output bit-rate (Fig. 3) from a number of video connections < k: number of GOPs to be smoothed.

when each connection is sending one frame per frame periode ¢: GOP size.

(e.g., without prefetching). There will be some periods where ¢ k-¢: minimum number of frames that should be buffered at

the aggregate bit-rate will be less than the link capaCitygnd the STB at all times, in order to avoid playback starvation

some periods where it will exceed the link capacity. If we want  (as explained previously).

to keep the loss rate small, we need to place a buffer at the locale g;: index showing which frame of the smoothed GOP

switch to hold the packets that can not be transmitted on time. is currently being transmitted to customieit takes the

This method is presented in detail in [12] where the authors valuesl, 2, ..., k- q.

describe and simulate several proposed admission controle b;: current buffer level for customer

algorithms. However, the maximum utilization that could be < B;: maximum buffer size for customeér For simplicity

obtained from any of those algorithms was around 85% (which  we assume that all customers have the same buffer size.

I1l. DISTRIBUTED VIDEO PREFETCHING



284 IEEE TRANSACTIONS ON BROADCASTING, VOL. 48, NO. 4, DECEMBER 2002

1.95 T T T T T T T T T

1.9

link capacity, C

1.85 y

Aggregate bit-rate (bits/frame period)
]

1.8 I I I I I I I I I
0 10 20 30 40 50 60 70 80 90 100

Frame period

Fig. 3. Output bit-rate without prefetching.
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Local switch —Control message
Aggregate traffic
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Fig. 4. The virtual buffer at the local switch. = n+l
» w;: number of frames buffered for customer i

 p;: number of prefetched frames for customdt is equal
to max{w; — k - ¢, 0}.
e 7;: maximum number of frames that can be sent in the

Fig. 5. Time slot synchronization between a server and the central controller.

following frame period to customeér and the controller. We will assume that the round trip propa-

« [;: number of frames to be sent in the following frameation and processing delay between any server and the local
period to customei. switch is less than a time slot (i.4,/ f seconds). The controller

* s;: Size of the frame transmitted to customién the cur- will coordinate the transmission of frames from all the video
rent frame period. servers by sending control messages to them. The control mes-

Let us call atime slotthe time period corresponding to onesages will indicate which frames should be sent for each con-
frame which is equal td/ f seconds. During this time slot, thenection. All the control messages will be sent in the beginning
central controller will transmit the frames from the differenof the current time slot, say (Fig. 5) and, therefore, the frames
servers to the clients, until the link capacity is reached. If from all connections will arrive prior to the beginning of time
some frames can not be transmitted in the current time slot, thedgt » + 1. They will, then, be transmitted to the clients within
will be discarded. A discarded frame will be retransmitted frorthe duration of time slot + 1. This will allow the controller to
the server if the corresponding connection pas> 1, which know the exact frame sizes to be transmitted in slat 2 (be-
means that this connection has some frames buffered at the SG&ise of the GOP smoothing), and based on this information it

Since the frames will be transmitted from the controller twill send the appropriate control messages at the beginning of
the clients according to the controller’s own discrete time slotslotn + 1. Note, however, that this delay bound does not have to
there must be some kind of synchronization between all serveestight. Even if some frames arrive after the beginning of time
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n n+ln+2 n+3 n+4

slotn + 1, and the controller will not have the exact frame sizes TIme slof:

of the frames to be transmitted in stot1, the prefetching algo- Video 1| 1 2_ Sf 4 5_ é / 8_ 910 ”. 12
rithm can use the corresponding information from the previous Video2 7|8 9 101112 1 2 3 4 5 6
transmission (slot) as an estimate. Due to the high correla- Video3 1011121 2 3 4 5 6 7 8 9
tion between the frame sizes of consecutive GOPs, the impac ) i ——— |
of this approximation on the performance of our scheme Wi||Fl)De Video 4/ 12 1 | ‘ | 3 4 | 5‘ 6 78 9101
insignificant. Video5 415 6 78 9 1011121 2 3
A. The Prefetching Algorithm Fig. 6. Transmission schedule without prefetching.

Let us consider the transmission schedule of five videos procedure prefetch()
shown in Fig. 6 where we assume that we smooth one GOP begin
(k = 1) with ¢ = 12, prior to the transmission. This corre- W :=0;
sponds to the frames that would be transmitted from the local for all connections i do
switch to the customers if no coordination took place. The begin

. . . ri = max{k-q—g;,1};
numbers in each box are thges for the different connections. li = 0;
Therefore, in time slot, the first frame of the smoothed P = pi;
GOP would be transmitted to customer 1, the seventh frame to e; =false;
customer 2, and so on. By the beginning of sighe controller end;
will already know the frame sizes for all five connections, and ;)"‘"%e exists i with e;=false do
it will use this information to coordinate the transmission of eﬁglig connection i with minim .
) S um pj;

frames from the video servers for the following time slot. if {(3)=true and (4)=true and r; > 0} do

Since we want all connections to have similar number of begin
prefetched frames, the controller will try to prefetch frames from li=lL+1
all connections in order of ascending valuepofas in the JSQ pi=pit
prefetching protocol). Let us assume for simplicity that all con- ;{,:,::T;V_jgs__
nections in Fig. 6 have; = 0. The controller will first try to end; Y
prefetch one frame from connection 1. Since the transmission else
will take place intime slot+1, the maximum number of frames e; :=true;
that can be sent for connection 1 is 11. In the general case, the end;

maximum number of frames that can be sent for one connec- end.

tionisr; = max{k - ¢ — g;, 1}, since these are the only framesig. 7. The prefetching algorithm.
for which we know their exact size. Note that in the case where

gi = k- q the server will only be allowed to send one framey; satisfies both (3) and (4). When the algorithm terminates,
since the size of the nekt ¢ frames is not known until the first i congroller will check whether there is any connection with
one of them arrives at the controller. Let us d&llthe estimate p; = 0 for which the algorithm returned the valdg = 0. If

of the amount of traffic that will be sent to the local switch ing,ch a connection is found}, will be set to one, since the next
time slotn + 1 (initially W = 0). The number of frames t0 beé frame has to be transmitted in order to meet its deadline. When
sent for each connection is set initially ko= 0. There are two  he values of all;s have been updated, the controller will send
factors that can limit the number of frames to be sent: the My control messages to the corresponding servers at the begin-
imum buffer sizeB; and the link capacity’ (in packets/frame ping of time slotn. The control messages will be sent only for
peno_d_). The controller will check whether the following twoihose connections with > 0. The complete prefetching algo-
conditions hold: rithm is presented in Fig. 7.

bi+(li+1)-s; <B; (3) B. Transmission of Frames

Wts; <C. (4) The frames are transmitted from the local switch to the clients

Equation (3) tries to avoid buffer overflow while (4) checksbased ona nonpreempnv_e pnorlty scheme._ Connectlons with
maller values op; have priority over those with bigger values

whether the additional frame will keep the value of the estima?) " The nonpreemptive scheme will allow all the frames from
of the total traffic in time slot + 1 below the link capacity. In ~ £ P b

(3), we do not consider the MPEG frame that will be remove?ﬁe connection to be transmitted, once it has started the trans-
fro}n the buffer during time slot + 1, since it is not possible mission. The value op; will be updated by the controller as

for the controller to have this information at the time when thgoo " &> it receives the frames from all connections, through the

prefetching algorithm is executed. We assume, however, thatﬁ%ltlaowmg equation

controller knows the buffer levé} for each connection (this can pi = max{p; + f; — 1, 0} (5)

be done with control messages from the STBs). If both condi-

tions hold for connection 1, the controller will update the valueshere f; is the number of frames that were successfully trans-
of iy, p1, r1, andW, and it will continue with connection 2. The mitted to customet. Since all the frames will arrive by the be-
algorithm will stop when there is no connection with > 0 ginning of the time slot, the controller can easily calculate, based
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on the priorities and the frame sizes, which frames will be trans- TABLE |
mitted in the current time slot CHARACTERISTICS OF THEMPEG-1 GMPRESSEDVIDEO SEQUENCES

As we mentioned earlier, the value &% used in the :
. . . . . Sequence Mean (bits) | Peak/Mean
prefetching algorithm is an estimate of the total traffic at -
the time slot where prefetching will occur. However, many Asterix 22,348 66
connections will probably have frames from different GOPs ATP Tennis 21,890 8.7
being transmitted (i.e., the first frame of the next GOP), so the Mr Bean 17,647 13
actual amount of traffic in this time slot might be higher or James Bond: Goldfinger | 24,308 10.1
lower thanW. If it is higher, then some frames will have to Turassi
. . . urassic Park 13,078 9.1

be dropped sincéV will probably be very close to the link

. o : Mty 19,780 127
capacity. The transmission order of our protocol will try to drop
frames from those connections that haye> 1. If a frame News 15,358 124
from such connection is dropped, the controller will indicate to Race 30,749 6.6
the corresponding server, through the next control message, to Soccer 25,110 7.6
retransmit the frame. Talk show 14.537 73

To conclude the presentation of our protocol, we should de-
scribe briefly the operation of the server. Each server remains
idle until it receives a control message. Whenitreceivesthe cgp- = (. From the next time slot the prefetching algorithm
trol message, it will transmit the indicated frame(s). In order {§as used to coordinate the transmissions until the end of the
avoid buffer overflow, the server will check the foIIowing COﬂ-experiment_ When a connection displayed the last MPEG frame
dition before sending the first frame of a smoothed GOP (i.&f the movie, the same movie started again from a new random
the frame withg; = 1) starting point (withb; = 0). But from this point on, we used

appropriate wrap-around such that each connection displayed
bi +si < Bi. (6) exactly 40000 frames. We simulated®1ffame periods for
several buffer sizes, ranging from 256 to 896 KBytes in
increments of 128 KBytes. We run the experiments using the
e random seed for the two protocols, so as to ensure a fair

This is necessary, since the valuespthat was used in (3) was
from the previous smoothed GOP, and its current value could

much higher. If condition (6) holds it will send the frame, othgmharison between them. Finally, we counted the time slots
erwise it will remain idle. The buffer level for each connection, o experienced losses after an initial period of 10 000 frames
can beincludedin th_e c_:ontrol message, as we have assumed(tllaaénow the buffers to fill up).
the controller has this information. In Fig. 8 we have plotted the loss probability as a function
_ ) _ of the buffer size, for the JSQ prefetching protocol and our pro-

C. Comparison With JSQ Prefetching posed scheme. We simulated two versions of our protocol for

In order to evaluate the effectiveness of our scheme, we udkd cases ok = 1 andk = 3. Itis clear that the performance
10 real MPEG-1 traces that were downloaded from the pubbf our protocol is very similar to the performance of the JSQ
domain [10]. They covered a wide variety of contents, includingrefetching protocol. Fok = 1, the loss probability of our
movies, news, talk shows, sports, music, and cartoons. All tekeheme is only one order of magnitude bigger than the loss prob-
traces were captured gt = 24 fps and the GOP parametersability of the JSQ prefetching protocol. In fact, our protocol has
wereq = 12 andl = 3. Even though these traces have sombe same loss probability as the JSQ prefetching protocol, with a
problems (e.g., some frames are dropped), they are very butst§fer size increment of only 128 KBytes. JSQ prefetching had
and they exhibit self-similarity, which makes them suitable farero loss for a buffer size of 796 KBytes while, for= 1, our
our simulations. The total number of frames for each trace washeme had zero loss for a buffer size of 896 KBytes (in Fig. 8,
40000 which is approximately 30 minutes in duration. We akowever, we used the value of 11 to represent zero). The
sumed that the capacity is 45 Mbps, and that the frames aralecentralized prefetching protocol described in [7] had a loss
transmitted from the video servers to the clients in fixed sizgobability of more than two orders of magnitude bigger than
packets of 1 Kbit. In Table | we have summarized some charahe JSQ prefetching protocol and, in addition, its loss probability
teristics of the different MPEG traces. decreased very slowly with increasing buffer size. The perfor-

In each experiment we used a mixture of traces that resultednce of our scheme fér = 3, is slightly worse than the one
in a 99% network utilization, that is, the summation of théor £ = 1. One would expect that smoothing three GOPs would
individual average bit-rates was approximately 99% of the limlesult in a better performance, since the prefetching algorithm
capacity (45 Mbps). This mixture consisted ofBterixtraces, would be more efficient as the traffic is constant for longer pe-
9 Tennistraces, 11Mr. Beantraces, 8)James Bondraces, 14 riods of time. However, the disadvantage of using 3 is that
Jurassic Parktraces, 9Mtv traces, 12Newstraces, 5Race we need alarger buffer size to hold the frames at all times, so
traces, 85occertraces, and 13alk Showtraces, for a total of the performance does not improve compared to the case where
97 connections. The experiments were performed as followkis= 1. For the remainder of this work we will, therefore, as-
For each connection we chose a random starting point in theme that smoothing is always performed over one GOP.
movie (the beginning of a GOP), and we started by transmittingIin Fig. 9 we have plotted the number of frames that are re-
one frame from each connection, with all connections havitgansmitted as a result of excess traffic at the local switch. These
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Fig. 8. Loss probability for different buffer sizes.

retransmissions are caused by the incorrect estimatid¥i of gregate video traffic. Specifically, each video sequenei be
(4). It is obvious that these retransmissions are very rare, anddeled by the following three parameters:

only a few frames (from any of the 97 connections) are dropped « The mean raten; in bps.

at any instant. In particular, throughout our experiments, an av- « The variance coefficient; in bits-sec.

erage of 0.5 frames per frame period were dropped. The decen- The Hurst parameteff;, where0.5 < H; < 1.

tralized protocol proposed in [7] offers no coordination betweef,ege parameters may be calculated off-line using certain esti-
the different servers, and it will lead to a lot more retransmissaiors that have been proposed in the literature (e.g., [16]).
sions, thus increasing the traffic load of the core network. In WheanideosourcesaremuItipIexedoveracommor,wIink the

addition, the send window used in [7] has a minimum value @, yesponding parameters of the aggregate traffic are given by
one which means that all servers send at least one frame at each

frame period. But at such high network utilization (99%) this N
will certainly cause many retransmissions. In our scheme, how- m = Z m;
ever, no frames will be transmitted for those connections that i—1
the prefetching algorithm returned the value-= 0. N
-Zl m;a;

IV. SYSTEM MODEL a = m

A. The Video Traffic Model H = max{H;}. @)

There have been many studies in the literature that indicate
the self-similar nature of network traffic (e.g., [13]). A self-sim- In an interactive system, though, the user will be able to per-
ilar process is characterized by a slowly decaying autocorferm any kind of VCR-like functions. The only function that
lation function, which implies that traffic bursts are present iwill affect the traffic generated from the video server for the
multiple time-scales (ranging from milliseconds up to minutesparticular connection, is the fast playback (i.e., fast forward, fast
Furthermore, other researchers have shown (e.g., [14], [15]) thaterse). There are many ways in which we can display a video
VBR video traffic is self-similar. Following these guidelines, wesequence at a faster rate. For example, we can send the same
will use a three parameter model to properly characterize thequence, but increase the display rate (e.g., 90 fps, instead of
traffic that is generated by a video sequence. These parame8&$ps). The disadvantage of this method is that the display de-
have been introduced by Norros in [9], and they will be used irice might not be able to support such a high display rate. The
the next section to calculate the effective bandwidth for the aglternative is to skip a number of frames during the display, and
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Fig. 9. Number of frames requiring retransmissién=£ 1).

keep the same display rate. In this work, we selected this secoaduests during the admission control of new requests. We be-
method to implement the fast playback operation. lieve that the latter is more suitable for a VoD-like application,
In our protocol, during a fast playback operation we will skigince an increased blocking probability of new requests is more
all the B-frames of the MPEG sequence, and send only/the desirable than an increased blocking probability of interaction
and P-frames. Since thdé’-frames require only the previousrequests.
1/P-frame for decoding, all the transmitted frames will be de- To properly account for the effect of user interactions, we
codable at the STB. The video traces that we used in our silmeed a user activity model. Without loss of generality, in this
lations were captured at 24 fps, and each GOP had the pattgaper, we assume that each user follows the two-state activity
IBBPBBPBBPBB. Inthis case, when a user initiates a faginodel proposed in [17]. In this model, the user starts in normal
forward request, the video server will send only 4 frames pplayback state, and stays there for a period of time which is ex-
GOP and they will be displayed at 24 fps. To the user, it wiponentially distributed with meary A. He then moves to the in-
seem like the display rate is 3 times faster. ThandP-frames teraction state where he will issue an interaction request. He will
of each GOP will first be smoothed at the video server so asdtay in the interaction state for a period of time which is again ex-
reduce the variability of the resulting traffic. We can then use thpwnentially distributed with meaty/ ., and move back again to
same traffic model for the case of fast playback, by consideritige normal playback state. This will be repeated until the end of
only thel- and P-frames of the video trace. The resulting threthe video sequence. The parameteendy are the interaction
parametersm!? ofP HIP) will model the traffic generated arrival and service rates, respectively. In order to perform ad-

by connectioni when it is in the fast playback mode. mission control in such a system, we need to consider each type
o of user interaction separately. This will be the subject of the fol-
B. User Interactivity lowing section. Note that we will not consider apguse/stop

In an interactive VoD system each user will be able to pepperations in our analysis. If the admission control algorithm
form any type of VCR-like functions, at any time. As we will seéadmits more connections based on the assumption that some of
in the following section, serving an interaction request requirésem will be paused or stopped at any time, the required QoS
additional system resources (i.e., more bandwidth) and, thevél be violated if this assumption turns out to be optimistic.
fore, we should take this fact into account when designing the
admission control algorithm. There are two ways to perform ad-
mission control in an interactive system: we can either perform
admission control each time a new request or an interaction refor the admission control algorithm we will use the effec-
guest arrives (with interaction requests having priority over thiwe bandwidth formula provided by Norros in [9]. This formula
new), or reserve some amount of bandwidth for the interactimderived based on the assumption that the buffer size in very

V. ADMISSION CONTROL
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large, which is normally not true for commercial switches. IiThen,n will be the smallest integer that satisfies the inequality
video prefetching, however, the virtual buffer size is sufficiently,, < 0.01.

large (e.g., for 100 clients with 1 MB buffer each, the buffer size The three parameters of the aggregate traffic may then be ap-
B is 100 MB), and this approximation is quite accurate. In thgroximated as follows:

next section we will show, through simulation experiments, that

the effective bandwidth approach is indeed very accurate when (N —n) o n e p
utilized in a prefetching scheme. mf=""N Z mi + N Z i

Let us callC. the effective bandwidth of the aggregate traffic, =1 i=1
andC the total available bandwidth. Assume that there are cur- N N p P
rently N — 1 connections in progress, and there is a request for a (N—n) & ™% i; M
new connection. The adm|_SS|on con_trol algorithm will calculate o =TN m + N m
the newC', from the following equation P

Hy = IIl/aX{HL‘./ H;'}. (10)

1/H
Ce=m + (ﬁ(H) —2 hl(e)) a2 g T 2 The admission control algorithm will be based on the assump-
— (—H) i , (8) tion that there will always bes users infast ratemode. The
wherex(H) = H" (1 - H) , ¢ is the desired loss rate, andgy syem will also keep track of the number of connections that
the parametersn, a, ) are calculated asin (7).0F < C'the 10 i fact ratemode at all times, and it will block an interac-
new connection will be admitted; otherwise, it will be reJecteqion request if this number is equalo The assumption of con-
Notice that the buffer siz& will have to be re-calculated, Sincegianyy having, users irfast ratemode will clearly overestimate
it depends on the total number of connectiongsee (1)]. The g required bandwidth. It is essential, though, to make this as-

above admission control algorithm is applicable only in aSySte§ﬂmption, in order to guarantee the targeted QoS during periods
that does not support user interactions. In the following two sugf intense user activity

sections we will investigate how the different user interactions When a customer initiates or terminateaat raterequest

affect the number of admissible connections. all the prefetched frames in the STB buffer will have to be dis-

carded, since they are no longer useful. As the average service
time of such requests will normally be very small (around 10-20
As we mentioned in Section IV-A, fast raterequest issued seconds), it is not efficient to fill up the STB buffer again with
by a client will increase significantly the amount of traffic senfuture frames. We will, therefore, assume that only one frame
for that particular client, since only thle and P-frames will be per frame period is sent to a connection that operatdasn
sent. Therefore, we should reserve some amount of bandwidite mode. As a result, the buffer siz# initially given in (1)
during admission control, so that subsequfast raterequests will now be equal to
will not violate the QoS requirements of any client. The extreme
case would be to reserve enough bandwidth to accommodate the (N —n) N
scenario where all the clients are fast ratemode simultane- B = N Z (Bi = k-q-mi) (11)
ously. Obviously this is a very conservative approach, and the i=1
resulting network utilization would be very poor. The alternggnere is the total number of ongoing connections, including
tive is to reserve less bandwidth, and then reject some interggs new request.
tion requests according to some ruIe._ Mort_a specifically, we will T idea of reserving some amount of bandwidth for accom-
reserve an amount of bandwidth which will be able to accorfiggatingfast raterequests was first proposed in [19] where the
modaten concurrentfast rateoperations, while maintaining a 5,thors considered two different approaches. In the first one, a
low blocking probability for interaction requests. Letus ¢8ll 55t raterequest is delayed until there are available resources,
the arrival rate ofast raterequests, ang; the corresponding 54 the admission control ensures that the probability that this
service rate. Since both parameters are exponentially d|str|bu5(—‘éilay exceeds a certain value is small. This approach can be im-
according to our user activity model, we can model this syst&ffbmented in our scheme as well, if we allow the interaction re-
as anM/M/n/n/N queueing system, that is, anserver 0SS gy ests to be queued up instead of blocking them. In the second
system with finite customer populatidW. We are interested in nnr0ach, there is no delay associated with an interaction re-
finding a numbem, such that the stationary probability, is  quest, but when there are not enough system resources to serve
less than a small number, wherés the number of customers 5| the interaction requests, the picture quality of the usefiasin

in the system (i.e., the number of users serveildstratemode 516 mode is degraded. However, for a VoD system to be com-
simultaneously). The desired valugofwill be set by the VOD petitive with the existing video rental services, it should offer

service provider, according to their policy. In this work we willy petier service to the user. In our scheme, the picture quality
assume that, < 0.01. The formula forp,, is easy to derive and ig never degraded, and the system response to user interactions
itis given by [18] is instantaneous. The blocking probability can also be set

N) (A.f)” to a very small value, practically eliminating blocked requests.

n Hr (9)

( In addition, the work in [19] considered peak rate bandwidth
N (NY (A
EO ( i ) (W) tion. In our scheme, we employ video prefetching and statistical

A. Fast Forward/Reverse

n =

allocation for each connection, leading to low network utiliza-
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multiplexing which can increase significantly the network uti- TABLE I
lization. This is basically the main contribution of our work. To ACTUAL AND PRED'CTEDNTL‘:&F;\KC‘TJ&'SZAT'ON (%) WITHOUT USER
our knowledge, there is no admission control scheme in the lit-
erature that can be directly applied in a real VoD system. In this B; = 128 KB B; = 1MB
work we propose a complete sc_)IuFion which considers all thg as- C (Mbps) | Actual | Predicted | Actual | Predicted
pects of a real system: transmission protocol (i.e., prefetching), 5 96,7 97,5 98,7 98,7
user interactivity, and statistical multiplexing for VBR video. : : : :
155 98.0 98.9 99.5 99.5

B. Jump Forward/Backward

In typical video transmission schemgsmp operations do gifferent user interactions, the STB buffer sig and the link
not affect the network utilization. In video prefetching, howgapacityC'. The admission control will be performed as follows.
ever, frequenjump requests will degrade the utilization of the 1) Calculaten from (9). This value will depend on the
system. Suppose a user initiategiap request during normal number of active user¥, including the new request.
playback. Since this operation will take the user to a pointin the 2) Calculate the buffer siz& from (11).
video sequence which will be quite far (where far means any- 3) Calculate the traffic parameters from (12).
thing more than 10-15 seconds) from the current point, all the4) Calculate the effective bandwidé, from (8).
prefetched frames will have to be discarded, as they will not be 5) If C, < C admit the new request,'else reject it.

displayed. It is clear that when those requests are frequent, the
buffer size B will decrease and, thus, the effective bandwidth
for the same connections will increase.

Modeling the effect ofumprequests on the buffer sizZe is In order to investigate the accuracy of the admission control
not easy. We may model, however, the event of buffer loss by adgorithm we used the same video traces that where introduced
suming that gumprequest will trigger the arrival of additional in Section 11I-C. The total number of frames for each trace is
traffic at the switch, which is equal to the average buffer siz& 000, and by using four copies of each trace we created 10 se-
of a connection. Let us caN; the arrival rate ofumprequests. quences, each of approximately 111 minutes. The experiments
The additional amount of traffic will clearly be Poisson, sincevere performed as follows. We created a random sequence of
interaction requests arrive according to a Poisson process. Téguests for different movies, and using the admission control
corresponding parameters for the Poisson traffic may be cal@lgorithm, a certain number of those requests were accepted.

VI. SIMULATION RESULTS

lated as follows: For each of the accepted requests, we chose a random starting
«mj = N\; - B/N. point in the movie (the beginning of a GOP), and we started by
« For Poisson traffic the variance coefficient is equal to tHgansmitting one frame from each connection, with all buffers
variance over the mean rate. Therefarg= 1. being initially empty. From the next time slot the prefetching
« The Hurst parameter for Poisson trafficig = 0.5. algorithm described in Section Ill-A was used to coordinate the

Finally, we may approximate the traffic parameters of the a

g_alnsmissions until the end of the experiment. When a connec-
gregate traffic as follows:

ion displayed the last MPEG frame of the movie, the same
movie started again from the beginning, with an empty buffer.
(N —n) N n p Each connection started in normal playback, and stayed there
Miot = 77— Z m; + N Z m;T +my; for a period of time which was exponentially distributed with
’ i=1 meanl1/\. Then it moved to the interaction state where it is-
N sued an intera_lction _request. Th_e time sperfast ratemode
(N —n) E migi L; m;ta; m;a; was exponentially d|str|bgte_d with meariy; = 3Q second;.
N - N - + - The requested offset duringjamp request was uniformly dis-
tributed between 1 and 1000 seconds. We simulatédraéne
Hior = miax{H,;, HIP H;}. (12)  periods for different buffer sizes, and interaction arrival rates
Finally, we counted the packet loss rate after an initial period of
Note, that the above estimation of; is somewhat conser- 50 000 frames (to allow the buffers to fill up). The required loss
vative, since we assume that the buffer of a client issuing gfte was set to 1.
interaction request is always filled up. In general this will not First, we simulated a system without user interactions. The
hold, especially when the buffer size; of the client is rela- results are given in Table Il for different values of STB buffer
tively large. Thereforem,,; will slightly overestimate the re- sjzeB,, and link capacity”. The actual utilization was obtained
quired bandwidth. by admitting additional connections (up to a utilization level of
100%), and then gradually removing some connections until the
QoS requirement was met. For a moderate buffer size of 1 MB
After analyzing the effect of different types of user interadhe admission control algorithm is very accurate, and predicts
tions on the effective bandwidth, we are ready to present thgactly the number of connections that should be admitted. In
complete admission control algorithm. The inputs of the algaddition, the network is able to work at a utilization level of
rithm will be the traffic parameters of all ongoing connectionalmost 100%. For a small buffer size of 128 KB there is an un-
(including the new request), the arrival and service rates for therestimation of around 1%, which is due to the fact that the

Atot =

C. The Complete Admission Control Algorithm
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TABLE 1lI
ACTUAL AND PREDICTED NETWORK UTILIZATION (%) WITH USERINTERACTIONS(C' = 45 Mbps)

B; =128 KB B;=1MB

1/A Jump Fast rate Jump Fast rate

(min) | Actual | Predicted | Actual | Predicted | Actual | Predicted | Actual | Predicted
10 91.3 97.5 88.8 88.8 97.5 96.3 93.0 90.3
20 92.5 97.5 90.5 91.3 97.5 97.5 95.2 92.5
30 92.5 97.5 90.5 92.5 98.3 97.5 96.4 93.7
40 92.5 97.5 91.3 93.3 98.3 98.3 97.2 94.6

TABLE IV
ACTUAL AND PREDICTED NETWORK UTILIZATION (%) WITH USERINTERACTIONS(C' = 155 Mbps)

B; =128 KB B, =1MB

1/A Jump Fast rate Jump Fast rate
(min) | Actual | Predicted | Actual | Predicted | Actual | Predicted | Actual | Predicted
10 97.0 98.6 93.2 93.2 98.9 96.7 95.0 93.8
20 97.0 98.8 95.2 95.2 99.3 98.0 97.5 95.7
30 97.0 98.9 96.1 96.1 99.5 98.6 98.0 96.7
40 97.0 98.9 96.1 96.4 99.5 98.8 98.7 97.0

derivation of the effective bandwidth formula assumes a vetlge system that serves all the clients over a common transmis-
large buffer size. Comparing those numbers in Table Il with theon link. In a distributed environment, there is a large degra-
utilization achieved by typical video smoothing schemes (i.edation in the performance of the prefetching protocols. In our
around 73% for the optimal smoothing algorithm [5]), the efscheme, we used a central controller to coordinate the transmis-
fectiveness of video prefetching is clearly illustrated. sion of future frames between all the video servers. To make this
Next, we tested the accuracy of the admission control algpessible, the MPEG traffic is first smoothed over a number of
rithm under different types of user interactions. Tables Il andOPs before entering the network. Therefore, the central con-
IV summarize the results for various interaction arrival ratefoller is able to coordinate future transmissions, as the traffic
These results are very consistent, and they indicate that thewadlbe constant over a number of frame periods. We compared
mission control algorithm is on the right track. For a buffer sizeur scheme with the centralized JSQ prefetching protocol, and
of 1 MB there is a slight overestimation of around 1%-3%he simulation results showed that our scheme has very similar
which is caused by some of our assumptions in Sections Vp&rformance. However, our scheme has the advantage that it is
and V-B (as explained there). Furthermore, the admission camplemented in a system with distributed video servers, which
trol algorithm becomes more accurate when more connectiaibws multiple VoD service providers to share the same net-
are admitted (i.e., whe@ = 155 Mbps), since the size of the work.
buffer B is significantly increased. Similar observations hold for In addition, we have introduced a call admission control algo-
the case wher®; = 128 KB. When the number of admissiblerithm for a VoD system, where each user is allowed to interact at
connections is small (Table Ill), the admission control algorithmny time during normal playback. The theory of effective band-
underestimates the required bandwidth by as much as 6% (eidths was used to design the admission control algorithm for a
to the small size of buffeB). For a link capacity of 155 Mbps, system that supports full user interactivity. We have shown that
though, the accuracy of the algorithm is increased, and the tine proposed algorithm is very accurate and it adapts very well
derestimation is kept below 2%. to different system parameters, such as the level of interactivity.
The simulation results indicate that video prefetching is very
effective and, combined with our proposed admission control
algorithm, it can achieve a network utilization of nearly 100%.
In addition, it performs very well even in an environment where

We have presented a new scheme for the effective transnt§S" Interactions are very frequent.
sion of MPEG-compressed video traffic over packet-switched
networks, for a VoD system with distributed video servers. It is . _ o
based on the idea of video prefetching that was originally pro-[1] X.Xiaoand L. M. Ni, “internet QoS: A big picture,[EEE Networkpp.

. L 8-18, Mar./Apr. 1999.
posed in [6], [7]. Our motivation was the fact that these proto- 5; v, 0.'k. Li and W. J. Liao, “Distributed multimedia systemsroc.

cols are efficient only when there is one centralized server in  IEEE, vol. 85, no. 7, pp. 1063-1108, July 1997.

VII. CONCLUSIONS
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