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The maximum-entropy approach to the solution of under determined inverse problems is studied 

in detail in the context of the classical moment problem. In important special cases, such as the 

Hausdorffmoment problem, we establish necessary and sufficient conditions for the existence of a 

maximum-entropy solution and examine the convergence of the resulting sequence of 

approximations. A number of explicit illustrations are presented. In addition to some elementary 

examples, we analyze the maximum-entropy reconstruction of the density of states in harmonic 

solids and of dynamic correlation functions in quantum spin systems. We also briefly indicate 

possible applications to the Lee-Yang theory of Ising models, to the summation of divergent 

series, and so on. The general conclusion is that maximum entropy provides a valuable 

approximation scheme, a serious competitor of traditional Pade-like procedures. 

PACS numbers: 02.60. + y, 75.1O.Jm 

I. INTRODUCTION 

The maximum-entropy approach to the solution of un­

derdetermined inverse problems was introduced some time 

ago. I
•
2 Following the original contributions, there has been a 

long debate concerning the conceptual foundations of maxi­

mum entropy for problems outside the traditional domain of 

thermodynamics. The debate is currently more meaningful 

than ever in view of the augmenting list of successful practi­

cal applications3 which have become possible because of the 

steadily increasing computing power available today. While 

our aim is not to engage in further conceptual ramifications 

of the rationale of maximum entropy,4 we shall attempt to 

sharpen its mathematical foundations and to extend its ap­

plicability to various concrete problems encountered in 

quantum physics. 

We consider the classical moment problem where a 

positive density P (x) is sought from knowledge of its power 

moments 

f xnp(x)dx=f-ln' n=0,1,2, .... (1.1) 

The extent to which the density P (x) may be determined from 

its moments has been extensively discussed in the mathemat­

icalliterature. In practice, only a finite number of moments, 

say N + 1, is usually available. Clearly then there exists an 

infinite variety offunctions whose first N + 1 moments coin­

cide and a unique reconstruction of P(x) is impossible. Nev­

ertheless, various approximation procedures exist which 

aim at constructing specific sequences offunctions PN(x), 

such that 

f xnPN(x)dx = {In' n = 0,1, ... , N, (1.2) 

which eventually converge to the true distribution P (x) as N 

approaches infinity. It is often mathematically expedient, 

and physically useful, to abandon the requirement of 

pointwise convergence and, instead, require weaker conver­

gence for averages of the form 

(F) = f F(x)P(x)dx = ;~ f F(x)PN(x)dx, (1.3) 

where F (x) is some known function of physical interest. 

The maximum-entropy approach offers a definite pro­

cedure for the construction of a sequence of approximations. 

The positive density P(x) is interpreted as a probability den­

sity and the corresponding entropy is maximized under the 

condition that the first N + 1 moments be equal to the true 

moments f-ln ,n = 0,1, ... , N. Introducing appropriate La­

grange multipliers, one seeks maximization of the entropy 

functional S = S (P ) defined from 

S = - f [P(x)lnP(x) - P(x)]dx 

+ nto An (f xnp(x)dx - f-ln). (1.4) 

Notice that we have incorporated in the definition of the 

entropy a term linear in P (x), mostly for notational conve­

nience. The linear term may be absorbed by a trivial redefini­

tion of the Lagrange multiplier ,10 in Eq. (1.4). Returning to 

the main point, themaximaP = PN(x) of(1.4) for N = 1,2, ... 

will be taken as a sequence of approximations for the true 

density P (x). It is customary to say that the maximum-en­

tropy sequence P N(X) is the least-biased sequence of approxi­

mations. 

The mathematical problem posed in the preceding 

paragraph was already considered in standard works on 

maximum entropy and concrete applications were also 

worked out in certain cases.3
•
5

,6 Nonetheless, recent reviews 

of a wealth of moment problems in quantum physics 
7 

do not 

even acknowledge possible use of the maximum-entropy ap­

proach. This situation is understandable because the more 

popular methods, such as polynomial expansions, Pade ap­

proximants, and the like, have had the advantage of exten­

sive mathematical scrutiny over a period of a century or so. 

It is clear that a similar status for maximum entropy could be 

achieved only by an equally thorough study of its mathema­

tial basis, by widening the scope of concrete applications, 

and by explicit comparison with the best approximation pro­

cedures currently in use. 
For comparison purposes, it seems appropriate to brief-
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ly outline here some of the better known methods for ap­

proximate solutions of the moment problem. A simple possi­

bility is to expand P (x) in some set of orthogonal 

polynomials. The resulting series is truncated after N + 1 

terms and the expansion coefficients are determined by re­

quiring that the first N + 1 moments be correct. This entails 

the solution of a (N + 1) X (N + 1) system of linear equa­

tions. Judicious choices of weighted orthogonal polynomials 

could lead to rapidly convergent sequences. In practice, the 

choice of a suitable weight is usually difficult, so the resulting 

sequences often produce notoriously oscillating approxima­

tions to P (x) which are further impaired by lack of positivity 

at each finite stage of iteration. 

Alternative, usually more powerful, procedures have 

been developed over the years, most of which are classified 

under the generic name of Pade approximations. 8 For in­

stance, one may attempt to approximate the positive func­

tion P (x) by finite sums of 8-functions of the form 

IN + 1)/2 

PN(x) = L mi8(x - xd, 
;= I 

when N is odd, and 

N/2 

PN(x) = L mi8(x -Xi)' xo=a, 
;=0 

(1.5a) 

(1.5b) 

when N is even. In a language preferred by mathematicians, 

one writes P(x)dx = df.l(x), where the nondecreasing mea­

sure f.l(x) is approximated by multistep functions. The pa­

rameters m i and x; in (1.5) are again determined by the re­

quirement that the first N + 1 moments be correct: 

L miX? = f.ln' n = 0,1, ... , N. (1.6) 

These are nonlinear equations but their solution may be re­

duced to the diagonalization of a tridiagonal Jacobi ma­

triX. 9
•
1O The corresponding numerical procedure is appar­

ently very stable and is often quoted in the literature as the 

Lanczos algorithm. II While the preceding method does not 

directly address a pointwise construction of Pix), it is well 

suited for the computation of averages of the form (1.3) for 

which approximations may be obtained from 

(F)N = L miF(x;). (1.7) 
i 

For the special case where F (x) = 1/( 1 + zx), Eq. (1.7) is but 

the standard Pade approximant associated with Stieljes inte­

grals of the form 

(F) = (b P(x)dx, 

Ja 1 + zx 
(1.8) 

The distinction between even and odd N implicit in Eq. (1.5) 

results in two independent sequences of approximation 

which are the familiar diagonal and off-diagonal Pade se­

quences. 

A number of questions raised in the preceding general 

introduction will be addressed in the following to varying 

degrees of completeness. In Sec. II, we briefly review well­

known facts about maximum entropy and present some new 

mathematical results. In important special cases, we are able 

to derive necessary and sufficient conditions for the exis-
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tence of a maximum-entropy solution and to some extent 

study the convergence of the resulting sequence. The nu­

merical procedure and some elementary examples are also 

discussed in Sec. II. More interesting applications are de­

scribed in the remainder of the paper. A detailed calculation 

of the density of states for a harmonic face-centered-cubic 

(fcc) crystal is presented in Sec. III and the results are com­

pared with the earlier work of Gordon and Wheelerlo using 

the Pade-like procedure outlined above; Sec. IV presents a 

similar calculation for dynamic correlation functions in 

some typical quantum spin systems. Further applications 

are contemplated in Sec. V and are illustrated by some sim­

ple exercises in the context of the Lee-Yang theory for Ising 

models. The same section contains a number of concluding 

remarks and some suggestions for possible generalizations. 

II. FORMULATION AND ELEMENTARY EXAMPLES 

The starting point for our discussion is the entropy de­

fined by Eq. (1.4) for which we seek a maximum. Functional 

variation with respect to the unknown density P (x) yields 

~ = O=:;.P = P N(X) = exp( - ..1,0 - I Anxn), 
8P(x) n= I 

(2.1) 

to be supplemented by the condition that the first N + 1 

moments be given by f.ln: 

f xnpN(x)dx =f.ln' n = 0,1, ... , N. (2.2) 

Equations (2.2) should be viewed as a (nonlinear) system of 

N + 1 equations for theN + 1 unknown Lagrangemultipli­

ers Ao,AlJ ... , AN' Without loss of generality, we may assume 

in the following that the density P (x) is normalized such that 

f.lo = 1. The first equation (n = 0) in (2.2) then reads 

f PN(x)dx = f dx exp( - ..1,0 - ntl An xn) = 1, (2.3) 

and may be used to express AD in terms of the remaining 

Lagrange multipliers: 

e'0 = f dx exp( - ntl Anxn )=z. (2.4) 

The system of equations (2.2) reduces to 

(xn) = f.ln' n = 1,2, ... , N, 

f~ dx xnexp( -~: = IAnxn) 
(x") 

f~ dx exp( -~: = IA"x") . 
(2.5) 

An analytical solution of (2.5) is, of course, impossible 

except for the simple case N = 1. For numerical as well as 

theoretical purposes, one introduces a potential 

r = r (A 1,..1,2"'" AN) through the Legendre transformationS 

N 

r=lnZ+ L f.ln A", (2.6) 
n=] 

there the f.ln 's are the actual numerical values of the known 

moments. Stationary points of the potential r are solutions 

to the equations 

:; = O=:;.(xn) = f.ln' n = 1,2, ... , N, 
n 

(2.7) 
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which are precisely Eqs. (2.5). The first important property 

of r is summarized in the following lemma. 

Lemma 1: The potential r = r(A\,Az, ... , AN) is every­

where convex. The proof of this result is already given in the 

literature5 and proceeds by explicit construction of the Hes­

sian 

H = a
z 
r = (xn+ m) _ (xn) (xm) (2.8) 

- ~n~m ' 

which may be proven to be positive definite for any generic 

set of A'S, not necessarily satisfying Eqs. (2.5). A more direct 

demonstration obtains by treating all Lagrange multipliers, 

including Ao, on a common basis. Thus we introduce the 

potential..1 =..1 (Ao,A\, ... , AN) from 

..1 = f [exp( - Ao - nt\ Anxn) - 1 ]dX + nto I1n An, (2.9) 

whose stationary points are given by 

a..1 = ~(xn) = I1n, n = 0,1, ... , N, 
aAn 

(2.10) 

which recombine Eqs. (2.5) with (2.4). Had we eliminatedAo 
using (2.4), the first term in (2.9) would vanish and the re­

maining terms would give (with 110 = 1) 

N N N 

..1 = I I1n An = l1oAo + I }inAn = In Z + I I1n An, 
n=O n=[ n=I 

(2.11) 

which is the potential r introduced earlier. However, one 

may directly work with..1 =..1 (Ao,Ap ... ,AN) whichalsosatis­

fies Lemma 1. The corresponding Hessian reads 

8 nm = a/Z:A
m 

= f dx x
n
+

m 
exp( - nt/nxn) 

=(xn+m), n,m=O,I, .. , (2.12) 

and its positive definiteness is trivially established noting 

that 

ib 

dx(uo + U\x + ... + UkXk)Z exp( - nto Anxn»o, 

(2.13) 

for any nonnegative integer k and for any real uo,up ... ,uk' 

Equation (2.13) may be rewritten as 

k k 

I (xn+m)UnUm = I 8 nm unum >0, (2.14) 
n,m=O n,m=O 

which establishes that the Hessian 8 nm is positive definite. 

In practice, the potentials r or ..1 may be used with 

comparable efficiency. We shall therefore proceed using the 

potential r. However, the potential..1 will prove more flexi­

ble for some generalizations discussed in Sec. V. 

The convexity of r guarantees that if a stationary point 

is found for some finite values of A\,Az, ... , AN' it must be a 

unique absolute minimum. Notice, however, that convexity 

alone does not imply that such a minimum should exist. This 

is not surprising because the convexity of r was established 

without any reference to the specific properties of the actual 

moments I1n' A simple illustration may be given taking 

N = 1 and [a,b] = [0,1], so that 

Z = dx e - A,x = , 1
1 l-e-A, 

o Al 
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(2.15) 

It is not difficult to see that the convex function r = r (A d 
possesses a minimum at some finite A \ only if 11\ < 1 ( = 110)' 

It is clear that this is the first of a set of conditions that the 

actual moments must satisfy in order to guarantee a mini­

mum for r = r(A\, ... ,AN)' What are those conditions? 

In order to answer the above question, it is pertinent at 

this point to review the general conditions under which the 

full moment problem shall have a solution, independently of 

the method of approximation. We restrict our discussion to 

the moment problem defined over a finite interval, say [0,1], 

which is the so-called Hausdorff moment problem. Iz Let 

P (x) be a nonnegative density integrable in [0,1] and let 

{un,n = 0,1,2, ... } be the associated moment sequence. Not­

ing that 

f xn(1_x)kp(x)dx>O, (2.16) 

and working out the integrand using the binomial expansion, 

the left side of (2.16) may be expressed in terms of the mo­

ments I1n: 

k (k) ..1 kl1n = I (- It I1n + m > 0, n,k = 0,1,2, .... 
m=O m 

(2.17) 

It is evident that the set of inequalities (2.17) is a set of neces­

sary conditions for the moment sequence. Such a sequence is 

called completely monotonic. More importantly, Hausdorff 

established the sufficiency of the above conditions. Namely, 

given a completely monotonic moment sequence, there ex­

ists a nonnegative density P (x) integrable in [0, I] whose mo­

ments coincide with I1n' 
Applying (2.17) for k = 1 and n = 0 one finds that 

11\ <110' which is the condition we found earlier so that the 

potential r = r(Ad ofEq. (2.15) will have a minimum. It is 

tempting to presume that the general potential 

r = r(A\,Az, ... ,AN) will have a minimum if and only if the 

full set of conditions (2.17) is satisfied. That this is indeed so 

is guaranteed by the following theorem. 

Theorem 1: A necessary and sufficient condition that 

the potential r should have a unique absolute minimum at 

some finite A \,Az, ... ,A N for any N is that the moment se­

quence {un,n = 0,1,2, ... } should be completely monotonic. 

We first establish sufficiency which is obviously the 

most relevant aspect of Theorem 1 for practical applications. 

In view of the convexity, it is clear that the essence of the 

proof should evolve around the asymptotic behavior of rat 

large A. Hence the Lagrange multipliers are written as 

]I; 

An =Aan, I a~ = 1, (2.18) 
n=1 

where A is positive and the an's are the familiar direction 

cosines. One then obtains 

N 

r = In Z + I I1n An 
n=1 

=In [f dxexp( -A ntIanxn)] +A ntll1nan' 

(2.19) 
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Our aim is to study the behavior of r as A----+ 00 for an arbi­

trary choice of the direction cosines. It is convenient to com­

bine both terms in (2.19) and write 

r= InJ, J = f dx /1ltf,X), 

N 

llN(X) = L an(Pn _xn), 
n=l 

(2.20) 

so our task reduces to the study of the asymptotic behavior of 

the Laplace integral J = J (A ) at A----+ 00. The general proce­

dure is explained in standard textbooks 13 and the result de­

pends on the behavior of the N th degree polynomialll N(X) in 

[0,1]. The relevant property of llN(X) for our current pur­

poses is summarized in the following lemma. 

Lemma 2: If Wn,n = 0,1,2, ... } is a completely mono­

tonic moment sequence, the Nth-degree polynomial 

II N(X) = };;; = 1 an (Pn - xn) is strictly positive in a nontrivial 

subinterval of [0, 1], for arbitrary real a l,a2 , ••• ,a N not all of 

which vanish. 

The proof of the lemma proceeds by contradiction. Let 

us assume that II N(X) is not positive anywhere in [0,1], i.e., 

(2.21) 

The polynomial llN(X) may not be identically equal to zero 

because not all of the coefficients al,a2 , ••• ,aN vanish. It is 

therefore evident that the polynomial II N(X) may not vanish 

but at a finite number of points not exceeding its degree N. 
Furthermore, the general theory of Hausdorff guarantees 

that given a completely monotonic moment sequence there 

exists a nonnegative density P (x) whose moments arepo = 1, 

P I,P2"" . While P (x) may vanish over nontrivial subintervals 

of [0, 1], it must also be strictly positive over some nontrivial 

regions in [0,1]. Hence, in view of (2.21) and the ensuing 

remarks, the product llN(X)P(X)<,O may vanish over nontri­

vial regions but its integral over [0,1] is strictly negative: 

f llN(X)P(x)dx<O. (2.22) 

Some implicit smoothness assumptions about P (x) are inher­

ent in the above argument; P (x) cannot be a 8-function, for 

instance. On introducing the explicit expression for the po­

lynomial llN(X) in (2.22), one finds that 

N t 
n~l an Jo (Pn -xn)P(x)dx<O. (2.23) 

RecallingthatS6P (x)dx =Po = 1 andS6 xnp(x)dx =Pn for 

n = 1,2, ... , the left side of (2.23) vanishes. We have thus 

reached a contradiction implying that (2.21) cannot be true 

over the entire interval [0,1]. Hence there exist nontrivial 

regions in [0,1] where II N(X) is strictly positive, establishing 

the validity of Lemma 2. 

The conditions of Lemma 2 are valid for the polynomial 

llN(X) defined in Eq. (2.20) because not all of the direction 

cosines a l ,a2, ••• ,aN may vanish simultaneously in view of 

the normalization constraint (2.18). Let Xo be the point where 

llN(X) achieves its maximum which is positive: 

maxllN(x) = llN(XO) > 0. (2.24) 
XE(O.IJ 

The behavior ofJ (A ) atA----+ 00 is governed by the behavior of 

2407 J. Math. Phys., Vol. 25, No.8, August 1984 

II N(X) in the neighborhood of Xo' There are several cases to 

consider depending on whether Xo lies at one of the endpoints 

or not, and whether the corresponding derivatives 

II iv(xo),ll SV(xo), ... vanish or not. A complete analysis of the 

various cases may be found in Ref. 13, which we will not 

repeat here. The general result is that J (A ) grows exponen­

tially as A----+ 00 for an arbitrary choice of the direction co­

sines. Hence the potential r = In J grows linearly with A in 

all directions. A convex function with the above asymptotic 

behavior must possess a unique absolute minimum at some 

finite A1.A2, ... .AN' which establishes sufficiency in Theorem 

1. 

The necessity of the conditions stated in Theorem 1 

does not have a direct bearing on the practical aspects of this 

problem, but we briefly sketch the proof of its validity for the 

sake of completeness. Let us assume that the sequence of real 

numbers Wn,n = 0,1,2, ... } is such that the potential r pos­

sess a minimum at some finite A1.AZ"".AN. We are to prove 

that the sequence Wn} must be completely monotonic. Re­

call that r is convex everywhere for arbitrary values of Pn' 

Since r possesses a minimum, by our hypothesis, the mini­

mum is unique and absolute. Therefore, moving away from 

the minimum in any direction should result in monotonical­

ly increasing values for r. This behavior is compatible only 

with a polynomial II N(X) in Eq. (2.20) that achieves a positive 

maximum at some pointxo in [0,1] for any value of the direc­

tion cosines. We write 

N 

¢iN(X)==A.llN(x) = L Aas(ps _XS), ¢iN (xo) > 0,(2.25) 
s= 1 

for any realAa l.AaZ, ... ,A,aN not all of which vanish. In parti­

cular, choose 

{

O, 

Aas = (- I)S-nC ~ J, n<,s<,n + k, 

0, n+k<s<,N, 

(2.26) 

so that, using the notation of Eq. (2.17), 

¢iN(X) = Ll kpn - xn( 1 - xt (2.27) 

The only stationary point of ¢i N (x) in [0,1] is a local minimum 

at the interior point x = n/(n + k ). Therefore the maximum 

of ¢iN (x) occurs atone of the endpoints (xo = Oor 1) where the 

second term in (2.27) vanishes, and ¢iN (xo) > ° implies that 

Ll kpn > 0. The sequence Wn,n = 0, 1,2, ... } is thus complete­

ly monotonic. 

To summarize, it is gratifying that the conditions for 

the existence of a maximum-entropy solution are identical to 

Hausdorff's conditions addressing the full moment problem. 

Given a completely monotonic moment sequence, Theorem 

1 guarantees the existence of a maximum-entropy solution 

PN(x) for any N, however large. The solution PN(x) is non­

negative and integrable (in fact, absolutely continuous) in 

[0,1] and satisfies the moment conditions 

f xnPN(x)dx =Pn, n = 0,1, ... ,N. (2.28) 

A sequence off unctions PN(X), N = 1,2, ... with the above 

general properties converges in the sense of the following 

theorem. 
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Theorem 2: Let P (x) be a nonnegative function integra­

ble in [0,1] whose moments are J.Lo,J.L 1"", and let 

PN(x), N = 1,2, ... be the maximum-entropy sequence asso­

ciated with the same moments. If F(x) is some continuous 

function in [0,1] then 

lim tF(x)PN(x)dx = (iF(x)P(x)dx. (2.29) 
N~oo Jo )0 

The proof of the above theorem can be obtained by putting 

together some standard results of analysis which may be 

found in the book ofWidder l2 and are freely used in the 

following. Consider the sequence of functions 

,pN(X) = f [P(t) - PN(t )]dt, N = 1,2, ... , (2.30) 

each member of which is a function of bounded variation 

because both P (x) and P N(X) are nonnegative. The variation 

of ,pN(X) is given by 

V [¢N(X)]~ = f [P(t) + PN(t )]dt 

<f [P(t)+PN(t)]dt=2. (2.31) 

Had we maintained arbitrary normalization for P (x) and 

P N(X), the right side of(2.31) would read 2J.Lo. In all cases, the 

right side of(2.31) is N-independent. Therefore the sequence 

(2.30) is of uniform bounded variation. Hence there exists a 

subsequence {,p N j (x)}, and a function of bounded variation 

,pIx), such that 

lim ,pNj(X) = ,pIx). 
)_00 

It follows from (2.28) and (2.30) that 

f x· d,pN(X) = 0, n = O,I, ... ,N, 

which combines with (2.32) to yield 

f x· d,p(x) = 0, n = 0,1, ... ,00. 

(2.32) 

(2.33) 

(2.34) 

This and the uniqueness theorem for moment sequences as­

sociated with functions of bounded variation gives 

,pIx) = 0, (2.35) 

for every x in [0,1]. Furthermore, every subsequence of(2.30) 

has in it a subsequence that converges to a function of bound­

ed variation, and all convergent subsequences may be shown 

to converge to the same limit ,pIx) = ° by iterating the uni­

queness theorem. Therefore the original sequence (2.30) also 

converges and 

lim ,pN(X) = lim (X [P(t) - PN(t )]dt = 0, (2.36) 
N--oo N-oo Jo 

for every x in [0,1]. This result implies that Eq. (2.29) holds 

for every continuous function F(x). 

The weak convergence established by Theorem 2 was 

obtained using only general properties ofthe maximum-en­

tropy sequence, notably, the positivity of each approximant 

PN(x). In principle, it may prove possible to establish stron­

ger forms of convergence by incorporating the finer details of 

the actual construction and by imposing further constraints 
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on the original density PIx). Rigorous results on the latter 

subject are not available at this point, so our subsequent dis­

cussion will be based on extensive empirical evidence. Simi­

larly, the maximum-entropy solution for moment problems 

on an infinite interval has not been understood to any degree 

of mathematical rigor. To indicate some of the complica­

tions, we briefly consider here the two-moment solution for a 

semi-infinite interval, which is obtained by minimizing the 

potential 

r = In Z + J.L 1,.1. 1 + J.LzA.2' 

Z = 100 

dx e - X,x - x,x'. (2.37) 

The integral in (2.37) is expressed in terms of the usual error 

function and its asymptotic behavior may be studied expli­

citly. It turns out that a minimum exists only if 

J.Li <J.L2 < 2J.L7, J.Lo = 1. (2.38) 

In practice, violation of the second inequality in (2.38) is the 

rule rather than the exception. Nevertheless numerical stud­

ies indicate that a solution always exists if the moments are 

incorporated in odd numbers. Explicit examples will be dis­

cussed later in the text. We would like to add here that condi­

tions analogous to (2.38) were also discussed in a recent pre­

prine4 which was brought to our attention during the 

preparation of this work. 

A. Numerical procedure 

The method for numerical computations is clearly sug­

gested by the convexity of the potential r. One may use the 

familiar Newton minimization procedure. We briefly review 

the procedure in order to indicate possible differences 

between our numerical work and earlier calculations. 5 Start­

ing with some initial choices for ,.1.1).2""). N' updated A. 's are 

defined from 

N 

=,.1..- I (H-1)nm [J.Lm-(xm>], (2.39) 
m= I 

where H = (Hnm) is the Hessian matrix defined in Eq. (2.8) 

and H - 1 is its inverse. All quantities on the right side of 

(2.39) are calculated at the input values of A.. This entails the 

evaluation of 2N expected values of the form 

(xk ),k = 1,2, ... , 2N, and the solution ofa N XN system of 

linear equations. Write A. ~ = A.. - an' so that the Newton 

shift an satisfies the linear system 

N 

I Hnmam = fln - (xn), n = 1,2, ... ,N. (2.40) 
m= I 

Because H is positive definite, the linear system (2.40) was 

solved with the standard IMSL routine LEQT2p (used here 

with double-precision arithmetic). 

The demanded accuracy for the evaluation of the inte­

grals involved in (x k
), see Eq. (2.5), was better than 12 signif­

icant figures. Two independent routines were used for the 

evaluation of the integrals thus obtaining an important 
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check of consistency. We first describe the calculation for 

the finite interval [0,1]. We found that four double-precision 

24-point Gaussian quadratures evenly distributed over [0,1] 

very efficiently produce the demanded accuracy for (Xk). 

An independent check was performed with an adaptive 

Newton-Cotes integration algorithm. While the results of 

the Gaussian quadrature were always confirmed, the New­

ton-Cotes algorithm proved slower. However, there were 

two instances in which the Newton-Cotes algorithm proved 

indispensable. First, while the Gaussian quadrature is very 

accurate for the evaluation of integrals involving polynomi­

als as well as exponentials of polynomials, its accuracy is 

impaired somewhat in the calculation of averages of the 

form (F), where F = F (x) is some function containing 

square roots, integrable singularities, etc. Second, Gaussian 

quadratures proved inadequate for calculations on an infi­

nite interval in view of the high degree of precision requested 

in our calculations. On the contrary, the adaptive Newton­

Cotes algorithm could be adjusted to handle such complica­

tions, as is described in more detail in Sec. IV. 

For finite-interval calculations, the updating procedure 

(2.39) may be initialized setting all A'S equal to zero, and 

using the previously computed A 's as input for all higher 

iterations. Two criteria were used to stop the procedure. 

First, the updated moments (xn),n = 1,2, ... ,N were request­

ed to agree with the actual moments to an accuracy of one 

part in 1012 or better. Second, the updated values for 

A ,,..12"",..1 N were stabilized to at least one part in 108
• It is an 

empirical fact that averages such as (Xn) were consistently 

reproduced with higher relative accuracy than the corre­

sponding accuracy for individual A's. All calculations were 

performed interactively on an IBM 360/70 system. Five to 

six Newton iterations were typically sufficient. Under the 

precision standards set above, we were able to handle 10- 12 

moments without difficulty. 

Incorporating higher moments introduces instabilities 

in the algorithm reflected in failures of the LEQT2p routine, 

apparently due to accumulation of roundoff error. For most 

practical calculations described in the following we did not 

find it necessary to go beyond 12 moments. We include, 

however, some comments concerning possible procedures to 

remedy the numerical difficulties with higher moments. An 

obvious possibility is to increase the precision requirements 

at the cost of considerably slowing down the algorithm. Oth­

er remedies are (i) initiate the algorithm with a simple gradi­

ent method, or with a gradient and/or Newton algorithm 

with step adjustment, and (ii) introduce a line-search routine 

of the type discussed in Ref. 5. We have in fact built in our 

procedure all of the above options. As far as calculations 

involving up to 10-12 moments are concerned, those op­

tions are a hindrance rather than an improvement. Never­

theless, they may prove valuable for higher-moment calcula­

tions and for calculations over an infinite interval. 

To conclude this discussion, we mention that the pre­

ceding algorithm may be trivially adjusted to calculate the 

minimum of the potential..1 introduced in Eq. (2.9). The 

HessianHnm in Eq. (2.39) is replaced by enm = (xn + m) and 

the summation is extended to include n,m = O. Our numeri­

cal results were thus reproduced with equal efficiency. 
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B. Elementary examples 

Consider the elementary density 

Pix) = a + 2(1 - a)x, (2.41) 

where the parameter a varies in O<;a<; 1, so thatP(x) is posi­

tive in [0,1]. The corresponding moments are given by 

fin = a/In + 1) + 2(1 - a)/(n + 2). (2.42) 

It is not clear whether or not the maximum-entropy se­

quence will produce a good approximation for (2.41), be­

cause one attempts to approximate a simple monomial by an 

exponential of a polynomial. For a = 1, Pix) reduces to a 

constant and the correct result is, of course, obtained after a 

single iteration. The results of a pointwise comparison with 

the true density for a = ! and a = 0 are summarized in Ta­

ble I using eight moments as input. (The value of N, instead 

of N + 1, will hereafter be referred to as the number of input 

moments.) 

It is evident that the pointwise fit is excellent for a = !, 
while the accuracy diminishes for a = 0 apparently because 

P = 2x contains a zero. Much more stable is, however, the 

convergence of averages of the form (2.29) even for P = 2x. 

Choosing 

F(x)=!,jX, (2.43) 

the corresponding average (F) = Uo will be called the zero­

temperature internal energy for reasons explained in Sec. 

III. The sequence of approximations to Uo is given in Table 

II for P = 2x and is shown to accurately reproduce the exact 

answer. Such behavior is in fact typical for densities P (x) with 

sophisticated structure. 

We have further studied the behavior of individual A's. 

Typically, they alternate in sign while their absolute value 

increases substantially with increasing N. We found it in­

structive to rearrange the polynomial 

N 

-In PN(x) = I An(N)xn (2.44) 
71=0 

as a linear superposition of the Legendre polynomials de­

fined in [0,1], 

and write 

N N 

I An(N)X
n 

= I vn(N)Ln(x). 
n=O 71=0 

It is not difficult to see that 

vn(N) 

(2.45) 

(2.46) 

= (2n + 1) f r2(m + 1) Am(N). 
m=n rim - n + 1)F(m + n + 2) 

(2.47) 

We found through numerical experimentation that the 

vn(N)'s approach the ordinary Legendre coefficients of 

- In P (x) when N increases. It is, of course, incorrectto pre­

sume that Eq. (2.46) for finite N is directly related to the 

Legendre expansion of - In P (x). 

The preceding comparison relies on the assumption 
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thatbothP(x)and -In P(x) are integrable in [0,1]. We were 

thus prompted to consider the density 

P (x) = f.lo- Ie - I/x, 

f.lo = f dt e - I/t = 0.148 495 51, (2.48) 

whose logarithm is not integrable. Nevertheless, the 

pointwise fit of the corresponding maximum-entropy solu-

tion presented in Table I, as well as the average </i/2) given 

in Table II, is in good agreement with the exact answer. This 

may not be surprising because functions with nonintegrable 

singularities, such as - In P (x) -l/x, may also be approxi­

mated by polynomials closely related to the Bernstein poly­

nomials. ls The preceding remarks should, however, make 

one cautious in comparing the maximum-entropy sequence 

with standard polynomial expansions. 

We conclude this section by mentioning an amusing 

calculation. Setting a = - 1 in Eqs. (2.41) and (2.42), the 

resulting distribution is not positive everywhere in [0,1]. The 

moments 

f.ln = - l/(n + 1) + 4/(n + 2) (2.49) 

are still positive and monotonically decreasing. However, 

the moment sequence (2.49) is not completely monotonic. 

For instance, the Hausdorff inequality (2.17) is violated for 

n = 0 and k = 2. According to Theorem 1, the potential r 
cannot have a finite minimum in this case, a fact that was 

easily demonstrated numerically feeding (2.49) into our algo­

rithm. 

III. DENSITY OF STATES IN HARMONIC SOLIDS 

We now turn our attention to some more sophisticated 

moment problems that arise in physical applications. The 

first example will be the discussion of the density of states in 

a harmonic solid. Upon the assumption that anharmonic 

forces are relatively insignificant, the problem of calculating 

various quantities of physical interest reduces to the diagon­

alization of a matrix. In most cases, however, an analytical 

diagonalization is impossible and, even today, direct numeri­

cal procedures for 3-D lattices are difficult to implement 

with sufficient accuracy. On the contrary, indirect moment 

methods have long been known to provide very valuable sub­

stitutes for exact solutions. 

TABLE I. Maximum-entropy solution using eight moments and compari-

son with the exact density for P = x + !, P = lx, and P = ,uo- I e - II'. 

P=x+! P=lx P= ,uO-le -lI, 

x Maxent Exact Maxent Exact Maxent Exact 

0.0 0.5000035 0.5 0.0172 0.0 10-9 0.0000 

0.1 0.6000006 0.6 0.2032 0.2 0.0004 0.0003 

0.2 0.6999999 0.7 0.3998 0.4 0.0450 0.0454 

0.3 0.7999993 0.8 0.5946 0.6 0.2409 0.2402 

0.4 0.900 000 9 0.9 0.8062 0.8 0.5513 0.5528 

0.5 1.000 0000 1.0 1.0005 1.0 0.9131 0.9114 

0.6 1.099999 1 1.1 1.1934 1.2 1.2711 1.2719 

0.7 1.200 000 7 1.2 1.4047 1.4 1.6130 1.6139 

0.8 1.300000 2 1.3 1.6015 1.6 1.9314 1.9294 

0.9 1.3999993 1.4 1.7949 1.8 2.2143 2.2168 

1.0 1.4999963 1.5 1.9736 2.0 2.4689 2.4774 
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TABLE II. Maximum-entropy sequence of approximations of the zero­

temperature internal energy, for the model densities P = lx and 

P = ,uo- Ie - II" and for a harmonic fcc crystal. 

Number 

of 

moments P = lx 

2 

3 

4 

5 
6 

7 

8 

9 

10 

0.396913 3 

0.399500 9 

0.399864 8 

0.399951 8 

0.3999794 

0.3999900 

0.3999947 

0.3999970 

0.3999982 

0.3999988 

Accurate 0.400 000 0 

Internal energy Vo 

0.4223969 

0.4256375 

0.4258702 

0.4258941 

0.4258972 

0.4258977 

0.4258978 

0.4258978 

0.4258978 

fcc crystal 

0.333 333 3 

0.339 1339 

0.340 6157 

0.3410812 

0.340 7759 

0.340 867 6 

0.340 879 6 

0.340 865 3 

0.340 884 5 

0.340 8864 

0.340 887 2 

The quantity of prime interest is the (positive) density of 

states g = g(w), where w is the frequency varying in a finite 

interval [O,cuo]' The maximum frequency CUo is usually 

known and may be scaled out so that the interval becomes 

[0,1). It is generally possible to explicitly determine a num­

ber of power moments of the form 

f.ln = f cu 2ng(cu)dcu, (3.1) 

which involve computations of traces rather than eigenval­

ues of a given matrix. Only even moments appear, but the 

moment problem may be reduced to its standard form by 

introducing a new density P = P (x) from 

x = cu2
, g(cu)dcu = P(x)dx, (3.2) 

so thatg(cu) = 2wP(cu2
) and Eqs. (3.1) read 

f.ln = L xnp(x)dx, n = 0,1,2, .... (3.3) 

If the density of states were known, various thermody­

namic quantities could be computed as suitable averages 

with respect to PIx). For instance, the internal energy and 

specific heat are given by 

U = r L [ ~ coth( ~) k(X)dX (3.4) 

and 

c= \J
x /2r P(x)dx. 11 (r.: )2 

o sinh(/i/2r) 
(3.5) 

All units have been scaled out of (3.4) and (3.5) and r stands 

for a suitably normalized temperature. It will prove useful to 

consider, in particular, a special case of (3.4), the zero-tem­

perature limit of the internal energy: 

1 II Uo=- /iP(x)dx. 
2 0 

(3.6) 

Notice that (3.4)-(3.6) are concrete examples of averages of 

the form considered in Eq. (2.29). 

The specific problem we study here is that of a harmon­

ic fcc crystal with nearest-neighbor interactions. This prob­

lem has attracted interest over a long period of time, 16 espe-
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TABLE III. The Z and A coefficients for the density of states in a harmonic 

fcc crystal (using ten moments), and for the Fourier transform of a two­

point correlation function in the I-D isotropic Heisenberg and XY models 

(using five moments). 

fcc crystal 

1.471 3294+ 1 

- 6.4706499 + 1 

9.945635 3 + 2 

- 8.642 201 9 + 3 

4.235 568 8 + 4 

- 1.247 859 5 + 5 

2.287 607 1 + 5 

- 2.606 395 1 + 5 

1.772 624 8 + 5 

- 6.474 692 4 + 4 

9.504 657 1 + 3 

Heisenberg XYmodel 

1.915731738 + 0 2.121488856 + 0 
5.610 630136 - 1 7.624279265 - 1 

- 8.991 552268 - 2 - 2.871 904 750 - 1 

6.070910 692 - 3 4.830147309 - 2 

- 1.619301 504 - 4 - 3.552 353 395 - 3 

1.507717407 - 6 9.382829849 - 5 

cially after Isenberg17 was able to explicitly compute a large 

number of moments (35 moments). A thorough analysis of 

the associated moment problem was later given by Wheeler 

and Gordon lO using the Pade-like procedure outlined in the 

Introduction. We thought it appropriate to calculate the 

density of states and some thermodynamic averages by the 

maximum-entropy approach, so stringent comparisons can 

be made with independent powerful methods. The explicit 

values ofthe moments used here are known to high precision 

and may be found summarized in Ref. 10. Our usual conven­

tion ILo = 1 is implicit in the following. Hence we consider 

the N-moment maximum-entropy approximation of the 

form 

(3.7) 

for various values of N. The calculated values for Z.A.I.A.2"" 
with N = 10 are given in Table III. It is then straightforward 

to plot the corresponding approximation to the density of 

states, as is done in Fig. 1. The general features of the emerg­

ing curve are consistent with the known van-Hove critical 

points [whereP(x) has infinite derivative] which are located 

at 

x = ~,! and a(2 + .J2) = 0.853... . (3.8) 

The obtained curve is also consistent with the general form 

of P (x) anticipated by root-sampling techniques. 10 

How good is the approximation furnished by Fig. I? 

Since the exact solution is unknown, an indirect assessment 

can be made by examining the sequence of successive ap­

proximations for N = 1-10. We found that the gross features 

2.0,----r---r---..--~ 

Ol~--~-~--_L-~ 

0.5 1.0 

FIG. 1. Maximum-entropy cal­

culation of the density of states 

for a harmonic fcc crystal using 

ten moments (N = 10). The verti­

cal dashed lines indicate the loca­
tion of the van-Hove critical 
points. 
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of the curve given in Fig. 1 have stabilized, but changes are 

still underway in the neighborhood of the critical points 

(especially atx = 0.853) and in the neighborhood of the end­

points. It should be mentioned here that direct comparison 

with the calculation of Wheeler and Gordon cannot be made 

at this level because they approximate the density by a sum 

of O-functions. However, such comparison is possible for 

thermodynamic averages. Table II contains the maximum 

entropy sequence of approximations for the internal energy 

at zero temperature obtained by substituting the approxima­

tion (3.7) in Eq. (3.6). The result obtained here using ten mo­

ments is consistent with the upper and lower bounds derived 

by Wheeler and Gordon 10 using 30 moments: 

Uo = 0.340 88g~. (3.9) 

This is an encouraging fact especially because the authors of 

that reference note that using 12 moments in their procedure 

yields a result accurate only to one part in 103
. Some caution 

should be exercised, however, because it is not presently 

known whether incorporating higher moments in the maxi­

mum-entropy calculation will rapidly lead to significant im­

provements. We noted earlier that our numerical procedure 

is not yet capable of handling a large number of moments. 

From the practical point of view, it is interesting that we 

obtain good results for averages using a relatively small 

number of moments. 

Further important tests are obtained by calculating the 

specific heat from Eq. (3.5) for various temperatures. It is 

evident that the coefficients of the high-temperature expan­

sion of the specific heat may be directly expressed in terms of 

the moments of PIx). On the other hand, the high-tempera­

ture expansion is known to diverge for 

T < Tc = 1/217' = 0.159. Hence the maximum-entropy se­

quence may be thought of as a method of summation of the 

high-temperature series outside its radius of convergence. It 

is to be expected that the same procedure will also yield a 

faster sequence of approximations in the region T> Tc' Our 

results are summarized in Table IV. A few iterations suffice 

to yield very accurate results for T> T c' The sequence is also 

convergent in the region T < Tc , albeit at a slower rate. For 

very low temperatures the rate of convergence becomes poor 

because the integrand in Eq. (3.6) is concentrated over a 

small region around x~O. This situation could be remedied 

by incorporating the information from a short-frequency ex­

pansion of P(X).ID 

To summarize, the maximum-entropy approach gives 

good results for thermodynamic averages even when a rela­

tively small number of moments is included. An equally sat­

isfactory pointwise fit of the density of states generally re­

quires a larger number of moments. However, wild 

oscillations typical of polynomial expansions are less likely 

to occur in a maximum-entropy calculation. Some more de­

manding examples where gaps appear in the spectrum will 

be discussed in later sections. 

IV. DYNAMIC CORRELATION FUNCTIONS IN 

QUANTUM SPIN SYSTEMS 

Dynamic correlation functions provide the most direct 

tool for comparisons between theory and experiment in the 

study of quantum spin systems. IS Nevertheless, a variety of 
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TABLE IV. Results for the specific heat in a harmonic fcc crystal at various temperatures. 

Number 

of 

moments T= 0.05 0.1 

3 0.011 89947 0.100 879 49 

4 0.00768781 0.097249 15 

5 0.011 754 13 0.09899775 

6 0.010 289 76 0.09868565 

7 0.010 08638 0.098661 53 

8 0.010 317 67 0.09867625 

9 0.01003605 0.09866640 

10 0.010 01197 0.09866593 

theoretical methods that are suitable for the calculation of a 

wide range of static properties (ground state, spectrum of 

elementary and collective excitations, thermodynamic aver­

ages) often prove inadequate for detailed predictions of dyn­

amical properties. Even for I-D Heisenberg models where 

powerful Bethe-ansatz techniques apply and yield exact re­

sults for static properties, the computation of time-de pen­

dent correlation functions has proved difficult. The best 

known exception is the XY model for which the two-point 

longitudinal function is known for all temperatures. 19,20 

Some extensions to more complicated cases have also be­

come possible through the continuing effort of a number of 
authors, 19-25 

Needless to say, the preceding remarks apply also to 

various semiclassical methods whose limitations for calcula­

tions of dynamical properties were often emphasized in the 

literature. 26 On the other hand, it is generally agreed that 

indirect moment methods can provide a very valuable tool 

for the calculation of dynamic correlations. To illustrate the 

ideas, let us consider a simple 1-D anisotropic Heisenberg 

model described by the Hamiltonian 

H= - I [J1 S n-S n++<5 +JIIS~S~+Ii]' (4.1) 
n.1i 

where standard notation has been used. Setting J
II 

= 0 in 

(4.1) yields the XY model, while the isotropic Heisenberg 

model corresponds to J1 = J
II 
==.I. A typical correlation 

function is given by 

(4.2) 

where ( ... ) denotes the usual thermodynamical average, 

which reduces to the vacuum-expectation value at zero tem­

perature. Translation invariance is reflected in the notation 

ofEq. (4.2) and the factor of A was introduced for future 

convenience. 

The difficulties in the explicit computation of the aver­

age of Eq. (4.2) become apparent on writing 

(4.3) 

where S ~ = S ~ (0). However, the computation of the coeffi­

cients of a short-time expansion is feasible. An exact calcula­

tion of a modestly large number of coefficients is possible at 

infinite temperature, where the averages ( ... ) reduce to 

simple traces, and at zero temperature when the exact 

ground state is known.27 For our illustrations, we will con-
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Specific Heat 

0.5 1.0 

0.852041 3522 0.959 599 573 6 

0.852040 548 4 0.959 599 569 6 

0.852040 575 8 0.959 599 569 6 

0.852040 575 5 0.959 599 569 6 

0.852040 575 5 0.959 599 569 6 

0.852040 575 5 0.959 599 569 6 

0.852040575 5 0.959 599 569 6 

0.852040 575 5 0.959 599 569 6 

sider the infinite-temperature limit for which 6( = 5 + 1) 

moments have been computed28 in some important cases 

[for the spin-~ model described by the Hamiltonian (4.1), for 

instance]. The correlation function (4.2) is then symmetric 

under time reversal (t- - t), so the short-time expansion 

contains only even terms: 

G (t ) = ~ (- 1 )k f.l(2k) t 2k 

n-m k~O (2k)! n-m , 
(4.4) 

where the moments f.l~~) m are static averages (traces) of the 

form 

!f.l~)- m = ([ H, [H,S~ ]]S~), (4.5) 

and so on. 

A further restriction in our calculation will be to con­

sider the correlation function for zero-space separation 

(n - m = 0). The Fourier transform defined from 

Go(t) = 1''' cos(wt)P(w)dw (4.6) 

yields a nonnegative density P = P (w) whose power mo­

ments 

(4.7) 

are equal to the perturbation coefficients appearing in (4.4) 

with n - m = O. Explicit values for the first few moments in 

the spin-! XY model (J1 = O,J
II 

1), and in the isotropic Hei­

senberg model (J
II 

= J1 -1), may be extracted from the work 

of Morita28 and are summarized in Table V of our paper. 

While Go(t ) for the Heisenberg model is not known, an exact 

solution for the XY model is available20
: 

(4.8) 

where Jo is the familiar Bessel function. The Fourier trans­

form reads 

forw <4, 
(4.9) 

forw>4, 

where K '(k) = K [( 1 - k 2)112] and K (k ) is the complete 

elliptic integral of the first kind. 

The preceding exact result for the XY model will pro­

vide important tests for our approximate calculations. Our 

task is to reconstruct the density P(w) by a maximum-en-
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TABLE V. Moments ofa two-point function for the I-D spin-! XYand isotropic Heisenberg models at infinite temperature. 

XYmodel 

Jlo I 

Jll 4 

Jl2 36 

Jl3 400 

f.l4 4 900 

f.ls 63504 

tropy calculation using as input the moments of Table V. 

The calculation will be carried out for both the XY and the 

isotropic Heisenberg model. We will further compute Go(t) 

from Eq. (4.6), which is an average of the general form con­

sidered earlier in Eq. (2.29). Hence the maximum-entropy 

calculation may be thought of as a resummation procedure 

for the perturbative series (4.4). 

We would like to stress from the outset that the current 

examples furnish demanding tests of the efficiency of maxi­

mum-entropy techniques. As is suggested by the exact solu­

tion in the XY model, Eq. (4.9), the Fourier transform P (w) 

typically vanishes outside a certain region whose extent is 

not known. We are thus forced to perform a semi-infinite­

interval calculation and eventually predict the support along 

with other details of P (w). Furthermore, P (w) often develops 

(integrable) singularities in the infrared region (w~O) whose 

precise nature is unknown. 

By analogy with the calculation of Sec. III, one could 

reduce the moment problem (4.7) to a more standard form by 

defining a new density Q = Q (x) from 

P (w) = 2wQ (W2), w2 
= x. (4.10) 

Equations (4.7) then read 

L'" xnQ(x)dx =Pn' n = 0,1,2, ... , (4.11) 

and the maximum-entropy solution is given by 

QN(X) = ~ exp( - i: AnX
n
), 

Z n~1 

(4.12) 

However, we take this opportunity to point out that the pro­

cedure is not unique. For instance, the maximum-entropy 

sequence obtained directly from (4.7) would read 

PN(W) = ~ exp( - i: An w
2n

), 

Z n~1 

(4.13) 

where Z,A, 1,A,2,'" are, of course, different from those appear­

ing in (4.12). This fact is obviated by the appearance of the 

factor win Eq. (4.12). Had we taken into account the general 

expectation that P(w) diverge rather than vanish at w = 0, 

the option (4.13) would be the least-biased candidate. Never­

theless, additional information about the detailed behavior 

of P(w) is often unavailable in practice. How serious then is 

the nonuniqueness of the maximum entropy approximation? 

To obtain some empirical evidence, we studied the cur­

rent problem using both (4.12) and (4.13). While the details of 

2413 J. Math. Phys., Vol. 25, No.8, August 1984 

Heisenberg 

4 

44 

652 

11636 

242816 

the corresponding pointwise approximations to P(w) differ, 

the computation of Fourier averages of the form (4.6) proved 

much less sensitive. Such behavior is in fact typical with 

many examples we considered, and with more general types 

of non uniqueness hinted at in Sec. V. Hencejudicious 

choices of weights and other a priori information could lead 

to significant improvements in the pointwise approximation 

of the density, but are less likely to affect the behavior of 

averages. 

We present here the explicit results obtained through 

Eq. (4.13) using five moments (N = 5) as input. The values 

for Z and A1, ... ,A,5 are given in Table II for both the XYand 

the isotropic Heisenberg model. The corresponding approxi­

mations to the density P (w) are plotted in Fig. 2 together with 

the exact result for the XY model given by Eq. (4.9). It is 

observed that significant oscillations are still present which 

could be attributed to the low number of input moments and 

to the combined effect of the singularity at w = 0 and the 

appearance of a gap in the spectrum for w > Wo' However, the 

appearance of a gap at Wo - 4 in the XY model is indicated 

clearly in Fig. 2. Similarly, a maximum frequency in the 

region 5 <wo< 6 is also indicated for the Heisenberg model in 

agreement with the earlier semiclassical estimates and finite­

lattice calculations. 29 

Despite the limited success of the pointwise approxima­

tion of P (w), a decisive improvement is obtained for the Four­

ier transform (4.9) over the earlier Gaussian fit of Morita.28 

Thus the maximum-entropy approximation (4.13) with 

N = 5 is inserted in Eq. (4.9) to produce the results for Go(t) 

depicted in Fig. 3. For theXY model, we plot the exact solu­

tion (4.8) by a solid line and superimpose a number of dots 

calculated by maximum entropy. The agreement with the 

exact answer, even within the third period of oscillation of 

0.50..----------. 
(0) , , 

D- 0.25 

\ 
\ 

XY Model 

0L--L-~2-~~~-5 

w 

0.6 Ib) 

Heisenberg Model 

D- 0.3 \, 

OL-...-
2
!c--

4
.l.--'>---'=6------!S 

w 

FIG. 2. A five-moment calculation (N = 5) of the Fourier transform ofa 

two-point correlation function. (a) Results for the XY model and compari­

son with the exact answer (dashed line). (b) Corresponding results for the 
isotropic Heisenberg model. 
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2 3 4 

~ 0.5 
o 

(9 

(b) 

Heisenberg Model 

o '------'_--J.---.::,---==;;.I 

2 3 4 

FIG. 3. A five-moment calculation (N = 5) of a two-point correlation func­

tion. (a) The exact result for the XY model is depicted by a solid line while 

the dots correspond to the results from maximum entropy. (b) Maximum­

entropy prediction for the isotropic Heisenberg model. 

the Bessel function, is impressive. The actual numbers are 

summarized in Table VI together with the calculated 

numbers for the isotropic Heisenberg model for which an 

exact solution is not known. If such a solution is found in the 

future, we have no doubt that the result will be graphically 

indistinguishable from the plot given in Fig. 3(b). These re­

sults are in concert with our earlier remarks that maximum 

entropy consistently gives good results for averages, even 

when the pointwise approximation of the actual density is 

relatively poor. 

We conclude this section with a few remarks. General­

izations of the calculation to the completely anisotropic Hei­

senberg model, to non vanishing space separation 

(n - m ¥= 0), to zero-temperature calculations, and to higher­

dimensional lattices are relatively straightforward. A mod­

est number of moments necessary for those generalizations 

have already appeared in the literature.2
6-28 Independent 

knowledge of the maximum frequency Wo would reduce the 

calculation to a moment problem over a finite interval and 

would improve the pointwise approximation for P(w). Ex-

perimentation with the XY model incorporating the fact that 

w<wo = 4 has indeed shown that the oscillations of P (w) are 

reduced significantly but the results for Go(t ) are essentially 

unchanged. In general Wo is not known. However, assuming 

that the density does vanish for w > wo, the limit 

(4.14) 

may be shown to be finite. The frequency Wo is then given by 

Wo = JA. Equation (4.14) may be used as the starting point 

for a numerical determination of Wo' 

Our actual calculation was performed on a semi-infinite 

interval. It was thus necessary to use the adaptive Newton­

Cotes integration algorithm mentioned in Sec. II setting an 

upper limit n which we could vary to as large a value as 

50000. For the problems discussed in this section, a modest 

value in the region n = 50-100 was sufficient. Additional 

complications of the type indicated by Eq. (2.38) are absent if 

the moments are used in odd numbers. 

v. FURTHER EXAMPLES AND DISCUSSION 

The explicit examples studied so far are but a few repre­

sentatives of a host of moment problems that arise in practi­

cal applications. In this last section, we sketch some poten­

tial applications of the maximum-entropy approach, discuss 

possible generalizations, and summarize our conclusions. 

( 1 ) The Lee-Yang theory30 of ferromagnetic Ising mod­

els provides a very elegant setting for the description of the 

mechanism by which phase transitions may occur. The same 

authors indicated that their procedure could also prove use­

ful for practical calculations. In the interim, however, most 

of the calculational effort has gone into the renormalization­

group approach addressing directly the critical region. Nev­

ertheless, several authors have considered the moment prob­

lem naturally associated with the Lee-Yang theory and 

TABLE VI. Detailed numerical results for the correlation function Go = Go(t) in the 1-D isotropic Heisenberg and XY models (using five moments), and 

comparison with exact result Go = [Jo(2t W for the XY model. 

Correlation function Go (t) 

Heisenberg XYmodei [Jo(2tW 

0.0 1.000 00000 1.000 000 00 1.000 000 00 

0.2 0.92287611 0.92236475 0.922364 75 

0.4 0.72340649 0.71620228 0.71620228 

0.6 0.479818 14 0.450419 16 0.45041916 

0.8 0.27554235 0.20739115 0.207391 13 

1.0 0.16001287 0.05012734 0.05012708 

1.2 0.133030 0.000008 0.000006 

1.4 0.157033 0.034248 0.034238 

1.6 0.184765 0.102559 0.102520 

1.8 0.184296 0.153600 0.153483 

2.0 0.149565 0.158018 0.157728 

2.2 0.095432 0.117734 0.117345 

2.4 0.044075 0.058805 0.057804 

2.6 0.011 684 0.013 488 0.012164 

2.8 0.001 825 0.001868 0.000 727 

3.0 0.007064 0.022462 0.022694 

3.2 0.Q15935 0.055607 0.059200 

3.4 0.020049 0.076353 0.085905 

3.6 0.017295 0.068951 0.087067 

3.8 0.010458 0.034964 0.063303 

4.0 0.003645 - 0.008826 0.029464 
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there is little doubt that considerable progress in that direc­

tion is to be expected supplementing the renormalization­

group approach. 

For a ferromagnetic system described by the familiar 

Ising Hamiltonian 

(5.1) 

Lee and Yang showed that the free energy may be expressed 

as a dispersion integral: 

F = - B - .£.. J - - In( 1 - 2z cos 8 + r)g(8,x)d8, 1 Sa" 
2 f3 0 

(5.2) 

where e is the number of neighbors, f3 is the inverse tempera­

ture, x = e - 2/iJ, and z = e - 2{JB is the activity. For tempera­

tures below a critical value Tc ' the support of the positive 

density g(8,x) extends over the entire interval O<,8<'1T. For 

T> Tc ' g(8,x) vanishes in a finite region O<,8<,80(x) whose 

precise extent is not known. Calculational progress can be 

made noting that several moments of the form 

LIT [cos(812)]2ng(8,x)d8=,un(x), n =0,1,2, ... (5.3) 

may be computed explicitly for all temperatures. The results 

of the work of several authors are summarized in Ref. 31 

where the moments,un =,un (x) were shown to be polynomi­

als in x with remarkable properties. 

Our task is to approximately constructg(8,x) from a 

finite number of moments. The maximum-entropy approxi­

mation associated with (5.3) reads 

gN(8,x) = _1 exp {- f An [cos(!...)]2n}. (5.4) 
2Z n~1 2 

For purposes of illustration, we give in Fig. 4 the solution 

with N = 7 and x = 0.5 for the I-D Ising model (e = 2) for 

which the moments (5.3) read 

(x) - _1 _ r (2n + 1) 1 _ x2 n 
,un - 22n+ I r2(n + 1) ( ) . 

(5.5) 

The result is compared with the known exact answer 

sin{(12) . (8) 
21Tg{8,x) = . 2 2 1/2' sm - ;;'X, 

[sm (8/2) -x ] 2 
(5.6) 

which exhibits a gap for 0<,8 < 2 arcsin{x) and a singularity 

at 80 = 2 arcsin{x). While a gap is clearly indicated by the 

maximum-entropy solution, significant oscillations are still 

present. However, thermodynamical averages calculated 

5.0 

-;( 
.,; 
0. 
to 

N 

0 

2415 

" " " " 

e 

x = 0.5 

." 

FIG. 4. Maximum-entropy pre­

diction of the Lee-Yang density 

in the 1·0 Ising model using sev· 

en moments (N = 7) and com­

parison with the exact answer 

(dashed line). 
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from (5.2) are obtained with much greater accuracy. As an 

example, consider the intensity of magnetization 

1= - aF =2(I-r)[ g{8,x)d8 , (5.7) 
aB 0 1 - 2z cos 8 + Z2 

whose exact form for the I-D model reads 

(5.S) 

Notice incidentally that the spontaneous magnetization 

M = I(z~l-) is given by M = 21Tg(O,x) in any dimension. 

The exact result (5.8) is plotted in Fig. 5(a) for various 

temperatures together with results from the N = 7 maxi­

mum-entropy approximation. The agreement is excellent for 

essentially all values of the activity z and the temperature 

variable x. To push the calculation further, we examine the 

slope of the magnetization I (z) at vanishing magnetic field 

(z = 1 -) for various temperatures: 

x=~1 =f3 f"g(8,x)2- g(0,x)d8. (5.9) 
aB B~O+ )0 sin (812) 

This is but the magnetic susceptibility whose exact form in 

the I-D model reads X = f3 Ix. It is evident from Fig. 5(b) that 

departures from the exact answer occur for small tempera­

tures, that is, temperatures near the critical point of the I-D 

model. 

One may conclude from the preceding elementary cal­

culation that application of the maximum-entropy approach 

to higher-dimensional Ising models will provide useful infor­

mation for finite magnetic fields, and for vanishing magnetic 

fields but temperatures away from the critical point. The 

extent to which the critical region may be reached depends 

on the number of input moments and other technical details 

which we will not discuss further in this paper. 

(2) Implicit in the discussion ofSecs. III and IV was the 

suggestion that the maximum-entropy approach may be 

used to sum divergent series. A typical example is a Stieljes 

integral of the form 

F{z) = f"" P(x)dx, 
)0 1 +zx 

(5.lO) 

w hose formal expansion in z may be expressed in terms of the 

power moments of the density P{x): 

"" 
F{z) = I {- tr,un zn. (5.lI) 

n=O 

1.0 10r-r----.----..... 
(bl 

~0.5 ~5 
>< 

o~----~------~ 

0.5 0~----~0.~5------~ID 

FIG. 5. Results from a N = 7 maximum-entropy calculation in the 1-0 

Ising model. (a) The solid lines correspond to the exact answer for the inten­

sity of magnetization (I) as a function of the activity (z) at various tempera­

tures (x). The dots are results from maximum entropy. (b) Similar results for 

the magnetic susceptibility. 
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In most practical applications the formal series (5.11) is di­

vergent for allz. Nevertheless various methods exist for sum­

ming divergent asymptotic series, notably, Pade approxi­

mants. 8 Bender urged us to study the maximum-entropy 

sequence for series of the form (5.11) for which the asympto­

tic behavior of the moments for large n reads32 

f-ln ~(vn)! (5.12) 

Series with v > 2 are said to violate the Carleman criterion8
,13 

which states that an essentially unique reconstruction of the 

measure P (x )dx = df-l(x) is possible from its momen ts if v < 2. 

While for v > 2 the moments do not uniquely determine f-l(x), 

violation of the Carleman condition does not necessarily im­

ply nonuniqueness for the average (5.10). It is also known 

that the diagonal and off-diagonal Pade sequences converge 

but their limits may not coincide with each other and with 

the true average F (z). Bender further provided us with 20 

moments for a nontrivial example with v = 3 (the ground­

state energy of an octic oscillator), and with the associated 

Pade sequences which, indeed, stabilize away from the true 

answer, the latter being known from independent numerical 

calculation. 33 

In contrast, the first few iterations of the maximum­

entropy approach showed substantial improvement over the 

Pade sequence, which indicates that the maximum-entropy 

sequence of approximations for averages of the form (5.10) 

might converge to the true answer even though v> 2. Be­

cause of the tremendous growth of successive moments in 

the current problem, we have not yet been able to incorpo­

rate a reasonably large number of moments in our numerical 

procedure. We thus postpone further discussion for a future 

occasion. 

(3) We now return to the question of the inherent non­

uniqueness of the maximum-entropy procedure mentioned 

in Sec. IV. A possible generalization may be obtained by 

defining a new density Q (x) from 

P(x) = w(x)Q(x), (5.13) 

where w(x) is a known positive weight whose specific form is 

dictated by some a priori knowledge of detailed properties of 

P (x). The usual power moments of P (x) are then interpreted 

as weighted moments of the density Q (x): 

f xnQ (x)w(x)dx = f-ln' (5.14) 

The entropy functional (1.4) is replaced by 

S = - f [Q(x)ln Q(x) - Q(x)]dx 

+ nto An( f xnQ(x)w(x)dx -f-ln). (5.15) 

whose extrema are of the form 

Q (x) = exp( - w(x) nto Anxn). (5.16) 

and the original density reads 

P(x) = w(x)exp( - w(x) nto Anxn). (5.17) 

In order to construct a potential whose minimum deter-
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mines Ao,A.l'''',A. N' one should treat all Lagrange multipliers, 

including ,.1,0' on a common basis. We thus seek generaliza­

tion of the potential.J defined in Eq. (2.9) rather than the 

potential r of Eq. (2.6). The correct generalization reads 

.J = f [exp( - w(x) nto Anxn) - 1 ]dX + ntof-lnAn. 

(5.18) 

Notice that the (positive-definite) Hessian of the above po­

tential 

8 nm = f dxx
n

+
m

W
2
(x)exp( - w(x) nto Anxn) (5.19) 

is expressed in terms of moments that are weighted by w2(x) 

rather than w(x). 

Judicious choices of the weight w(x) may lead to im­

provements in the pointwise approximation for P (x). For in­

stance, knowledge of the asymptotic behavior of the mo­

ments as in Eq. (5.12) may be used to determine w(x) so that 

P(x)~w(x) at large distances. However, our experience 

shows that averages of the form (2.29) are substantially stable 

against variations of w(x). 

(4) We believe to have presented ample evidence for the 

potential as well as the limitations of the maximum-entropy 

approach. It is important to keep in mind that the maxi­

mum-entropy approach, just as any other approximation 

procedure, should not be looked upon as a panacea for the 

solution of all moment problems that may arise in practice. 

After all, a polynomial expansion would be ideal if the true 

density happened to be a finite polynomial, the Pade-like 

procedure outlined in the Introduction would be ideal if the 

density were a finite sum of D-functions, maximum entropy 

would be ideal if the density were the exponential of a finite 

polynomial, and so on. 

The merits of the current approach should be searched 

for in the larger context of the frequency of successful appli­

cations to a wide disparity of actual problems. While the 

limited ensemble of problems treated in this paper may not 

qualify for a genuine random sample, it nevertheless sug­

gests the following appealing features for the maximum-en­

tropy approach. 

(i) Accurate averages are obtained, even when a low 

number of moments are available, and are substantially sta­

ble against variations in the specific mode of calculation. For 

instance, incorporation of suitable weights and/or other de­

tailed information about the density (the appearance of sin­

gularities, the actual support, and so on) typically does not 

improve or diminish the accuracy of averages. 

(ii) However, the method is flexible enough to incorpo­

rate such additional information which may result in signifi­

cant improvements of the pointwise approximation of the 

density. 

(iii) Maximum-entropy results compare favorably with 

corresponding results from independent powerful methods. 

It is fair to mention, however, that the Pade procedure often 

has the advantage of furnishing rigorous upper and lower 

bounds for the approximated averages. To the extent that 

the maximum-entropy technique has been developed, an ac­

curate estimate of the error is not possible at this point. 
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