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Maximum Lifetime Routing in Wireless
Sensor Networks

Jae-Hwan Chang, Member, IEEE, and Leandros Tassiulas, Member, IEEE

Abstract—A routing problem in static wireless ad hoc networks
is considered as it arises in a rapidly deployed, sensor based, mon-
itoring system known as the wireless sensor network. Information
obtained by the monitoring nodes needs to be routed to a set of des-
ignated gateway nodes. In these networks, every node is capable of
sensing, data processing, and communication, and operates on its
limited amount of battery energy consumed mostly in transmission
and reception at its radio transceiver. If we assume that the trans-
mitter power level can be adjusted to use the minimum energy re-
quired to reach the intended next hop receiver then the energy con-
sumption rate per unit information transmission depends on the
choice of the next hop node, i.e., the routing decision. We formu-
late the routing problem as a linear programming problem, where
the objective is to maximize the network lifetime, which is equiva-
lent to the time until the network partition due to battery outage.
Two different models are considered for the information-genera-
tion processes. One assumes constant rates and the other assumes
an arbitrary process. A shortest cost path routing algorithm is pro-
posed which uses link costs that reflect both the communication
energy consumption rates and the residual energy levels at the two
end nodes. The algorithm is amenable to distributed implementa-
tion. Simulation results with both information-generation process
models show that the proposed algorithm can achieve network life-
time that is very close to the optimal network lifetime obtained by
solving the linear programming problem.

Index Terms—Energy-sensitive routing, power aware routing,
wireless ad hoc networks, wireless sensor networks.

1. INTRODUCTION

ONSIDER a wireless network of static nodes randomly

distributed as depicted in Fig. 1, where each node oper-
ates on limited battery energy consumed mostly in transmis-
sion and reception of data at its radio transceiver. Assume that
at each node some type of information is generated and the in-
formation needs to be delivered to a set of designated gateway
nodes possibly using multiple hops. The transmitter power level
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Fig. 1. A wireless sensor network is depicted where the nodes are randomly
distributed and the information generated at the monitoring nodes are to be
delivered to the gateway nodes.

is assumed to be adjusted to the minimum level appropriate for
the intended receiver within the transmission range. Note that
the routing decision and the transmission energy level selection
are intrinsically connected in these power-controlled wireless ad
hoc networks since the power level will be adjusted depending
on the choice of the next hop node.

An example scenario for this type of wireless ad hoc network
may include a wireless sensor network where the sensors gather
acoustic, magnetic, or seismic information and send the infor-
mation to its gateway node which has more processing power
for further processing of the information or has larger transmis-
sion range for the delivery of the information to a possibly larger
network for retrieval by a remote user.

Most of the previous works on routing in wireless ad hoc net-
works deal with the problem of finding and maintaining correct
routes to the destination during mobility and changing topology
[11, [7], [22]. In [1] and [7], the authors presented a simply
implementable algorithm which guarantees strong connectivity
and assumes limited node range. Shortest path algorithm is used
in this strongly connected backbone network. In [22], the authors
developed a dynamic routing algorithm for establishing and
maintaining connection-oriented sessions which uses the idea
of predictive re-routing to cope with the unpredictable topology
changes. Some other routing algorithms in mobile wireless
networks can be found in [14], [23], [25], and [26], which, as the
majority of routing protocols in mobile ad hoc networks do,
use shortest path or minimum hop (MH) routing.

Power consumption in the wireless ad hoc networks can
be largely categorized into two parts. One is communication
related and the other is noncommunication related such as
processing or sensing (in case of a sensor network). A model
for evaluating the communication related energy consumption
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behavior of a mobile ad hoc network was presented in [9],
where the power consumption was further categorized into three
modes: transmission, reception, and idle mode. Power saving in
idle mode was studied in [36], which we believe is complemen-
tary to our work. However, we, as well as the others mentioned
in the following, have been focusing in power savings during
transmission and reception. In [11], the sum of multiples of the
transmission power and the power price was proposed as the
path length to be minimized. The power price was a function of
the current battery level, total storage capacity, type of battery,
etc., but they did not specify the metric. In [32], the conditional
max-min battery capacity routing (CMMBCR) was proposed,
which is a combination of minimum total energy (MTE) routing
and max-min residual energy routing. The minimum total trans-
mission and reception energy path is chosen in the set of all paths
whose minimum residual energy is above a given threshold. If
the set if empty then max-min residual energy route is used. In
[18], routing for the maximum network lifetime was studied,
where the message sequence is not known a priori. An approxi-
mation algorithm called max — min zPy,;, was proposed which
tries to strike a balance between the minimum transmission
energy routing and the max-min residual energy routing. Scala-
bility of the algorithm was provided by zone-based hierarchical
routing approach. Reception energy consumption is assumed
to be included in the transmission energy consumption since
all intermediate nodes except the source and the destination are
engaged in both transmission and reception. The performance of
their algorithm was shown to be close to the optimal solution
obtained by linear programming. The max — min zP;, al-
gorithm first finds the minimum transmission energy path (let
the total transmission energy on this path be P,,;,) and then
removes all edges whose residual energy fraction after use is
smaller than or equal to the minimum residual energy fraction
on the minimum transmission energy path. It then repeats the
same procedure on the subgraph until just before the total
transmission energy of the chosen path exceeds z times Py,
where z > 1. The resulting path is assigned to the incoming
traffic. In [31], a routing metric similar to ours have been used.
However, instead of requiring the global network information
they only require localized routing information and assume that
nonlocal routing information can be treated equally in all paths.
Refer to [20] for a good survey on the power optimization in
routing protocols.

The problem of minimum energy routing has been addressed
before in [1], [7], [8], [10], [21], and [28]—-[30]. The approach
in these papers, called the minimum total energy (MTE) routing
here, was to minimize the total consumed energy to reach the
destination, which minimizes the energy consumed per unit flow
or packet. However, if all the traffic is routed through the min-
imum energy path to the destination, the nodes in that path will
run out of batteries quickly rendering other nodes useless due
to a network partition even if they do have available energy re-
source. In our work, instead of trying to minimize the total con-
sumed energy on the path, the performance objective of max-
imizing the lifetime of the system [4], which is equivalent to
maximizing the time to network partition [30] has been con-
sidered. In [4] we identified the maximum lifetime problem as
a linear programming problem and in [5] the problem was ex-
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tended to the multicommodity case. Since it is a linear program-
ming problem, it is solvable in polynomial time. While in [5]
constant information-generation rate case was considered, in
[6] some arbitrary information-generation process model was
studied.

In this paper, the maximum lifetime routing problem is
extended to include the energy consumption at the receivers
during reception. Note, however, that the energy consumption
at the unintended receiver nodes that overhear the transmission
is not included. This extension was applied to the algorithm as
well. In the simulation, comparison is made with the optimal
network lifetime obtained by solving the linear programming
problem as well as with two other algorithms proposed in
[18] and [32]. Note that due to the inherent nonscalability
of table-driven routing approach, the proposed solution in its
current form is not scalable and hence may not be suitable
for direct application to large networks. Note also that the
energy consumption due to routing control packets are not
included in the model or the simulation since we assume a
situation where the energy consumption is dominated by the
data packets. However, in the simulation we show that there is
a tradeoff between the routing information update rate and the
performance so that the number of routing control packets can
be reduced with some sacrifice in the performance.

Brown et al. [3] have extended the objective of power-aware
routing in the multicommodity case to sequentially maximizing
the lifetime of each commodity, while we only maximize the
time until the first commodity network partition.

Information from other sources were utilized for the routing
decision in the following works. Geographical information of
the communication nodes is used in [15], [16], [31], [34], and
[36]. Upper layer information is utilized in [12], [13], and [17].

Distributed topology control was studied in [27] and [33]
where transmitter power levels are selected to guarantee the net-
work connectivity while saving transmission energy, which can
be complementary to our work. A good survey on the topology
control, clustering, broadcasting, and multicasting can be found
in [19].

In our study the nodes are not mobile and the topology of
the network is static. Hence the results are applicable to net-
works which are either static, like the sensor networks we men-
tioned earlier, or whose topology changes slowly enough such
that there is enough time for optimally balancing the traffic in
the periods between successive topology changes.

This paper is organized as follows. In Section II, the max-
imum system lifetime routing problem is formulated for fixed
information-generation rates as well as for some arbitrary infor-
mation-generation process. In Section III, we propose the flow
augmentation (FA) algorithm which iteratively augments traffic
flow along the shortest cost path. The proposed link cost re-
flects both the residual energy at the transmitting node and the
receiving node and the energy consumption in unit data trans-
mission over the link. In Section IV, simulation on randomly
generated graphs is performed to evaluate the performance of
the proposed algorithm both for the fixed information-genera-
tion rates and for a certain scenario where information is gener-
ated at monitoring nodes that detect moving targets. Finally in
Section V, some concluding remarks are made.



CHANG AND TASSIULAS: MAXIMUM LIFETIME ROUTING IN WIRELESS SENSOR NETWORKS 611

II. ROUTING FOR THE MAXIMUM SYSTEM LIFETIME

In this section, we first formulate the maximum system life-
time routing problem for the case where information-generation
rates are fixed. Then, we consider a more general case where
we are given some arbitrary information-generation processes
instead of fixed information-generation rates.

A. Constant Information Generation Rates

A wireless sensor network is modeled as a directed graph
G(N,A) where N is the set of all nodes and A is the set of
all directed links (z,7) where 7, j € N. Link (4, 7) exists if
and only if 7 € S;, where S; is the set of all nodes that can be
directly reached by node i with a certain transmit power level
in its dynamic range. Each node 7 has the initial battery energy
of F;. The transmission energy consumed at node ¢ to transmit
a data unit to its neighboring node j is denoted by ¢! ;; and the
energy consumed by the receiver j is denoted by e;;. Let there
be multiple commodities where a commodity is deﬁned by a set
of source nodes and destination nodes. We are given, for each
commodity ¢ € C, a set of origin nodes O(®) where information

is generated at node ¢ with rate Qgc), i.e.,
00 = {z'|Q§“) >0, i€ N} (1

and a set of destination nodes D©) among which any node can
be reached in order for the information transfer of commodity
c to be considered done. Let q,L(]C-) be the transmission rate of
commodity ¢ from node 7 to node j to be assigned by the routing
algorithm.

The lifetime of node ¢ under a given flow q = {ql(j)} is given
by

E;
Yoo, Yl + Y en gl

JES;: ceC JES; ceC

Ti(q) =

©))

Now, let us define the system lifetime or the network lifetime
under flow q as the minimum lifetime over all nodes, i.e.,

Toys(q) = min Ti(q). (3)

Note that in our flow model with fixed information-generation
rates, the system lifetime is equivalent to the earliest network
partition time of a commodity and is by definition the time of
the first node death.

Our goal is to find the flow that maximizes the system lifetime
under the flow conservation condition. Note that maximizing the
system lifetime is equivalent to maximizing the amount of total
information transfer given a fixed information-generation rates.
The problem can be written as follows.

Maximize Tsys(q)
st ¢ >0, VieN,Vjes;, YeeC,

Y P+ =3"¢l, vieN-D©), veeC. @4
JHES; JES;

Fig. 2 illustrates the flow conservation condition for com-
modity c at node ¢, and it should be noted that the condition
applies to each commodity separately.

(© ()
\Q i ik
GW) m s,
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Fig.2. Conservation of flow condition at node ¢ for each commodity ¢ requires
that the sum of information-generation rate and the total incoming flow must
equal the total outgoing flow.

In the following we show that the problem is a linear program-
ming problem [24]. The problem of maximizing the system life-
time, given the information-generation rates QEC) at the set of
origin nodes O(®) and the set of destination nodes D(¢) for each
commodity c, is equivalent to the following linear programming
problem:

Maximize T
st 45 >0, YieN, VjesS;, VeeC,

S d+ Y Y d <Ei, VieN,

JES; ceC jH€ES; ceC

S @+ TQ =34, YieN-D©), veeC (5)
JHES; jES;

where ¢ ( ) — Tq( ) is the amount of information of commodity

c transmltted from node ¢ to node j until time 7. Note that
the variable 7" in (5) should be considered as an independent
variable in order to see the equation as a linear programming
problem.

B. Arbitrary Information Generation Processes

In this section, a more practical scenario than the one intro-
duced in the previous section will be considered for wireless
sensor networks. Instead of having a fixed set of origin nodes
with fixed information-generation rates, a packet is generated
periodically! at each sensor node if the sensor is detecting a
moving target. For simplicity, we assume that there is only one
commodity in this case, which means that all information has
the same set of destination nodes.

Notice the difference between the problem discussed here
with the previous one. In the previous problem, we were
given fixed information-generation rates, which implied that
the amount of information generated in some time interval T'
is known a priori. On the contrary, here we assume that the
amount of total information generated in some time interval 7’
is not known a priori but we try to make routing decision on the
fly as new information is generated. In this scenario, a number
of sensors are randomly distributed, and target objects move
about in or pass through the region. Each sensor generates a
packet periodically if and only if there is any target object in its
sensor range. The generated packets are to be delivered to one
of the designated gateway nodes. Our goal is to select the route
of each generated packet such that the time until the first failure
of the packet delivery due to battery outage is maximized.

I Although it does not have to be periodic, it is assumed so for simplicity. In
case it is not periodic, the lifetime will not be readily given in absolute time units
such as in seconds but in number of possibly unequal discrete time units.
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In the following paragraph, we will describe an integer
programming problem the solution of which will be used as
a performance bound for the problem that we are trying to
solve. As mentioned earlier, the problem we are interested in
assumes no knowledge about the future information-generation
processes. However, for the following performance bound we
will assume the perfect knowledge of the future information-
generation processes.

Let’s consider the feasibility problem first. We would like
to determine if the information generated until time 7" can be
delivered to one of the set of destination nodes D. Let Q;(T) be
the number of packets generated at origin node 7 € O during the
time interval [0, T"), and let §; ; (T") be the total number of packets
routed through link (4, j) € A. It is feasible if there exists a set
of nonnegative integers §;;(7) for each link (¢, j) € A which
satisfies the following two conditions. The conservation of flow
condition is given by

> Gi(T) + Qi

jH€eS;

T)=Y G;(T), YVieN-D (6)
JES;

and the total energy constraint is given by

> elidi(T

JES;

N ehdu(T) < B, YieN ()
JHES;

where e ; and e;; are the energy consumption in transmitting
and recelvmg one packet over the link (7, ) at nodes 7 and j
respectively. Our goal in terms of this feasibility problem can
be stated as finding the maximum feasible time 7'.

Note that the problem with constant information-generation
rates in the previous section is a special case of this more general
formulation.

In the following, we discuss conditions for the feasibility. For
asetof nodes V, assume that each node 7« € V has the amount of
information generated during [0, 7), Q;(T"), which needs to be
delivered out of V.. For anode i € V let e} be the least energy
expenditure for transporting an information unit out of V. If
there is no outgoing link of 7 through which information can
be forwarded out of V, e} = co. Assume here that no energy is
consumed in reception for the simplicity of the discussion. The
necessary feasibility condition is given by

Samsy ®)

i€V 2%

which states that the total information generated should not be
greater than the capacity of all outgoing flow paths. Note that
E;/eY is the maximum amount of information that can flow
out of V' via node «.

The following counterexample in Fig. 3 shows that the nec-
essary condition above is not sufficient. One can verify that
the necessary feasibility condition is met. However, the flow is
not feasible since the total energy constraint at node a corre-
sponding to (7)

0.54ap(T) + (4 = Gu(T)) < 2.5 ©)

requires G,,(7T) > 3, and the total energy constraint at node
b requires Gpq(7") < 2, but at the same time Gap (1) = Gpa(T)
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Fig. 3. Counterexample showing that the necessary feasibility condition is not
sufficient. The numbers next to the links are the energy expenditure per data unit
transmitted across the link.

should hold according to the flow conservation condition, which
is impossible.

It can be verified that if the energy expenditure through all the
outgoing links of a node were the same then the necessary con-
dition would be sufficient as well. In other words, if the transmit
power levels are fixed, then the condition becomes both neces-
sary and sufficient for feasibility.

III. FLOW AUGMENTATION ALGORITHM

In this section, we propose a heuristic called the flow augmen-
tation (FA) algorithm which is an extension to what has been
presented in [5]. We will describe the algorithm for fixed infor-
mation-generation rates.

A high level description of the algorithm is given in the fol-
lowing for fixed information-generation rates. At each itera-
tion, each origin node 0 € O) of commodity ¢ calculates
the shortest cost path to its destination nodes in D), where
the cost will be defined later. Then the flow is augmented by
an amount of )\QZ(.C) on the shortest cost path, where X is the
augmentation step size which is equivalent to the amount of in-
formation routed between routing information updates. For ex-
ample, if the routing information is updated after every packet
is routed then this value represents the packet size. Residual en-
ergy at each node is updated just before each routing informa-
tion update, which will change link costs. With the updated link
costs, the shortest cost paths are recalculated and the procedures
are repeated until any node ¢ € N runs out of its initial total
energy E;.

Our objective is to find the best link cost function which will
lead to the maximization of the system lifetime. There are some
parameters to consider in calculating the link cost cost;; for link
(,7). They are the energy expenditure for unit data transmis-
sion over the link, e - and e]. i the initial energy F; and F;, and
the residual energy, E and E;. A good candidate for the flow
augmenting path should consume less energy and should avoid
nodes with small residual energy since we would like to maxi-
mize the minimum lifetime over all nodes. In [30], each of these
parameters were separately considered, but the combinations of
them were not. We propose a new link metric which combines
these parameters in one. In the beginning when all the nodes
have plenty of energy, the minimum total consumed energy path
is desired, while as residual energy decreases it is more impor-
tant to avoid the nodes with small residual energy. Therefore,
the link cost function should be such that when the nodes have
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Fig. 18. Performance comparison of the algorithms in some arbitrary
information-generation scenario is shown.

Fig. 19. An example network showing that the performance of the algorithm
depends on the information-generation sample paths. Numbers on the links
indicate the number of packets routed through the links. (a) When eight packets
at node a are generated before the four packets at node b, the algorithm achieves
the optimal system lifetime of 12 time units as shown. (b) When four packets
at node b are generated before the eight packets at node «a, the system lifetime
is 10 time units leaving two undeliverable packets at node a.

From the above simulation results, we found out that for some
information-generation scenarios it is possible to make routing
decision on-the-fly and obtain close-to-optimal system lifetime.
However, this may not always be the case. Actually, considering
the fact that we assume no a priori knowledge about the fu-
ture information-generation process, the simulation results are
too good to believe. In the following, we give an example that
shows that the performance of the algorithm depends on the in-
formation-generation sample paths of the process. Consider a
network in Fig. 19 where each node has four units of energy. It
requires one unit of energy per packet to cross each link except
for two links, e, = e ; = 0.5. The reception energy consump-
tion is assumed to be zero. If eight packets are generated at node
a before the four packets are generated at node b, the algorithm
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finds the routes as shown in Fig. 19(a) which achieves the op-
timal system lifetime of 12 time units. However, if four packets
at node b are generated before the eight packets at node a, the al-
gorithm will split the traffic generated at node b equally to node
d and node e and hence use the energy at node d which should
have been dedicated solely to the information generated at node
a in order to achieve the optimal system lifetime.

V. CONCLUSION

In wireless sensor networks where nodes operate on limited
battery energy, the efficient utilization of the energy is very
important. One of the main characteristics of these networks
is that the transmission power consumption is closely coupled
with the route selection. The energy efficiency has been con-
sidered in wireless ad hoc network routing, but the conven-
tional routing objective was to minimize the total consumed en-
ergy in reaching the destination. In this paper, we have formu-
lated the routing problem as maximizing the network lifetime.
The new problem formulation has revealed that the minimum
total energy (MTE) routing is not suitable for network-wise
optimum utilization of transmission energy. We showed that
significant improvement can be made by the newly proposed
routing algorithm in terms of maximizing the system lifetime,
which can also be interpreted as maximizing the amount of
information transfer between the origin and destination nodes
given the limited energy. The proposed algorithm is a shortest
cost path routing whose link cost is a combination of trans-
mission and reception energy consumption and the residual en-
ergy levels at the two end nodes. The simulation results showed
close-to-optimal performance most of the time with both the
fixed information-generation rates and some arbitrary informa-
tion-generation process of a moving target detecting scenario in
wireless sensor networks. Future research directions will be to
study the effect of network density and quantized residual en-
ergy levels on the performance and overhead of the algorithm,
to apply the new link metric on the on-demand routing proto-
cols, and to consider medium access layer issues.
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