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(This paper is intended for the Commnication Technology Group, Session 8:
Advavces in Da:ba Communications, Telegraph Systems, and Facsimile. )
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A novel recelver structure for binary data with limited intersymbol inter-
ference uses non-linear elements and combines features of the optimum linear
and "tall cancellation" receivers. The recelver is maximme=likelihood so it is

optimum in that it minimizes per-bit probability of error, P, Bounds on Pg

and. certain extensions are presented
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SYNOPSIS

High speed data commmnication via pulse amplitude modulation (PAM) is
reliable only if one can simultaneously minimize the effects of intersymbol-
interference (ISI) and random noise. This problem has been examined recently
by Tu;f‘tsl, who describeg the joint optimization of transmitter and receilver,
and by Agron and Tufts.™ Their receiver, constrained to be linear, has the
form of a matched filter followed by a tapped delay line (transversal equalizer).
Tuftsl also discusses, briefly, the historical and some of the more recent
methods of controlling ISI and nolse. These methods include linear equaliza-
tion, which has been given renmewed interest by Iucky3, and "tail cancellation".

In this paper we describe the maximum-likelihood (ML) receiver for dsta
transmission via PAM and show that it employs elements of the optimum lineax
receiver and the "tail cancellation" receiver. The ML receiver is known to
be optimum in the sense that it minimizes the per-bit probability of error P,.
Thus its performance can be used as g basls of comparison for other receivers.
The structure is quite simple so it merits consideration in an actual binary
transmission system with the limited ISI of assumption 2 below.

We make the follomlpg assunmptionss:

l. The received signal is
®

x(6) =) by s(e-i), ey

k=~-00
vwhere yy is 1 or -1 and represents the kB information
‘gynbols The My 's are independent and s(t) is known.

2. The signal s(t) is smeared only into one adjacent baud
- glving rise to limited intersymbol-interference (ISI).

‘3. The noise is stationary, white, Gaussian and additive.
Colored noise can be handled by "pre-whitening", but
the output of the whitening filter, s(t), is subject
to 2. above.

4. The transmitter and receiver are in synchronism.




In references [4] and [5] we show that the ML receiver first computes the
correlation statistic

(k42)7

By = -ﬁl‘;ﬁf y(t) s(6=k1) at, | (2)

where y(t) is made up of x(t) as g:Lven by (l) plus random noise of double-sided
power spectral density Ny/2 watts/cps. The receiver then bases its decision.
about the polarity of py on the statistic
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R ‘ .

z{x} = J_oge iﬁ..?... (%).
14 &R ' '

s o
R = '1\!1‘“ f(t) s(t+1) at. B

(o] .

R is o measure of the ISI. If, for example, the P 's are equally likely to be
1 or -1 and the costs associated with each type of error are equal, then the

receiver decides
1 if Ak >0 _
B = o S (6)
|1 it A <o, . ,

Equations (2) and (3) define the ML receiver and the correspondlng structure
is shown in Fig. l. Note the similarity between this structure and the optimum
linear receiverl,2, that is, a matched filter followed by a tapped delay line.
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In this structure, however, the useful output is not merely a weighted sum of .
the tap oubputs. Here each output 1s added to its neighbor after the neighbor
is passed through a non-linear amplifier (the box labelled Z and defined by
Equation (4)). The M taps to the right of the center tap, the useful output,
indicabte that M bauds of the past daba have been optimslly processed to aid in
the decision on Pyce The N taps to the left indicate that N future bauds have
also been considered. In theory one should let M — oo and N -» oo to achieve
the optimum detector structure. We can, in fact, achleve M — oo, that is, we .
can consider all past data, by a modification of Fig. 1. This modification
employing a feedback loop, is shown within the dotted lines of Fig. 1 and
replaces the M taps to the right. Obviously, a consideration of all future
data requires infinite delay (for an infinite binary sequence) so a compromise,
finite N must be chosen.
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In Fig. 2 we show the.. Z-box smplifier input-output characteristics for
geveral values of R. Note that 'bhese curves saturate at +R.

To provide insight into the detector operation let us assume that the

detector of Fig. 1 uses only the feedback structure. Hence the decision statistic
becomes '

A'k = Ay +Z{(“Ak-l + Z{AK-Q + o..}} . (7)

We see that the KB decision statistic contains , first of all, the correlation
of s(t-kT) with the received signal, namely Ay. The other additive term is
bounded by *R. In fact, assuming high SNR, Ayg will be elther large positive
for px.1 = 1 or large negative for py.; = -il. Thus ,referring to Fig. 2, we
will subtract R from Ap 1T py 5 is positive and we will add R to Ay if ey
1s negative. This addition or subtraction of R is mathematically equivalent
to subtracting out the channel memory and is, therefore, a tall cancellation
scheme, The novelty here is that the taill cancellation occurs on a prob-
abilistlic basis. This is, we no not simply allow R or =R but we choose an
intermediate value based on Ay + Z{Ay_, + «.+}, which is a measure of our
certainty concerning i _j. »

The non-linearity of the ML receiver discourages an exact analytical
determination of Po. We have found reasonsbly tight upper and lower bounds,
however. The lower bound 1s easlly established by consio.ering the :fa.vorable
R = O case with the resulting

P (lower) = Erfe VP , | - (8)

irhex'e p is the signa.l-to-;noise ratio
27 _ .
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Erfex=-= [e 2 at. (10)
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The upper bound 1s found by considering two tail cancellation recelvers ,‘ one
operating in positive time and the other In negative time. This constitutes a
sub=optimim detector and glves

P, (upper) = @ Erfe JS + QP [Erfc Jo (1+2r) + Erfe Vb (1-2r)]
+ P2 [%: Exfe Jp + 11; Erfe/p (labr) + Erfe Jp (1-hr)>], (11)

where

Erfc\/g

N . @a2)
2
1 + Erfe /.é.a - % Exfe /-a-i (1-kr) - -é- EJL':E‘c/§i (L4+kr)

-
]

Q = 1-p, k . (13)

o - o |
| ~Js(t) s(44T) at
redo (14)

f s2(t) at

]

To simplify presentation of these resutlts ,' we have assumed that the energy in
s(t) is equally divided between the intervals O to T and T to 2T. ‘

In Fig. 3 we show the upper and lower bounds on the ML recelver versus p
for r = .25. We also show.the tall cancellation recelver and the opbimum linear
recelver (for r = .2, as appears in [2]). Note that this optimum linear receiver
Passes  In and out of the ML receiver's upper bound so that 1t could have been
used as a tighter upper bound over some ranges of p.
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The receiver's magthematical specification for milti-level data is straight-

- forward™, however, an efficlent implementation and calculation of P, appears to
- be difficult. The major limitation of this approach, the restriction to limited

ISI may be removed by a heuristic argument suggesting a receiver structure similar
to that of Fig. 1.
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Fig. 3 Comparison of the ML, Tail Cancellation and Linear Recelvers
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