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To provide stroke patients with good rehabilitation training, the rehabilitation robot should

ensure that each joint of the limb of the patient does not exceed its joint range of

motion. Based on the machine vision combined with an RGB-Depth (RGB-D) camera,

a convenient and quick human-machine interaction method to measure the lower limb

joint range of motion of the stroke patient is proposed. By analyzing the principle of the

RGB-D camera, the transformation relationship between the camera coordinate system

and the pixel coordinate system in the image is established. Through the markers on the

human body and chair on the rehabilitation robot, an RGB-D camera is used to obtain

their image data with relative position. The threshold segmentation method is used to

process the image. Through the analysis of the image data with the least square method

and the vector product method, the range of motion of the hip joint, knee joint in the

sagittal plane, and hip joint in the coronal plane could be obtained. Finally, to verify the

effectiveness of the proposed method for measuring the lower limb joint range of motion

of human, the mechanical leg joint range of motion from a lower limb rehabilitation robot,

which will be measured by the angular transducers and the RGB-D camera, was used

as the control group and experiment group for comparison. The angle difference in the

sagittal plane measured by the proposed detection method and angle sensor is relatively

conservative, and the maximum measurement error is not more than 2.2 degrees. The

angle difference in the coronal plane between the angle at the peak obtained by the

designed detection system and the angle sensor is not more than 2.65 degrees. This

paper provides an important and valuable reference for the future rehabilitation robot to

set each joint range of motion limited in the safe workspace of the patient.

Keywords: joint range of motion, machine vision, human-robot interaction, rehabilitation robot, human-machine

systems

INTRODUCTION

According to the World Population Prospects 2019 (United Nations, 2019), by 2050, one in six
people in the world will be over the age of 65 years, up from one in 11 in 2019 (Tian et al.,
2021). The elderly are the largest potential population of stroke patients, which will also lead to
an increase in the prevalence of stroke (Wang et al., 2019). The lower limb dysfunction caused
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by stroke has brought a great burden to the family and society
(Coleman et al., 2017; Hobbs and Artemiadis, 2020; Doost et al.,
2021; Ezaki et al., 2021). At present, the more effective treatment
for stroke is rehabilitation exercise therapy. According to the
characteristics of stroke and human limb movement function,
it mainly uses the mechanical factors, based on the kinematics,
sports mechanics, and neurophysiology, and selects appropriate
functional activities and exercise methods to train the patients
to prevent diseases and promote the recovery of physical and
mental functions (Gassert and Dietz, 2018; D’Onofrio et al., 2019;
Cespedes et al., 2021). The integration of artificial intelligence,
bionics, robotics, and rehabilitation medicine has promoted the
development of the rehabilitation robot industry (Su et al.,
2018; Wu et al., 2018, 2020, 2021b; Liang and Su, 2019). With
the innovation of technology, the rehabilitation robot has the
characteristics of precise motion and long-time repetitive work,
which brings a very good solution to many difficult problems of
reality, such as the difficulty of standardization of rehabilitation
movement, the shortage of rehabilitation physicians, and the
increasing number of stroke patients (Deng et al., 2021a,b; Wu
et al., 2021a). Lokomat is designed as the most famous lower limb
rehabilitation robot that has been carried out in many clinical
research (Lee et al., 2021; Maggio et al., 2021; van Kammen
et al., 2021). It is mainly composed of three parts: gait trainer,
suspended weight loss system, and running platform. Indego is a
wearable lower limb rehabilitation robot, designed by Vanderbilt
University in the United States (Tan et al., 2020). The user can
maintain the balance of the body with the help of a walking
stick supported by the forearm or an automatic walking aid.
Physiotherabot has the functions of passive training and active
training and can realize the interaction between the operator
and the robot through a designed human-computer interface
(Akdogan and Adli, 2011). However, accurate training, based
on the target joint range of motion of the patient, is helpful
to limb rehabilitation efficiency of the patients. Joint range of
motion, as an important evaluation of the joint activity ability
of patients, refers to the angle range of limb joints of the
patients to be allowed to move freely. In terms of the human-
machine interaction of rehabilitation robots, it is very important
to determine the setting of limb safe workspace of the patient and
especially setting safety protection at the control level.

The traditional method of measuring joint range of motion
is a goniometer. It is mainly composed of three parts: dial
scale, fixed arm, and rotating arm. When measuring the joint
range of motion, the center of the dial scale should coincide
with the axis of the human joint. The traditional goniometer
is easy to measure the joint range of motion in the human
sagittal plane. However, it is difficult and inaccurate to determine
the measurement base position in the human coronal plane.
Meanwhile, it requires two rehabilitation physicians to complete
the measurement task, one for traction movement of the limb of
the patient and the other one formeasurement of limbmovement
of the patient, respectively. The result through a goniometer has
low accuracy and is also easily affected by the subjective influence
of the physician. Humac Norm is an expensive and automatic
measuring device. It includes many auxiliary fixation assemblies
(Park and Seo, 2020). During the measurement, the measured

human joint is fixed on the auxiliary assembly. It calculates the
joint range of motion by detecting the changes of the auxiliary
mechanical assembly. The researchers have also carried out
extensive research on the measurement method of joint range of
motion by combining a variety of sensor technologies.

An inertial sensor is commonly used to capture the human
joint range of motion (Beshara et al., 2020). An inertial
measurement unit is developed to accurately measure the
knee joint range of motion during the human limb dynamic
motion (Ajdaroski et al., 2020). An inertial sensor-based three-
dimensional motion capture tool is designed to record the knee,
hip, and spine joint motion in a single leg squat posture. It is
composed of a triaxial accelerator, gyroscopic, and geomagnetic
sensors (Tak et al., 2020). Teufl et al. proposed a high effectiveness
three-dimensional joint kinematics measurement method (Teufl
et al., 2019). Feng et al. designed a lower limb motion capture
system based on the acceleration sensors, which fixed two inertial
sensors on the side of the human thigh and calf, respectively
(Feng et al., 2016). A gait detection device is proposed for
lower-extremity exoskeleton robots, which is integrated with a
smart sensor in the shoes and has a compact structure and
strong practicability (Zeng et al., 2021). With the development of
camera technology, machine vision technology is also introduced
into the field of human limb rehabilitation field (Gherman
et al., 2019; Dahl et al., 2020; Mavor et al., 2020). However,
most of the human limb function evaluation systems based on
machine vision require a combination of cameras. The three-
dimensional motion capture systems with 12 cameras provide
excellent accuracy and reliability, but they are expensive and need
to be installed in a large area (Linkel et al., 2016). At present,
the MS Kinect (Microsoft Corp., Redmond, WA, USA) is a low-
cost, off-the-shelf motion sensor originally designed for video
games that can be adapted for the analysis of human exercise
posture and balance (Clark et al., 2015). The Kinect could extract
the temporal and spatial parameters of human gait, which does
not need to accurately represent the human bones and limb
segments, which solves the problem of event monitoring, such
as the old people fall risk (Dubois and Bresciani, 2018). Based on
a virtual triangulation method, an evaluation system for shoulder
motion of patients based on the Kinect V2 sensors is designed,
which can solve the solution of a single shoulder joint motion
range of patients at one time (Cai et al., 2019; Çubukçu et al.,
2020; Foreman and Engsberg, 2020). However, how to improve
the efficiency of a multi-joint range of motion measurement
combined with the teaching traction training method of the
rehabilitation physician, how to use a single camera to accurately
solve the problem of multi-joints spatial motion evaluation
of human lower limbs, and how to avoid camera occlusion
in the operation process of the rehabilitation physicians are
an important basis for accurate input of lower limb motion
information of rehabilitation robot.

In this paper, a measurement method for the multi-joint
range of motion of the lower limb based on machine vision is
proposed and only one RGB-D camera will be used as image
information acquisition equipment. Through the analysis of the
imaging principle of the RGB-D camera, the corresponding
relationship between the image information and coordinates in
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FIGURE 1 | Spatial motion diagram of rigid linkage mechanism of the human lower limb.

three-dimensional space is established. The markers are arranged
reasonably on the patient and the rehabilitation robot, and
the motion information of the lower limb related joints is
transformed into the motion information of the markers. Then,
the threshold segmentation method and other related principles
are used to complete the extraction of markers. The hip joint
range of motion in the coronal plane and sagittal plane and knee
joint range of motion in the sagittal plane were calculated by the
vector product method. Finally, the experiment is conducted to
verify the proposed method.

MATERIALS AND METHODS

Spatial Motion Description of the Human
Lower Limbs
The human lower limb bones are connected by the joints, which
could form the basicmovement ability. To accurately describe the
motion of human lower limb joints in the sagittal plane and the
hip joint in the coronal plane, the human hip joint is simplified as
two rotation pairs, which rotates around the parallel axis, such as
the sagittal axis and the coronal axis, respectively. The knee joint
and ankle joint are simplified as one rotation pair, which rotates
around the parallel axis of the coronal axis. The thigh, calf, and
foot on the human lower limb are simplified as connecting rods.
Figure 1 shows the spatial motion diagram of the rigid linkage
mechanism of the human lower limbs. Set the direction ofmotion

for counterclockwise rotation of the hip joint and ankle joint as
positive, while the direction of knee joint motion for clockwise
rotation as positive. For the description of the motion of the
hip joint in the sagittal plane, the x-axis is taken as the zero-
reference angle of the hip joint range of motion, and the angle
θH2 between the thigh and the positive direction of the x-axis is
taken as the hip joint range of motion. The extension line of the
thigh rigid linkage is taken as the zero-reference angle of the knee
joint movement angle, and the angle θ2 between the extension
line of the thigh rigid linkage and the calf rigid linkage is the knee
joint range of motion. For the hip joint range of motion in the
coronal plane, the sagittal plane is taken as the zero-reference
plane, and the angle between the plane containing the human
thigh and calf and the zero reference plane is taken as the hip joint
range of motion θH1 in the coronal plane, in which the outward
expansion direction is set as the forward direction of the joint
range of motion.

Motion Information Abstraction of Lower
Limb Based on Machine Vision
Three Dimensional Coordinate Transformations of

Pixels in the Image
Because of the movement of the limb in the three-dimensional
space, the depth information of the object is lost from the RGB
camera imaging, and the plane information is scaled according
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FIGURE 2 | Image pixel coordinate system and image physical coordinate system.

to certain rules. Meanwhile, the lens of the depth camera and
the RGB camera is inconsistent, the corresponding pixels are not
aligned, so the depth information obtained by the depth camera
cannot be directly used for the color images. It is necessary
to analyze the relationship between the RGB camera and the
depth camera and determine the three-dimensional coordinates
of the target object by combining the color images and the
depth images. The color camera imaging model is actually
the transformation of a point from three-dimensional space to
a pixel, involving the pixel coordinate system in the image,
the physical coordinate system in the image, and the camera
coordinate system in three-dimensional space. The process of
camera imaging is that the object at the camera coordinate
system in three-dimensional space is transformed into the pixel
coordinate system.

As shown in Figure 2, an image physical coordinate system
x-o1-y is created. The origin of the coordinate system is the
center of the image, the x-axis is parallel to the length direction
of the image, and the y-axis is parallel to the width direction of
the image. The image pixel coordinate system u-o0-v is created.
The origin of the coordinate system is the top left corner vertex
of the image, the u-axis is parallel to the x-axis of the physical
coordinate system, and the v-axis is parallel to the y-axis of
the physical coordinate system. Let point P be

(

up, vp
)

in the

pixel coordinate system of the image and be
(

xp, yp
)

in the
physical coordinate system. Relative to the pixel coordinates,
the physical coordinate system is scaled α times on the u-axis
and β times on the v-axis; relative to the origin of the pixel
coordinate system, the translation of the origin of the physical
coordinate system is (u0, v0). According to the relationship
between the above-mentioned coordinate systems, it can
be obtained:

{

up = αxp + u0
vp = βyp + v0

(1)

Let the focal distance of the camera lens be f, the main optical
axis of the camera is perpendicular to the imaging plane and
passes through O1, where the optical center of the camera is
located on the main optical axis and the distance from the
imaging plane is f. As shown in Figure 3, the camera coordinate
system is created with the optical center as the coordinate origin.
The X-axis and Y-axis are parallel to the x-axis and y-axis of
the image coordinate system, respectively. Then, the Z-axis is
created according to the right-hand rule. Let the coordinates of
point P in the camera coordinate system be (Xp,Yp,Zp), and
the corresponding projection coordinates in the image physical
coordinate system be

(

xp, yp
)

. According to the relationship
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FIGURE 3 | Relationship between the camera coordinate system and image physical coordinate system.

between the camera coordinate system and image coordinate
system, the relationship can be obtained:

Zp

f
=

Xp

−xp
=

Yp

yp
(2)

The minus sign in the formula indicates that the image obtained
on the physical imaging plane is an inverted image, which can be
translated to the front of the camera, and the translation distance
along the positive direction of theZ-axis of the camera coordinate
system is 2f. After the phase plane is translated along the positive
direction of the z-axis, according to the imaging principle, the
imaging at this time is an equal size upright image, and equation
(2) is transformed into the following:

Zp

f
=

Xp

xp
=

Yp

yp
(3)

Let fx = αf ,fy = βf , then by combining formula (1) and formula
(3), we can get:





Xp/Zp
Yp/Zp
1



=





fx 0 u0
0 fy v0
0 0 1





−1 



up
vp
1



 (4)

Where (Xp/Zp,Yp/Zp, 1) is the projection point of point P in

the normalized plane, let K=





fx 0 u0
0 fy v0
0 0 1



, which represents the

internal parameter matrix of the camera.
In the actual imaging process, due to the physical defects of

the optical elements in the camera and the mechanical errors
in the installation of the optical elements, the images will be
distorted. This distortion can be divided into radial distortion
and tangential distortion. For any point on the normalized
plane, if its coordinate is

(

x, y
)

and the corrected coordinate will
be (xdistorted, ydistorted), then the relationship between the point
coordinate and corrected coordinate can be described by five
distortion coefficients, and be expressed as follows:

{

xdistorted = x(1+ k1r
2 + k2r

4 + k3r
6)+ 2p1xy+ p2(r

2 + 2x2)

ydistorted = y(1+ k1r
2 + k2r

4 + k3r
6)+ 2p2xy+ p1(r

2 + 2y2)
(5)

Where r =
√

x2 + y2,k1,k2, and k3 are the correction coefficients
of radial distortion, p1 and p2 are the correction coefficients of
tangential distortion.

As the depth image and color image are not captured
by the same camera, they are not described in the same
coordinate system. For the same point in space, their coordinates
are inconsistent. Because the pixel coordinate system and
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FIGURE 4 | Position arrangement of the camera and markers.

camera coordinate system of depth camera and color camera is
established in the same way, and the relative physical positions of
the depth camera and color camera are invariable on the same
equipment, the rotation matrix R and translation vector t can
be used to transform the coordinates between the two camera
coordinate systems. Set depth camera internal parameter as Kd

and color camera internal parameter as Kc. Let the coordinates of
point p in the image be (ud, vd), and the depth value of the point
p be zd. Let the coordinates of the point P in the space coordinate
system from the color camera be

(

Xp,Yp,Zp
)

, then





Xp

Yp

Zp



 = R



zdK
-1
d





ud
vd
1







 + t (6)

It is easy to obtain the coordinate in the color coordinate system
from Equation (4), and depth information is added to the pixels
on the color plane based on Equation (6).

The Position Arrangement of Markers and RGB-D

Cameras
To improve the accuracy of joint motion information acquisition,
a marker-based motion capture method is adopted. By placing
specially designed markers on the seats of the human lower limb
and the lower limb rehabilitation robot, the task of obtaining
the motion information of human limbs is transformed into the
task of capturing and analyzing the spatial position changes of
markers. The color information provided by the markers is used
as the analysis object. As the detection angle of the target is the
hip joint range of motion in the coronal plane and the sagittal
plane, and the knee joint range of motion in the sagittal plane,
the marker is set as a color strip. The markers of human lower
limbs are, respectively, arranged on one side of the thigh and calf,
and the direction is along the direction of thigh and calf. When
the angle of the knee joint is zero, the two markers should be
collinear. The color of the selected marker should be obviously
different from the background color, select the blue color here,
as shown in Figure 4. Because the zero reference angle of the hip
joint needs to be set in the sagittal plane, a marker is arranged
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FIGURE 5 | Measurement of the hip joint range of motion in the sagittal plane.

on one side of the seat of the lower limb rehabilitation robot, and
its length direction is required to be parallel to the seat surface,
which is the zero reference of the thigh movement angle. When
placing the RGB-D camera, it should face the sagittal plane of the
patient, and all markers should be within the capture range of the
camera during the movement of the limb of the patient.

Acquisition of Image Information
When measuring the joint range of motion of the patient, the
rehabilitation physician drags the leg of the patient in a specific
form, then the pictures are collected as shown in Figure 5. This
section will describe the measurement method of a volunteer.
When measuring the hip joint range of motion in the sagittal
plane, the rehabilitation physician shall drag the thigh of the
patient to move in the sagittal plane, and set no limit on the state
of the calf. The rehabilitation physician needs to drag the hip joint
of the patient to his maximum and minimum movement limited
angle in a sitting position. When measuring the knee joint range
of motion in the sagittal plane, the hip joint should be kept still.
The rehabilitation physician drags the foot of the patient to drive
the calf to move in the sagittal plane. The RGB image collected
is shown in Figure 6. When determining the hip joint range of
motion in the coronary plane, the knee joint of the patient is bent
at a comfortable angle. Then, the leg of the patient is dragged to
rotate the hip in the coronal plane. The RGB image is shown in
Figure 7. It should be noted that in the process of dragging, the
marker should not be blocked, so as not to affect the camera’s
acquisition of image information.

Marker Extraction Based on Threshold Segmentation
After the completion of the image acquisition, the motion
information of the patient is contained in the markers of each
frame of the image. The task at this time is converted to
the extraction of markers from the color images. Because the
color of the designed marker is obviously different from the
background color, the information will be used as the basis of
marker extraction.

The rehabilitation training is carried out indoors, and the light
is more uniform, and the information of the designed markers
will be known, so the color of the markers in RGB space can
be obtained in advance and the reference value (R1,G1,B1) can
be set. By obtaining the RGB values (Ri,Gi,Bi) of each pixel
in the processed image, the distance L between the pixel and
the reference value can be obtained. Comparing L with the set
threshold T, the pixel whose distance value is less than the set
threshold T is set to (255, 255, 255), otherwise, it is set to (0, 0, 0),
which can be expressed as follows:

(R,G,B) =

{

(0, 0, 0) L ≤ T
(255, 255, 255) L ≤ T

(7)

Then, the image is binarized, and the three channels image is
converted into a single channel. When the pixel value is (255,
255, 255), the single channel value is set to 255, and when the
pixel value is (0, 0, 0), it is set to 0. Then, the extraction task
of the markers is completed as shown in Figure 8. It shows
the binary image results of the measurement of the hip joint
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FIGURE 6 | Measurement of the knee joint range of motion in the sagittal plane.

FIGURE 7 | Measurement of the hip joint range of motion in the coronal plane.

range of motion in the sagittal plane, which is processed by
threshold segmentation.

Range of Motion Determination of Hip and
Knee Joint Based on Image Information
Establishment of the Coordinate System in the

Sagittal Plane
For the motion of the hip and knee joint in the sagittal plane, to
facilitate analysis, a coordinate system is created in the sagittal
plane, as shown in Figure 4. As the coordinates of the markers

are described in the camera coordinate system, it is necessary to
establish the transformation relationship between the coordinate
system and the camera coordinate system. The image data are
collected according to the motion mode of the measurement of
the range of motion of the knee joint in the way described in
section Acquisition of Image Information, and the coordinates
of the obtained markers on the calf in the camera coordinate
system are plane fitted. In the pixel coordinates of multiple
pixels, only one pixel is selected to participate in the analysis,
and the depth value of the point should be the median value of
the depth value of the group of pixels. The coordinates of the
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FIGURE 8 | Binary image processed by threshold segmentation.

required pixels in the pixel coordinate system, combined with
their depth values, are transformed into the camera coordinate
system for description, and the coordinate

(

xi, yi, zi
)

in the
camera coordinate system can be obtained, where the maximum
value of i is equal to k, which is the number of pixels.

Let the fitted plane equation be:

ax+ by+ cz + d = 0 (8)

The least square method is used to solve the related unknown
parameters, that is, to minimize the value f,

f = min(
k
6
i=1

(axi + byi + czi + d)2) (9)

where, a2 + b2 + c2 = 1, a > 0.
Taking the marker information of each frame image obtained

above in section Motion Information Abstraction of Lower
Limb Based on Machine Vision as the processing object, the
coordinates

(

xkij, ykij, zkij
)

,
(

xxij, yxij, zxij
)

, and
(

xlij, ylij, zlij
)

of the
pixel points of the thigh marker, the calf marker, and the marker
on the seat in the camera coordinate system can be obtained,
respectively. Where j represents the number of frames of the
picture, i represents the number of pixels of the marker described
at frame j. It should be noted that the value range of j in the
three groups of coordinates is the same, but the value range of i is
not the same. By projecting the above coordinates on the sagittal

plane, the camera coordinates
(

x′kij, y
′
kij, z

′
kij

)

,
(

x′xij, y
′
xij, z

′
xij

)

,

and
(

x′lij, y
′
lij, z

′
lij

)

can be obtained.

As the relative position of the seat and the camera does not
change during the measurement of joint range of motion, the
markers placed on the seat in a frame of the image are taken
for line fitting. The fitting space line L must pass through the
center of gravity

(

x̄, ȳ, z̄
)

of the marker. Let the direction vector
of the line be

(

l,m, n
)

. The least square method is used to fit the
following equation:

k
∑

i=1

(xi − x̄)2 +
(

yi − ȳ
)2

+ (zi − z̄)2 −
[

l (xi − x̄)

+ m
(

yi − ȳ
)

+ n (zi − z̄)
]2

(10)

The formula has a constraint:

{

l2 +m2 + n2 = 1
l > 0

(11)

The unit vectors (u, v,w) perpendicular to the straight line in
the plane can be obtained from the obtained direction vectors
(

l,m, n
)

and the fitted plane equation, where v is a non-negative
value. Take one point

(

xo, yo, zo
)

in the plane as the coordinate
origin, the direction of the unit vector

(

l,m, n
)

is the positive
direction of the x-axis, and the direction of the unit vector

(u, v,w) is the positive direction of the y-axis. The mathematical
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description of the z-axis is determined by the right-hand rule.
So far, the establishment of the coordinate system x-o-y-z is

completed. The coordinates
(

x′kij, y
′
kij, z

′
kij

)

,
(

x′xij, y
′
xij, z

′
xij

)

,

and
(

x′lij, y
′
lij, z

′
lij

)

in the camera coordinate system are

transformed into the coordinate system x-o-y-z, and the
coordinates are transformed into

(

x′′ki1, y
′′
ki1, 0

)

,
(

x′′xi1, y
′′
xi1, 0

)

,
and

(

x′′li1, y
′′
li1, 0

)

. Since the value z of each coordinate is 0, the
three-dimensional coordinate task has been transformed into a
two-dimensional task in the coordinate system x-o-y.

Determination of the Hip and Knee Joint Range of

Motion in the Sagittal Plane
The markers on the thigh and calf in each frame are all based
on the least square method. Take any marker on the thigh in an
image as an example to analyze. Let the fitted linear equation be:

0 = ax+ by+ c (12)

The least square method is used to solve the parameters a,
b, and c, that is, to minimize the value of the polynomial
k
6
i=1

(axki1 − byki1 + c)2, and there is a constraint a2+ b2 = 1. We

can get the coefficients ak of x and bk of y, that is, the direction
vector ek = (bk, ak) of the straight line is obtained. Similarly, the
direction vector ex = (bx, ax) and el = (bl, al) representing the
fitting line of the calf marker and seat marker, respectively, can
also be obtained. The parameters bk, bx, and bl are non-negative,
and the motion angle of the thigh is given as follows:

θk =

{

arccos ek·el
|ek||el|

(el × ek ≥ 0)

− arccos ek·el
|ek||el|

(el × ek < 0)
(13)

The motion angle of the calf is:

θx =

{

arccos ex·ek
|ex||ek|

(ek × ex ≥ 0)

− arccos ex·ek
|ex||ek|

(ek × ex < 0)
(14)

Using the same processing method, the angles of hip and knee
joints in the different frames can be obtained. Let the angle of
the hip joint in frame j be θkj and the angle of the knee joint in
frame j be θxj. Then, the maximum and minimum of the angle
θkj

(

1 ≤ j ≤ k
)

could be obtained, which will be defined as θkmax

and θkmin, respectively; the maximum andminimum of the angle
θxj

(

1 ≤ j ≤ k
)

could be also achieved, which will be defined as
θxmax and θxmin, respectively.

Determination of the Hip Joint Range of Motion in the

Coronal Plane
When measuring the patient’s hip joint range of motion in the
coronal plane, the plane of the thigh and calf of the patient is
parallel to the side of the chair at the start, that is, the angle of
the hip joint in the coronal plane is 0 degrees. According to the
above methods, the images are collected and processed, and the
markers on the thigh and calf of each frame are fitted in the way
of formula (11), and the normal vectors ej = (aj, bj, cj) of each

plane are obtained, where j is the number of frames of the image.
The motion angle of the hip joint in the coronal plane is:

θj = arccos

∣

∣ej · e1
∣

∣

∣

∣ej
∣

∣ · |e1|
(15)

Let the angle of the hip joint in the coronal plane of frame j be
θkgj, the maximum and minimum values of θkgj

(

1 ≤ j ≤ k
)

can
be obtained, which can be set as θkgmax and θkgmin, respectively.

RESULTS

Precision Verification Experiment of the
Proposing Detection System
To verify the feasibility of the proposed method based on an
RGB-D camera for patients’ limb joint range of motion detection,
considering the frame rate, resolution, and accuracy of cameras,
the L515 camera, produced by Intel Company (CA, USA), is
selected. The resolution of the color image and depth image of
the camera can reach 1280∗720, and both the frame rates can
reach 30 fps. As the experiment needs to obtain the coordinate
information of the marker in three-dimensional space, the
accuracy of depth information will have a direct impact on the
accuracy of the detection system. The accuracy of the L515
camera is <5mm when the distance is at 1m, and <14mm at
9m. It is necessary to ensure that the camera can capture the
markers during the movement of the limb of the patient, and
the distance between the camera and the affected limb is 0.8–
1.5m. As the control group cannot be set accurately to prove
the correctness of the angle measured in the human lower limb
experiment, the mechanical leg that replaced the human lower
limb is adapted as shown in Figure 9.

The designed joint range of motion detection system needs to
realize the range of motion detection of the hip and knee joint in
the sagittal plane. The thigh and calf of the mechanical leg can
be regarded as two connecting rods, which are connected by the
rotating pairs, and the markers are set up on the thigh and calf,
respectively, on one side of themechanical leg. Themotion angles
of both the hip and knee in the sagittal plane are represented by
the angles between the lines fitted by the strips. Angle sensors
WT61C are set on the thigh and calf on the mechanical leg
for real-time angles acquisition, and the data from the angle
sensors are used as the control group. The dynamic measurement
accuracy of the angle sensor (WT61C) is 0.1 degrees, and the
output data will be the time and angle.

The red strips are used for the color of the markers as shown
in Figure 10. The angles between the line fitted by the marker
on the mechanical calf and the line fitted by the marker on the
mechanical thigh are analyzed and obtained. In order to verify
the repetitive accuracy of the designed joint range of motion
detection system in the sagittal plane, the calf is designed to
move back and forth many times while the thigh is still, and
the maximum and minimum values of the motion angle in each
back and forth movement are randomly determined. The specific
data are shown in Figure 11A. The corresponding peak values of
angles obtained by the above two methods in time are analyzed
here, and the analysis results are shown in Figure 11B.
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FIGURE 9 | The prototype of the robot with two mechanical legs. (A) The prototype of the robot; (B) The structure design of the mechanical leg.

FIGURE 10 | Setting up the experimental scene. (A) Experimental arrangement in the sagittal plane; (B) Experimental arrangement in the coronal plane.

The method of measuring the hip joint range of motion in
the coronal plane is essentially based on the plane fitting of two
line-markers with a certain angle. At first, the acquired fitting
plane is used as the measurement base plane; as the measurement
continues, the angle between the new fitting plane and the
measurement base plane is obtained again, that is, the solution
representing the hip joint range of motion in the coronal plane.
The designed joint range of motion detection system also uses

the mechanical leg mentioned above to verify the joint range
of motion in the coronal plane. The position arrangement of
the markers is shown in Figure 10B. In the experiment, the
knee axis of the mechanical leg is equivalent to the human
hip joint axis in the coronal plane. The calf of the mechanical
leg is equivalent to the human lower limb. The calf from the
mechanical leg is designed to move round and forth around the
rotation knee joint axis many times while the thigh is still, and
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FIGURE 11 | The results from the joint range of motion detection system for the joints in the sagittal plane. (A) The detection of motion angle in the sagittal plane; (B)

Error diagram between the control group and experiment group for comparison in the sagittal plane.

FIGURE 12 | The results from the joint range of motion detection system for the joints in the coronal plane. (A) The detection of motion angle in the coronal plane; (B)

Error diagram between the control group and experiment group for comparison in the coronal plane.

the data information of the angle sensors and the RGB-D camera
are collected synchronously. To prevent the detection error of
the maximum angle caused by the possible pulse interference,
the median value average filtering processing is carried out for
the obtained motion angles in the coronal plane, and the result
is shown in Figure 12A. The corresponding peak values of the
angles obtained by the above two methods in time are analyzed,
and the analysis results are shown in Figure 12B.

DISCUSSION

In the precision verification experiment of the proposing
detection system, the angle information obtained by the proposed
detection system is highly consistent with the angle information
obtained by the angle sensor (WT61C), which verifies the
correctness of the joint range of motion detection system in
the sagittal plane and the coronal plane. When measuring joint

range of motion in the sagittal plane, it is concerned with
the maximum and minimum values of the joint angles being
measured. Therefore, the corresponding peak values of angles
obtained by the proposed method and method through the angle
sensor (WT61C) in time are analyzed here, and the analysis
results are shown in Figure 11B. It shows the difference δ

between the angle at the peak obtained by the proposed detection
system and the angle sensor. It can be seen from Figure 11B that
the angle in the sagittal planemeasured by the proposed detection
system designed is relatively conservative, and the maximum
measurement error is not more than 2.2 degrees. It also shows
the difference δ in the coronal plane between the angle at the peak
obtained by the proposed detection system and the angle sensor.
It can be seen from Figure 12B that the maximum measurement
error between the angle measured by the proposed detection
system and the angle sensor is not more than 2.65 degrees.

To our knowledge, no studies have investigated the machine
version to achieve the multi-joints spatial motion evaluation of
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TABLE 1 | The mean differences through different detection methods.

Measurement method Abduction/◦ Flexion/◦ Extension/◦

MDCGK 0.33 −2.83 −0.10

MDDGK 1.1 −1.63 0.03

MDALC −0.56 −1.87 −0.88

human lower limbs. Most studies focus on the gait parameters
and their method of estimation using the OptiTrack and
Kinect system, such as step length, step duration, cadence, and
gait speed, whose messages are different from our study. The
reliability and validity analyses of Kinect V2 based measurement
system for shoulder motions has been researched in the literature
(Çubukçu et al., 2020). The mean differences of the clinical
goniometer from the Kinect V2 based measurement system
(MDCGK), the mean differences of the digital goniometer from
the Kinect V2 based measurement system (MDDGK), and
the mean differences of the angle sensor from the proposed
method based on the L515 camera (MDALC) are shown
in Table 1. Compared with the measurement effectiveness of
coronal abduction and adduction and sagittal flexion and
extension of the shoulder, the proposed lower limb spatial motion
measurement system based on the L515 camera also has good
relative effectiveness.

Compared with the other methods through the inertial
sensors, the proposed method is much easier to obtain the joint
range of motion. In terms of operation, it is more convenient
for rehabilitation physicians to operate. For the patients with
mobility difficulties, only setting marks on the human thigh
and calf will not make the patient have a big change in their
posture. This paper provides an important parameter basis for
the future lower limb rehabilitation robot to set the range
of motion of each joint limited in the safe workspace of
the patient.

CONCLUSION

This paper proposed a new detection system used for data
acquisition before the patients participating in rehabilitation
robot training, so as to ensure that the rehabilitation robot does
not over-extend any joint of the stroke patients. A mapping
between the camera coordinate system and pixel coordinate
system in the RGB-D camera image is studied, where the range
of motion of the hip and joint, knee joint in the sagittal plane,
and hip joint in the coronal plane are modeled via least-square
analysis. A scene-based experiment with the human in the
loop has been carried out, and the results substantiate the

effectiveness of the proposed method. However, considering the
complexity of human lower limb skeletal muscle, the regular
rigid body of rehabilitation mechanical leg was used as the test
object in this paper. Therefore, in practical clinical application,
especially for patients with dysfunctional limbs, there are still
high requirements for the pasting position and shape of the
makers. As the location of the makers, the uniformity of its own
shape, and the light intensity of the measurement progress will
also affect the measurement results. In future, we will further
study the subdivision directions, such as the uniformity of
makers, the light intensity of the camera, and the clinical trials.
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