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We measured the stopping of energetic protons in an isochorically-heated solid-density
Be plasma with an electron temperature of ∼32 eV, corresponding to moderately-coupled
[

(e2/a)/(kBTe +EF ) ∼ 0.3
]

and moderately-degenerate [kBTe/EF ∼ 2] ‘warm dense matter’

(WDM) conditions. We present the first high-accuracy measurements of charged-particle energy
loss through dense plasma, which shows an increased loss relative to cold matter, consistent with
a reduced mean ionization potential. The data agree with stopping models based on an ad-hoc

treatment of free and bound electrons, as well as the average-atom local-density approximation; this
work is the first test of these theories in WDM plasma.

PACS numbers: 52.25.Tx, 52.20.Hv, 71.10.Ca

Studying charged-particle stopping in dense plasmas is
relevant to fundamental plasma physics and to the po-
tential realization of laboratory-scale thermonuclear fu-
sion. Dense plasmas in the warm-dense-matter (WDM)
regime, approximately solid density and tens of eV tem-
perature, are of great interest as a probe of stopping-
power theories, with broader physics relevance to non-
equilibrium statistical mechanics[1], dense plasma trans-
port properties[2–4], and bound-free transitions in WDM
plasmas[5]. Accurate theory for bound-free transitions is
required to interpret data obtained with common laser-
plasma diagnostics including Thomson scattering[6] and
opacity-based areal density techniques[7].

In Inertial Confinement Fusion (ICF), spherical implo-
sion heats and compresses a small volume of fuel to, in
principle, spark a run-away thermonuclear burn wave[8–
10]. This burn wave propagates via fusion-produced en-
ergetic α particle self-heating. Understanding the trans-
port of these αs in plasmas at extreme conditions is re-
quired to accurately model ignition experiments at the
National Ignition Facility (NIF)[11], where significant α
self-heating has recently been achieved[12]. Charged-
particle transport in and heating of dense plasmas is also
highly relevant to alternative particle-beam-driven iner-
tial fusion designs such as heavy-ion fusion[13] and proton
fast ignition[14, 15].

The stopping of energetic charged particles has been
studied in cold (room-temperature) material for a
century[16]; there, the energetic particle loses energy
to bound electrons, for which theoretical models[17, 18]
are fit to a significant experimental database[19]. In
a plasma, an energetic particle simultaneously interacts
with a large number of particles via the Coulomb force,

over a volume with dimensions given by the screen-
ing length (Debye-Hückel or Thomas-Fermi). Typically
the stopping is treated as either a summation of two-
body (binary) collisions[20–22], or a dielectric (density)
response[22–25].
In this Letter, we report the first high-precision mea-

surement of charged-particle energy loss in a dense
moderately-degenerate and moderately-coupled plasma.
The results are compared to theories in common use by
simulation codes. For testing theory in this regime, these
results are a significant improvement on previous experi-
ments, which utilized simpler low-density non-degenerate
plasmas[26–31] or had significantly less precision[32].
The OMEGA laser facility[33] was used to create a

pulsed mono-energetic source of protons that probe a
subject plasma isochorically heated to WDM conditions.
Fig. 1 shows the experimental configuration. A shock-
driven ‘exploding pusher’ implosion[34] filled with D3He
fuel is used to produce the probing protons via the fusion
reaction

D + 3He →
4He + p (14.63 MeV). (1)

The implosion is driven by 20 of the OMEGA laser beams
at 3ω (351nm), delivering 10kJ of energy in a 1ns dura-
tion square pulse. These protons, produced over a ∼

100ps burst, then traverse the x-ray isochorically-heated
subject plasma. The subject target consists of a plastic
(CH) tube coated with 1 − 2 µm of Ag, with an inner
diameter of 870µm, a wall thickness of 24 µm, and 800
µm in length. A cylindrical Be plug is inserted into the
tube, with total ρL = 94.2 ± 0.6 mg/cm2, which serves
as the subject material for the experiment[35]. 30 of the
OMEGA beams are incident upon the outer surface of the
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FIG. 1. Experimental geometry. A thin-glass exploding-
pusher proton source (left) imploded by 20 laser beams cre-
ates energetic D3He protons used to probe a subject plasma,
which is created by isochorically heating a solid Be plug with
x rays (right). These x rays are created by the 30 laser beams
irradiating the Ag-coated CH tube.

tube, arranged in 3 rings positioned along the axis of the
cylinder. The lasers are defocused to create ∼ 100 µm
diameter illumination spots on the cylinder. The total
drive energy on the subject target was 15kJ, delivered
in a 1ns square pulse. The resulting intensity in each
spot is ∼ 1015 W/cm2. This laser intensity generates
Ag L-shell emission at 3-4keV in the corona surrounding
the cylindrical target, which volumetrically heats the Be
plug as the attenuation length in solid Be is 300 − 500
µm, comparable to the cylinder’s dimensions. The heat-
ing occurs over 1ns, and the temperature is quiescent for
another ns after the drive turns off[36]. The implosion
proton source was timed so that the proton probing oc-
curs at 1.4 ns after the onset of the heating beams, at
which time electrostatic charging[29, 37] of the subject
target is negligible[38].
The x-ray isochoric-heating technique used in this work

has been used extensively at OMEGA for dense plasma
physics studies[36, 39–41]. The subject target used here
mimics the previous experiments[42]. This technique is
uniquely appropriate for stopping-power measurements.
Relative to other techniques such as shock compression
and proton isochoric heating, the x-ray isochoric heating
technique is advantageous in that it produces a large,
quiescent, and homogenous plasma.
The isochoric and homogenous nature of the heated

plasma comes from several effects. First, the sound speed

in solid-density Be is cs =
√

γZ̄kBTe/mi ≈ 4 ×

√

Z̄Te

µm/ns, where Te is the electron temperature in eV, Z̄ is
the ionization state, and γ is the adiabatic index. The
sound speed for these conditions is of order tens of µm/ns;
since scale lengths are hundreds of µm and timescales are
of order of ns, significant hydrodynamic motion of the Be
cannot occur. Secondly, the laser interaction on the out-
side of the cylinder does not interact hydrodynamically

with the Be sample, since the inward-propagating shock
wave does not reach the inner material region probed by
the protons at the sampling time. This was verified with
radiation-hydrodynamics simulations.
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FIG. 2. Parameter space, showing contours of constant de-
generacy (θ, black) and coupling (Γe, magenta) as functions of
electron density and temperature. Previous experiments[26–
31] are shown in the blue points (blue shaded region for Ref.
31), and this work is shown by the red points. A typical range
for WDM (ne = 1022−1024 1/cm3, Te = 1−100 eV) is shown
by the green shaded box, while typical parameters for the ICF
hot spot (HS) and dense fuel (DF) are shown by green points.

Since the mass density is constant, the heated plasma
conditions are characterized by the electron temperature
(Te) and the ionization state of the Be (Z̄). These are
inferred from very similar experiments (Fig. 9 of Ref.
36). The electron temperature, which defines the ioniza-
tion state (or free-electron density), is set by the x-ray
heating. As the drive energy was the same as in previ-
ous experiments (15kJ/1ns), we assumed that the conver-
sion of laser energy to L-shell emission is comparable in
these experiments, corrected for attenuation in the plas-
tic tube used (12%) and a larger volume of Be (45%).
Using this information, the temperature is estimated to
be Te = 32 eV. The Te data in previous experiments had
an uncertainty of ±5.5eV; in the following analysis, this
is increased to ±15 eV to include any uncertainty in the
scaling. The ionization state using the Glenzer data is
then Z̄ = 2.46 ± 0.15, corresponding to a free-electron
density of ne = (2.91 ± 0.18) × 1023 1/cm3. Alterna-
tively, using Te = 32 ± 15eV and the Muze LDA model
gives Z̄ = 2.28+0.42

−0.27, consistent with the data.

This plasma can be understood by the dimensionless
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parameters for degeneracy (θ) and coupling (Γe),

θ ≡
kBTe

EF
, Γe ≡

e2

a(kBTe + EF )
. (2)

where θ is the ratio of the thermal to Fermi energy (EF ),
and Γe is the ratio of the electron inter-particle Coulomb
potential energy to average kinetic energy (kBTe + EF ),

where a = [3/(4πne)]
1/3

is the Wigner-Seitz radius. At
these conditions, θ ≈ 2 and Γe ≈ 0.3, indicating moder-
ate degeneracy and coupling. The parameter space for
the degeneracy and coupling versus electron density and
temperature is shown in Fig. 2, with this work and prior
experiments marked. We note that the Graziani et al.
(Ref 32) experiments are close to this work in parameter
space, but the uncertainty in their stopping-power data
is significantly larger, and they were unable to differen-
tiate any stopping models. In Ref. 32, the stopping-
power uncertainty reported was ∼ 24%. In this work,
the use of mono-energetic D3He protons, WRF proton
spectrometers[43, 44] with intrinsic energy uncertainty
∼ 40 keV[45], and a large subject plasma with ρL ∼ 100
mg/cm2 enable stopping-power measurements with pre-
cision of ∼ 1.5%. On each shot, several WRFs were
used: three WRFs measured the spectrum emitted from
the source, while one measures the downshifted protons
traversing the Be plasma. For the protons traversing the
Be plasma, the small WRF solid angle corresponds to
measuring protons traversing a ∼ 400 µm diameter cross-
section in the center of the Be plasma.
Shots were taken with both undriven (i.e. cold) and
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FIG. 3. Proton spectral data for a heated (warm) Be tar-
get (shot 72018, red) and an undriven (cold) Be target (shot
72026, blue). For each shot, the proton source spectrum
(black) is measured directly by 3 detectors.

TABLE I. Data summary: initial (Ei) and final (Ef ) energies,
and downshift (∆E) for each shot.

Shot Ei (MeV) Ef (MeV) ∆E (MeV)

72018 (Warm) 15.019 ± 0.020 12.167 ± 0.039 2.851 ± 0.044

72024 (Warm) 15.025 ± 0.029 12.043 ± 0.037 2.981 ± 0.047

72025 (Cold) 15.075 ± 0.018 12.355 ± 0.036 2.720 ± 0.040

72026 (Cold) 15.004 ± 0.017 12.296 ± 0.040 2.708 ± 0.044

heated (warm) Be targets. Data from each type of shot
are shown in Fig. 3. Three WRFs measured the source
spectrum; each is fit with a Gaussian to determine the
mean energy. The weighted mean of the three measure-
ments represents the initial proton energy, where the pri-
mary source of uncertainty is the WRF response and only
relative (random or statistical) uncertainties are retained.
Systematic calibration uncertainty is correlated between
the WRFs since they are calibrated against the same pro-
ton source[46]. The D3He proton spectra are Doppler-
broadened due to the plasma temperature and upshifted
slightly from their birth energy (Eq. 1) due to radial
electric fields around the exploding-pusher implosion[29].
The initial (Ei) and final (Ef ) proton energies are deter-
mined from a Gaussian fit; the downshift, or total energy
loss, is ∆E ≡ Ei−Ef . The measured quantities for each
shot are given in Table I. The data clearly show a larger
∆E in the plasma case than in the cold (undriven) case,
which means that the stopping power increases in the
WDM plasma.
For comparison, the energy loss can be obtained from

theory by integrating the stopping power over the path-
length traversed[47],

∆E = −

∫ L

0

dE

dx
dx, (3)

where dE/dx depends on the particle energy and plasma
conditions. A comparison of our data to several theo-
ries is shown in Fig. 4. The measurement uncertainty
is due to the proton spectroscopy uncertainties. In the
cold-matter theory calculations the primary uncertainty
is the areal density uncertainty and initial energy vari-
ations, while the plasma theory uncertainties are domi-
nated by the uncertainty in plasma conditions (ne, Te,
and Z̄ where applicable).
First, we compare our cold data to the well-established

SRIM[19] and ICRU[48] stopping powers, derived from
fits to prior data, which show good agreement given our
measurement uncertainty and an expected ∼ 1% uncer-
tainty in the SRIM/ICRU databases (not included in Fig.
4 error bars).
The warm data (shots 72018 and 72024) show a clear

enhancement in stopping power (downshift) relative to
the cold material. dE/dx is enhanced by the long-range
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FIG. 4. Downshift (∆E) for cold (a) and warm (b) shots com-
pared to theory. The solid points are data (denoted by shot
number), and theories are hollow points. The uncertainties
in theoretical calculations are due to uncertainties in ρL and
plasma conditions.

nature of stopping on the plasma (free) electrons rela-
tive to the atomic (bound) electrons. There are three
common theoretical techniques for treating the partially-
ionized material in the warm subject plasma: either
an ad-hoc combination of independent bound- and free-
electron components[49, 50], or using an inhomogeneous
WDM theory such as the average-atom local-density ap-
proximation (AA-LDA) model[51, 52], or with a Bethe-
style effective ionization potential.
In the first case, the partially-ionized plasma is ap-

proximated by treating free and bound electrons entirely
separately; we use Zimmerman’s model[50] for the bound
electrons, where a Bethe-Bloch style Coulomb logarithm
term is used with an mean ionization potential. For the
free electrons, any plasma stopping model which prop-
erly reduces to the quantum RPA limit at high particle
velocity can be used, such as the Maynard-Deutsch[25] or
Brown-Preston-Singleton[53] which give nearly identical
results. This ad hoc bound+free model is shown in Fig. 4
as ‘B+F’. In this regime, the approximation agrees with
the experimental results. The uncertainty in the theoret-
ical value results from the experimental uncertainties in
Te and Z̄.
Secondly, the partially-ionized material can be treated

with the AA-LDA model[54], which allows for a self-
consistent first-principles treatment of the inhomoge-
neous electron distribution around an ion (‘local’). The
inhomogeneities in the electron distribution are, in
essence, the system’s partial ionization. The AA-LDA
stopping-power result is shown in Fig. 4, also showing
agreement with the experimental data. The uncertainty
in the calculated downshift results from the experimental
uncertainty in Te.

Finally, we compare to a ‘classical ideal plasma’ (CIP)
in Fig. 4b, which is calculated using a non-degenerate
BPS stopping power with an assumed fully-ionized ho-

mogenous plasma, i.e. neglecting the partial ionization of
this system. This model clearly disagrees with the data,
demonstrating the importance of the partial ionization
for stopping in this regime.
In calculating the total stopping power, the electron

temperature and degeneracy have little direct effect (≪
1%). This is because the D3He proton velocity is very
high relative to the plasma electron thermal velocity,
so this experiment is in the high-energy Bethe stopping
limit. However, the heating affects the ionization state
and thus the stopping power. The data thus serve as a
sensitive probe of the relative importance of bound-free
and free-free collisions in each case (cold vs warm), as the
electron ‘configuration’ causes the increased stopping in
the WDM plasma through an increase in the average en-
ergy transferred to a plasma electron during a collision.
This can be modeled using a Bethe-style stopping-power
equation,

dE

dx
= −

4πZ2
t e

4

mev2t
ne ln

[

2mev
2
t

Ī

]

, (4)

where physically, in the Coulomb logarithm, 2mev
2
t rep-

resents the maximum energy transfer to an electron (a
head-on collision), and Ī is the ‘mean ionization poten-
tial’ representing the minimum energy transfer, which is
sensitive to the electron configuration (bound vs free).
This is a simple form of the Coulomb logarithm, neglect-
ing quantum diffraction, dynamical screening, and strong
collisions[55, 56], but this form can be used to further
understand the experimental data. We fit the downshift
data using the known target areal density and Eq. 4 to
infer Ī. The best-fit values are shown in Fig. 5. The
data clearly show a higher Ī in the cold case than in
the warm, which corresponds to the observed increase in
stopping power (Fig. 4). The inferred values of Ī show
good agreement with the Andersen-Ziegler value[57] in
the cold-matter stopping case. The ideal high-energy-
projectile plasma limit, Ī = h̄ωpe, represents a lower
bound on Ī, shown by the shaded region in Fig. 5. As
expected, the WDM case falls between the cold-matter
and ideal-plasma limits.
These measurements of the mean ionization potential

in a WDM plasma are a strong constraint on modeling
of atomic physics and transport phenomena[58], as Ī can
be straightforwardly calculated from any electronic struc-
ture model. Theoretical values of Ī are calculated in the
cold (Ī = 54.7 eV) and WDM (Ī = 45.7+3.1

−6.8 eV) cases
using a Kohn-Sham density-functional theory and shown
in Fig. 5. While this theory slightly underpredicts the
data and Andersen-Ziegler values in the cold-matter case,
it is in good agreement with the data in the WDM case.
Additional tests of such electronic structure models or
density functional theory predictions[59] are valuable as
these models are applicable to a wide range of transport
properties in dense plasmas, for example the phenom-
ena of ionization potential depression[60, 61], which is
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FIG. 5. Mean ionization potential (Ī) inferred from the
stopping-power data in the cold (a) and warm (b) cases com-
pared to the Andersen-Ziegler empirical fits (ĪAZ), the ideal
plasma case (h̄ωpe), and electronic structure theory.

the subject of intensive recent study[62, 63], is connected
to the mean ionization potential as studied in this work.
Other WDM collisional transport rates, such as resistiv-
ity and thermal conductivity, cannot be directly tested
using this technique, but can be separately calculated
using models like the AA-LDA in this work.
In conclusion, we report the first high-precision energy-

loss measurements for energetic D3He protons traversing
an isochorically-heated WDM Be plasma, which show an
enhanced stopping power relative to cold matter. By
using high-energy protons, the measurement is insensi-
tive to temperature and degeneracy effects, and we thus
probe the relative importance of the inhomogeneous elec-
tron distribution (bound states) on the stopping power.
The partially-ionized material may be treated by an ad-

hoc combination of independent bound and free compo-
nents, using the AA-LDA model, or by using a Bethe-
style mean ionization potential. The first two models
from previous theoretical work are found to be in good
agreement with our experimental results. We also use
the stopping data to infer Ī in this WDM plasma and
compare to results from density functional theory, show-
ing good agreement; this technique is an effective con-
straint on electronic structure models in WDM. In ad-
dition to the basic physics, accurate treatment of stop-
ping in partially-ionized material is particularly relevant
to heavy-ion fusion, proton fast ignition, and hot-spot
ignition with ablator materials mixed into the fuel.
Accurate theory of charged-particle stopping in dense,

degenerate, strongly-coupled and/or partially-ionized
plasmas is a fundamental challenge. We anticipate that
this technique will be a robust platform for further
stopping-power studies, such as probing at various elec-
tron degeneracies, plasma couplings, degrees of ioniza-
tion, and with other materials to further constrain mod-
eling of WDM plasma physics and stopping in partially-
ionized material. Finally, lower-energy particles such as

DD-p, DD-T, and D3He-α will be used to increase the
experimental sensitivity to temperature and degeneracy
effects.
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