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I. INTRODUCTION

Studies of the production of jets in associationwith aZ=γ�

boson, henceforth referred to as Z=γ� þ jets processes, are

central topics in hadron collider physics. Differential cross

sectionmeasurements provide stringent tests forperturbative

QCDpredictions [1]. In addition,Z=γ� þ jets production is a

background to many rare standard model (SM) processes,

such as Higgs-boson production, and searches for non-SM

physics. Dedicated measurements can help to improve the

theoretical modeling of Z=γ� þ jets production.

Differential cross sections have been previously mea-

sured in proton-antiproton collisions by the CDF [2] and

D0 [3] collaborations as functions of several variables,

including the jet transverse momentum, the jet rapidity, and

various angular observables. These measurements are in

qualitative agreement with predictions from perturbative

QCD at the next-to-leading order (NLO) expansion in the

strong-interaction coupling but are limited by the small

number of events with high multiplicity of jets. Recently,

measurements have also been published by the ATLAS [4]

and CMS [5] collaborations in proton-proton collisions at

the LHC, since the understanding of these SM processes is

essential in the search for non-SM physics at the LHC.

In this article, measurements of differential cross sections

for Z=γ� þ jets production are presented, using the full data

sample of proton-antiproton collisions collected with the

CDF II detector in run II of the Tevatron Collider, which

corresponds to 9.6 fb−1 of integrated luminosity. The results

include differential cross sections as functions of jet trans-

verse momentum, pT, and rapidity, y [6], extended for the

first time at CDF to the Z=γ�þ ≥ 3 jets final state, the total

cross section as a function of jet multiplicity up to four jets,

and several differential distributions for events with a Z=γ�

boson and at least one or two jets. Measurements are

compared to NLO [7,8] and approximate next-to-next-to-

leading order (NNLO) perturbative QCD predictions [9], to

NLO QCD predictions including NLO electroweak correc-

tions [10], and to distributions from various Monte Carlo

(MC) generators that use parton showers interfaced with

fixed-order calculations [11,12].

This paper is organized as follows. Section II contains a

brief description of the CDF II detector. The data sample

and the event selection are presented in Sec. III. The MC

samples used across the analysis are listed in Sec. IV. The

estimation of the background contributions is described in

Sec. V. The unfolding procedure is explained in Sec. VI.

The systematic uncertainties are addressed in Sec. VII. The

theoretical predictions are described in Sec. VIII. The

measured differential cross sections are shown and dis-

cussed in Sec. IX. Section X summarizes the results.

II. CDF II DETECTOR

The CDF II detector, described in detail in Ref. [13], is

composed of a tracking system embedded in a 1.4 T

magnetic field, surrounded by electromagnetic and had-

ronic calorimeters and muon spectrometers. The CDF

experiment uses a cylindrical coordinate system in which

the z axis lies along the proton beam direction, ϕ is the

azimuthal angle, and θ is the polar angle, which is often

expressed as pseudorapidity η ¼ − ln½tanðθ=2Þ�. The

tracking system includes a silicon microstrip detector

[14] covering a pseudorapidity range of jηj < 2, which

provides precise three-dimensional reconstruction of

charged-particle trajectories (tracks). The silicon detector

is surrounded by a 3.1 m long open-cell drift chamber [15],

which covers a pseudorapidity range jηj < 1, providing

efficient pattern recognition and accurate measurement of

the momentum of charged particles. The calorimeter

system is arranged in a projective-tower geometry and

measures energies of photons and electrons in the jηj < 3.6

range. The electromagnetic calorimeter [16,17] is a lead-

scintillator sampling calorimeter, which also contains

proportional chambers at a depth corresponding approx-

imately to the maximum intensity of electron showers. The

hadronic calorimeter [18] is an iron-scintillator sampling

calorimeter. The muon detectors [19], located outside the

calorimeters, consist of drift chambers and scintillation

counters covering a pseudorapidity range of jηj < 1.0.

Finally, the luminosity is computed from the rate of

inelastic pp̄ collisions determined by the Cherenkov

counters [20] located close to the beam pipe.

III. DATA SAMPLE AND EVENT SELECTION

The data sample consists of Z=γ� → eþe− and Z=γ� →
μþμ− þ jets candidate events, which were collected using a

three-level online event selection system (trigger) [21]

between February 2002 and September 2011. In the electron

channel, the trigger requires a central (jηj ≤ 1) electromag-

netic calorimeter cluster with ET ≥ 18 GeV matched to a

charged particle with pT ≥ 9 GeV=c. In the analysis,

Z=γ� → eþe− events are selected by requiring two central

electrons with ET ≥ 25 GeV each. The reconstructed invari-

ant mass of the dielectron system is required to be in the

range 66 ≤ Mee ≤ 116 GeV=c2. Details on the electron

identification requirements are given in Ref. [13]. In the

muon channel, the trigger requires a signal in the muon

detectors associated with a charged particle reconstructed in

the drift chamber with jηj ≤ 1 and pT ≥ 18 GeV=c. In the

analysis, Z=γ� → μþμ− events are selected by requiring two

reconstructed muons of opposite electric charge with jηj ≤ 1

and pT ≥ 25 GeV=c and reconstructed invariant mass in the

range 66 ≤ Mμμ ≤ 116 GeV=c2. Quality requirements are

applied to the tracks in order to reject misidentified muons,

and all the muon candidates are required to be associated

with an energy deposit in the calorimeter consistent with a

minimum ionizing particle. More details on the muon

reconstruction and identification can be found in Ref. [13].

In addition to a Z boson candidate, one or more jets with

pT ≥ 30 GeV=c and rapidity jyj ≤ 2.1 are required. Jets are
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reconstructed using the midpoint algorithm [22] in a cone

of radius R ¼ 0.7 [23]. Calorimeter towers are clustered if

the energy deposits correspond to a transverse energy larger

than 0.1 GeV [24] and used as seeds if larger than 1 GeV.

Towers associated with reconstructed electrons and muons

are excluded. A split-merge procedure is used, which

merges a pair of cones if the fraction of the softer cone’s

transverse momentum shared with the harder cone is above

a given threshold; otherwise the shared calorimeter towers

are assigned to the cone to which they are closer. The split-

merge threshold is set to 0.75. Jet 4-momenta are evaluated

by adding the 4-momenta of the towers according to the

E-scheme, pμ
jet ¼

P

pμ
towers, described in Ref. [25]. With

such a recombination scheme, jets are in general massive,

and in order to study the jet kinematic properties, the

variables pT and y are used, which account for the differ-

ence between E and p due to the jet mass. Since the jet

transverse momentum measured by the calorimeter, pT;cal,

is affected by instrumental effects, an average correction

[26] is applied to pT;cal. These effects, mainly due to the

noncompensating nature of the calorimeter and the pres-

ence of inactive material, are of the order of 30% for pT;cal

around 40 GeV=c and reduce to about 11% for high pT;cal

jets. A further correction is applied to account for the

energy contributions to jets from multiple pp̄ interactions,

but no modification is made to account for underlying-

event contributions or fragmentation effects. The require-

ment of pT ≥ 30 GeV=c is applied to the corrected jet

transverse momentum. Events are selected if the leptons are

separated from the selected jets by ΔRl−jet ≥ 0.7 [27].

IV. MONTE CARLO SIMULATION

Samples of Z=γ� → eþe− þ jets, Z=γ� → μþμ− þ jets,

and Z=γ� → τþτ− þ jets events are generated using ALPGEN

v2.14 [11] interfaced to PYTHIA 6.4.25 [28] for the parton

shower, with CTEQ5L parton distribution functions (PDFs)

[29] and using the set of tuning parameters denoted as Tune

Perugia 2011 [30]. The multi-leg matching (MLM) pro-

cedure [31] is applied to avoid double-counting of processes

between the matrix-element calculations and the parton-

shower algorithm of PYTHIA. In addition, samples of tt̄,
associated production of W and Z bosons ðWW;WZ; ZZÞ
and inclusive Z=γ� production are generated using PYTHIA

v6.2 with the same PDF set and Tune A [32]. All the samples

are passed through a full CDF II detector simulation based

on GEANT [33], where the GFLASH [34] package is used for

parametrization of the energy deposition in the calorimeters

and corrected to account for differences between data and

simulation in the trigger selection and lepton identification

efficiencies. The electron ET and the muon pT scale and

resolution are corrected to match the dilepton invariant mass

distributions Mll observed in the data in the region

84 ≤ Mll ≤ 98 GeV=c2. Simulated Z=γ� þ jets samples

are also reweighted with respect to the number of multiple

pp̄ interactions in the same bunch crossing so as to have the

same instantaneous luminosity profile of the data. The MC

samples are used to determine background contributions and

derive the unfolding correction factors described in Sec. VI.

V. BACKGROUND CONTRIBUTIONS

The selected sample of Z=γ� þ jets data events is

expected to include events from various background

processes. The largest background contributions come from

pair production ofW and Z bosons,WW,WZ, ZZ, and top-
antitop quarks, tt̄; a smaller contribution comes from

Z=γ� → τþτ− þ jets events. Inclusive jets and W þ jets

events contribute to the background if one or more jets are

misidentified as electrons or muons. Various strategies are

used to estimate the background contributions. In the

Z=γ� → eþe− channel, a data-driven method is used to

estimate the inclusive jets and W þ jets background con-

tribution. First, the probability for a jet to pass the electron

selection requirements is evaluated using an inclusive-jet

data sample. This is denoted as fake rate and is para-

metrized as a function of the jet transverse energy. The fake

rate is applied to jets from a sample of events with one

reconstructed electron: for each event, all the possible

electron-jet combinations are considered as Z=γ� candi-

dates, the jet transverse energy is corrected to match on

average the corresponding electron energy, and all the

electron-jet pairs that fulfill the selection requirements are

weighted with the corresponding fake rate associated with

the jet and used to estimate the background rate for each

observed distribution.

In the muon channel, the W þ jets and inclusive jets

processes constitute a source of background if a track inside

a jet is identified as a muon. To estimate this background

contribution, events containing muon pairs are reconstructed

following the analysis selection but requiring the charge of

the two muons to have the same electric charge.

The other background contributions, originating from tt̄,
associated production of W and Z bosons (WW, WZ, ZZ),
and Z=γ� → τþτ− þ jets, are estimated with simulated

samples. The tt̄ sample is normalized according to the

approximate NNLO cross section [35]; the WW, WZ and

ZZ samples are normalized according to the NLO cross

sections [36]; and the Z=γ� → τþτ− þ jets sample is

normalized according to the Z inclusive NNLO cross

section [13]. The total background varies from about 2%

to 6% depending on jet multiplicity as shown in Table I,

which reports the sample composition per jet-multiplicity

bin in the electron and muon channels.

Figure 1 shows the dilepton invariant mass distribution

for Z=γ�þ ≥ 1 jet events in the electron and muon decay

channels. The region outside the mass range used in the

analysis contains a larger fraction of background processes.

Table II shows the comparison between data and Z=γ� þ
jets signal plus background prediction for Z=γ�þ ≥ 1 jets

events in the low- and high-mass regions 40 ≤ Mll <
66 GeV=c2 and 116 < Mll ≤ 145 GeV=c2, respectively.
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The good agreement between data and expectation supports

the method used to estimate the sample composition.

VI. UNFOLDING

Measured cross sections need to be corrected for

detector effects in order to be compared to the theoretical

predictions. The comparison between data and predictions

is performed at the particle level, which refers to exper-

imental signatures reconstructed from quasistable (life-

time greater than 10 ps) and color-confined final-state

particles including hadronization and underlying-event

contributions but not the contribution of multiple pp̄

interactions in the same bunch crossing [37]. Detector-

level cross sections are calculated by subtracting the

estimated background from the observed events and

dividing by the integrated luminosity. Measured cross

sections are unfolded from detector level to particle level

with a bin-by-bin procedure. For each bin of a measured

observable α, the ALPGEN+PYTHIA Z=γ� → eþe− þ jets

and Z=γ� → μþμ− þ jets MC samples are used to

evaluate the unfolding factors, which are defined as

Uα ¼
dσMC

p

dα =
dσMC

d

dα , where σMC
p and σMC

d are the simulated

particle-level and detector-level cross sections, respec-

tively. Measured particle-level cross sections are evaluated

TABLE I. Estimated background contributions, background systematic uncertainties, and data yield for (a) Z=γ� → eþe−þ ≥ Njets

and (b) Z=γ� → μþμ−þ ≥ Njets channels, with the number of jets Njets ≥ 1, 2, 3, and 4.

Z=γ� → eþe− þ jets Estimated events

Backgrounds ≥ 1 jet ≥ 2 jets ≥ 3 jets ≥ 4 jets

QCD, W þ jets 25.9� 3.9 4.0� 0.6 0.6� 0.1 ≤ 0.1

WW, ZZ, ZW 119� 36 43� 13 4.2� 1.3 0.3� 0.1

tt̄ 45� 13 25.4� 7.6 2.9� 0.9 0.2� 0.1

Z=γ� → τþτ− þ jets 7.2� 2.2 0.5� 0.1 < 0.1 < 0.1

Total background 197� 38 73� 15 7.8� 1.5 0.7� 0.1

Data 12910 1451 137 13

Z=γ� → μþμ− þ jets Estimated events

Backgrounds ≥ 1 jet ≥ 2 jets ≥ 3 jets ≥ 4 jets

QCD, W þ jets 51� 51 18� 18 3� 3 1� 1

WW, ZZ, ZW 190� 57 69� 21 6.7� 2.0 0.5� 0.2

tt̄ 68� 21 38� 12 4.5� 1.3 0.5� 0.1

Z=γ� → τþτ− þ jets 9.4� 2.8 1.2� 0.3 ≤ 0.1 < 0.1

Total background 318� 79 126� 30 14.3� 3.8 2.0� 1.0

Data 19578 2247 196 13
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FIG. 1 (color online). Dilepton invariant mass distributions for events with at least one jet in the (a) Z=γ� → eþe− and

(b) Z=γ� → μþμ− channels. Observed number of events divided by the integrated luminosity (black dots) are compared to the MC

expectation (solid blue line), including signal and backgrounds contributions (filled histograms).
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as
dσp
dα ¼ dσd

dα · Uα, where σd is the detector-level measured

cross section. The simulated samples used for the unfolding

are validated by comparing measured and predicted cross

sections at detector level, where a good agreement is

observed in all the distributions. The unfolding factors

account for Z=γ� → lþl− reconstruction efficiency, particle

detection, and jet reconstruction in the calorimeter.

Unfolding factors are typically around 2.5 (1.7) in value

and vary between 2.3 (1.6) at low pT and 3 (2) at high pT for

the Z=γ� → eþe− (Z=γ� → μþμ−) channel. At particle level,
radiated photons are recombined with leptons following a

scheme similar to that used in Ref. [10]. A photon and a

lepton from Z=γ� → l
þ
l
− decays are recombined when

ΔRγ−l ≤ 0.1. If both charged leptons in the final state are

close to a photon, the photon is recombined with the lepton

with the smallest ΔRγ−l. Photons that are not recombined to

leptons are included in the list of particles for the jet

clustering. With such a definition, photons are clustered

into jets at the particle level, and Z=γ� þ γ production is

included in the definition of Z=γ� þ jets. The contribution of

the Z=γ� þ γ process to the Z=γ� þ jets cross section is at

the percent level and taken into account in the PYTHIA

simulation through photon initial- (ISR) and final-state

radiation (FSR).

Reconstruction of experimental signatures and kinematic

requirements applied at particle level establish the meas-

urement definition. Requirements applied at the detector

level are also applied to jets and leptons at the particle level

so as to reduce the uncertainty of the extrapolation of the

measured cross section. Jets are reconstructed at particle

level in the simulated sample with the midpoint algorithm

in a cone of radius R ¼ 0.7, the split-merge threshold set to

0.75, and using as seeds particles with pT ≥ 1 GeV=c. The
measured cross sections are defined in the kinematic region

66 ≤ Mll ≤ 116 GeV=c2, jηlj ≤ 1, pl

T ≥ 25 GeV=c (l ¼
e; μ), pjet

T ≥ 30 GeV=c, jyjetj ≤ 2.1, and ΔRl−jet ≥ 0.7.

VII. SYSTEMATIC UNCERTAINTIES

All significant sources of systematic uncertainties

are studied. The main systematic uncertainty of the

Z=γ� → l
þ
l
− þ jets measurement is due to the jet-

energy-scale correction. The jet-energy scale is varied

according to Ref. [26]. Three sources of systematic

uncertainty are considered: the absolute jet-energy scale,

multiple pp̄ interactions, and the η-dependent calorimeter

response. The absolute jet-energy scale uncertainty

depends on the response of the calorimeter to individual

particles and on the accuracy of the simulated model for the

particle multiplicity and pT spectrum inside a jet. This

uncertainty significantly affects observables involving

high-pT jets and high jet multiplicity. The jet-energy

uncertainty related to multiple pp̄ interactions arises from

inefficiency in the reconstruction of multiple interaction

vertices, and mainly affects jets with low pT and high

rapidity, and events with high jet multiplicity. The η-

dependent uncertainty accounts for residual discrepancies

between data and simulation after the calorimeter response

is corrected for the dependence on η.

Trigger efficiency and lepton identification uncertainties

are of the order of 1% and give small contributions to the

total uncertainty.

A 30% uncertainty is applied to the MC backgrounds

yield estimation, to account for missing higher-order

corrections on the cross section normalizations [2]. In

the Z=γ� → eþe− channel, a 15% uncertainty is assigned

to the data-driven QCD and W þ jets background yield

estimation, to account for the statistical and systematic

uncertainty of the fake-rate parametrization. In the Z=γ� →
μþμ− channel, a 100% uncertainty is applied to the

subtraction of QCD and W þ jets background, which

accounts for any difference between the observed same-

charge yield and the expected opposite-charge background

contribution. The impact of both sources to the uncertain-

ties of the measured cross sections is less than 2%. The

primary vertex acceptance is estimated by fitting the beam

luminosity as a function of z using minimum bias data, and

the uncertainty on the primary vertex acceptance is approx-

imately 1%. Finally, the luminosity estimation has an

uncertainty of 5.8% which is applied to the measurements

[38]. As examples, systematic uncertainties as functions

of inclusive-jet pT in the Z=γ� → eþe− channel and

TABLE II. Estimated background events and Z=γ� þ jets MC prediction compared to the data in the low- and high-mass regions

outside the mass range used in the analysis, for Z=γ� → eþe−þ ≥ 1 jet and Z=γ� → μþμ−þ ≥ 1 jet events. Invariant mass ranges are

given in GeV=c2. Background systematic uncertainties and statistical uncertainties of the Z=γ� þ jets MC prediction are shown.

Z=γ� → eþe−þ ≥ 1 jet Z=γ� → μþμ−þ ≥ 1 jet

Backgrounds 40 ≤ Mee < 66 116 < Mee ≤ 145 40 ≤ Mμμ < 66 116 < Mμμ ≤ 145

QCD, W þ jets 15.9� 2.4 2.9� 0.4 37� 37 8� 8

WW, ZZ, ZW 5.2� 1.6 3.2� 1.0 7.5� 2.3 4.6� 1.4

tt̄ 19.7� 5.9 15.6� 4.7 30.1� 9.0 22.4� 6.7

Z=γ� → τþτ− þ jets 10.9� 3.3 0.3� 0.1 17.5� 5.2 0.3� 0.1

Total background 51.7� 7.3 21.9� 4.8 92� 39 35� 11

Z=γ� þ jets (ALPGEN) 238.6� 6.5 196.7� 5.6 335.4� 7.2 289.0� 6.4

Total prediction 290.3� 9.8 218.6� 7.3 428� 39 324� 12

Data 312 226 486 334

MEASUREMENT OF DIFFERENTIAL PRODUCTION CROSS … PHYSICAL REVIEW D 91, 012002 (2015)

012002-7



inclusive-jet rapidity in the Z=γ� → μþμ− channel are

shown in Fig. 2, the corresponding systematic uncertainties

as functions of inclusive-jet pT in the Z=γ� → μþμ−

channel and inclusive-jet rapidity in the Z=γ� → eþe−

channel have similar trends.

VIII. THEORETICAL PREDICTIONS

Measured Z=γ� þ jets differential cross sections are

compared to several theoretical predictions such as NLO

perturbative QCD calculations evaluated with MCFM [7]

and BLACKHAT+SHERPA [8], approximate NNLO

LOOPSIM+MCFM predictions [9], perturbative NLO QCD

predictions including NLO electroweak corrections [10],

and to generators based on leading-order (LO) matrix-

element (ME) supplemented by parton showers (PS), like

ALPGEN+PYTHIA [11,28], and NLO generators interfaced to

PS as POWHEG+PYTHIA [12]. For the LOOPSIM+MCFM

predictions, the notation n̄pNqLO introduced in Ref. [9]

is used, which denotes an approximation to the NpþqLO

result in which the q lowest loop contributions are

evaluated exactly, whereas the p highest loop contributions

are evaluated with the LOOPSIM approximation; according

to such a notation, the approximate NNLO LOOPSIM+MCFM

predictions are denoted with n̄NLO. The MCFM predictions

at NLO are available for final states from Z=γ� production
in association with one or more, and two or more jets,

LOOPSIM+MCFM only for the Z=γ�þ ≥ 1 jet final state,

NLO BLACKHAT+SHERPA for jet multiplicity up to

Z=γ�þ ≥ 3 jets, and POWHEG+PYTHIA predictions are

available for all jet multiplicities but have NLO accuracy

only for Z=γ�þ ≥ 1 jet. The ALPGEN LO calculation is

available for jet multiplicities up to Z=γ� þ 6 jets, but, for

the current comparison, the calculation is restricted to up to

Z=γ�þ ≥ 4 jets. Electroweak corrections at NLO are

available for the Z=γ�þ ≥ 1 jet final state. Table III lists

the theoretical predictions which are compared to measured

cross sections.

The input parameters of the various predictions are chosen

to be homogeneous in order to emphasize the difference

between the theoretical models. The MSTW2008 [39]

PDF sets are used as the default choice in all the predictions.

The LO PDF set and one-loop order for the running of the

strong-interaction coupling constant αs are used for the
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FIG. 2 (color online). Relative systematic uncertainties as functions of (a) inclusive-jet pT in the Z=γ� → eþe− channel and

(b) inclusive-jet rapidity in the Z=γ� → μþμ− channel, for events with Z=γ�þ ≥ 1 jet.

TABLE III. Summary of the theoretical predictions compared to the measured cross sections. The order of the

expansion in the strong-interaction coupling (QCD order), the order of the expansion in the fine-structure constant

(EWorder), the matching to a parton shower, and the available jet multiplicities in Z=γ� þ jets production are shown

for each prediction.

Prediction QCD order EW order Parton shower Jets multiplicity

MCFM LO/NLO LO No Z=γ�þ ≥ 1 and 2 jets

BLACKHAT+SHERPA LO/NLO LO No Z=γ�þ ≥ 1, 2, and 3 jets

LOOPSIM+MCFM n̄NLO LO No Z=γ�þ ≥ 1 jet

NLO QCD⊗NLO EW NLO NLO No Z=γ�þ ≥ 1 jet

ALPGEN+PYTHIA LO LO Yes Z=γ�þ ≥ 1, 2, 3, and 4 jets

POWHEG+PYTHIA NLO LO Yes Z=γ�þ ≥ 1, 2, 3, and 4 jets
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LO MCFM and BLACKHAT+SHERPA predictions; the NLO

PDF set and two-loop order for the running of αs for

POWHEG, ALPGEN, NLO MCFM, and NLO BLACKHAT

predictions; and the NNLO PDF set and three-loop order

for the running of αs for the n̄NLO LOOPSIM prediction.

The contribution to the NLO MCFM prediction uncertainty

due to the PDF is estimated with the MSTW2008NLO

PDF set at the 68% confidence level (C.L.), by using the

Hessian method [40]. There are 20 eigenvectors and a pair

of uncertainty PDFs associated with each eigenvector. The

pair of PDFs corresponds to positive and negative

68% C.L. excursions along the eigenvector. The PDF

contribution to the prediction uncertainty is the quadrature

sum of prediction uncertainties from each uncertainty

PDF. The impact of different PDF sets is studied in MCFM,

ALPGEN, and POWHEG. The variation in the predictions

with CTEQ6.6 [41], NNPDF2.1 [42], CT10 [43], and

MRST2001 [44] PDF sets is of the same order of the

MSTW2008NLO uncertainty. The LHAPDF 5.8.6 library

[45] is used to access PDF sets, except in ALPGEN, where

PDF sets are provided within the MC program.

The nominal choice [46,47] for the functional form of

the renormalization and factorization scales is μ0 ¼
ĤT=2 ¼ 1

2
ðPjp

j
T þ plþ

T þ pl−

T Þ [48], where the index j

runs over the partons in the final state. An exception to this

default choice is the ALPGEN prediction, which uses

μ0 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

m2
Z þ

P

jp
j
T

q

; the difference with respect to μ0 ¼
ĤT=2 was found to be negligible [49]. The factorization

and renormalization scales are varied simultaneously

between half and twice the nominal value μ0, and the

corresponding variations in the cross sections are consid-

ered as an uncertainty of the prediction. This is the largest

uncertainty associated with the theoretical models, except

for the ALPGEN+PYTHIA prediction, where the largest

uncertainty is associated with the variation of the renorm-

alization scale using the Catani, Krauss, Kuhn, Webber

(CKKW) scale-setting procedure [50]. In the ALPGEN

prediction, the value of the QCD scale, ΛQCD, and the

running order of the strong-interaction coupling constant in

the CKKW scale-setting procedure, αCKKWs , are set to

ΛQCD ¼ 0.26 and one loop, respectively [51]. These set-

tings match the corresponding values of ΛQCD and the

running order of αs for ISR and FSR of the PYTHIA Tune

Perugia 2011. The variation of the CKKW renormalization

scale is introduced together with an opposite variation of

ΛQCD in the PYTHIA tune. Simultaneous variations of the

renormalization and factorization scales for the matrix-

element generation in ALPGEN were found to be smaller

than the variation of the CKKW scale [49]. The differences

with respect to the previously used Tune A and Tune DW

[52] are studied, with the αs-matched setup of Tune Perugia

2011 providing a better modeling of the shape and

normalization of the Z=γ� þ jets differential cross sections.

In the case of Tune A and Tune DW, the running of αCKKWs

in ALPGEN and ΛQCD in PYTHIA is determined by the PDF

set, which is CTEQ5L in both to avoid mismatch. The

POWHEG calculation is performed with the weighted events

option, and the Born suppression factor for the reweight is

set to 10 GeV=c, following Ref. [12]. Further studies on

the impact of different choices of the functional form of the

renormalization and factorization scales have been per-

formed in Ref. [49].

In the LO and NLO MCFM predictions, jets are clustered

with the native MCFM cone algorithm with R ¼ 0.7. This is

a seedless cone algorithm that follows the jet clustering

outlined in Ref. [25]. The split-merge threshold is set to

0.75, and the maximum ΔR separation Rsep for two partons
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FIG. 3 (color online). Parton-to-particle corrections as functions of (a) inclusive-jet pT and (b) inclusive-jet rapidity for Z=γ
�þ ≥ 1 jet

events. The relative contributions of QED radiation, hadronization, and the underlying event are shown.
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to be clustered in the same jet [53] is set to Rsep ¼ 1.3R [2].

For the LOOPSIM+MCFM prediction, the minimum jet pT for

the generation is set to 1 GeV=c, and the jet clustering is

performed with the fastjet [54] interface to the SISCone

[55] jet algorithm with cone radius R ¼ 0.7 and a split-

merge threshold of 0.75. The same parameters and setup for

the jet clustering are used in the BLACKHAT+SHERPA

calculation, and the predictions are provided by the

BLACKHAT authors.

A recently developedMC program allows the calculation

of both NLO electroweak and NLO QCD corrections to

the Z=γ�þ ≥ 1 jet cross sections [10]. In such a prediction,

the QCD and electroweak part of the NLO corrections

are combined with a factorization ansatz: NLO QCD

and electroweak corrections to the LO cross section are

evaluated independently and multiplied. Such a combined

prediction is referred to as NLO QCD⊗NLO EW. The

prediction is evaluated with the configuration described

in Ref. [10], except for the renormalization and factoriza-

tion scales, which are set to μ0 ¼ ĤT=2, and the predictions
are provided by the authors.

Fixed-order perturbative QCD predictions need to be

corrected for nonperturbative QCD effects in order to

compare them with the measured cross sections, including

the underlying event associated with multiparton inter-

actions, beam remnants, and hadronization. Another

important effect that is not accounted for in the perturba-

tive QCD predictions and needs to be evaluated is the

QED photon radiation from leptons and quarks. Both ISR

and FSR are considered, with the main effect coming from

FSR. The inclusion of QED radiation also corrects the

Z=γ� þ jets cross sections for the contribution of Z=γ� þ γ

production, which enters the definition of the Z=γ� þ jets

particle level used in this measurement. The nonpertur-

bative QCD effects and the QED radiation are estimated

with the MC simulation based on the αs-matched

Perugia 2011 configuration of ALPGEN+PYTHIA, where

PYTHIA handles the simulation of these effects. To

evaluate the corrections, parton-level and particle-level

ALPGEN+PYTHIA cross sections are defined: parton-level

cross sections are calculated with QED radiation, hadro-

nization, and multiparton interactions disabled in the

PYTHIA simulation, whereas these effects are simulated

for the particle-level cross sections. Kinematic require-

ments on leptons and jets and jet-clustering parameters for

the parton and particle levels are the same as those used

for the measured cross sections, and photons are recom-

bined to leptons in ΔR ¼ 0.1 if radiated photons are

present in the final state. The corrections are obtained by

jetsN≥
1 2 3 4

P
a

rt
ic

le
/P

a
rt

o
n

C

0.8

0.9

1

1.1

1.2

1.3

1.4

1.5

1.6

ALPGEN+PYTHIA Tune Perugia 2011

QED ISR-FSR correction

Hadronization correction

Underlying-event correction

Parton-to-particle correction

N jets inclusive ≥ + 
-
l+ l→* γZ/

FIG. 4 (color online). Parton-to-particle corrections as a func-

tion of jet multiplicity. The relative contributions of QED

radiation, hadronization, and the underlying event are shown.

  [GeV/c]jet

T
p

40 50 60 70 100 200 300

P
a

rt
ic

le
/P

a
rt

o
n

C

0.9

0.95

1

1.05

1.1

1.15

1.2

1.25 ALPGEN Tune A

ALPGEN Tune DW

ALPGEN Tune Perugia 2011

POWHEG Tune Perugia 2011

POWHEG Tune Z1

1 jet inclusive≥ + 
-
l+ l→* γZ/

(a)

|
jet

|y

0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2

P
a

rt
ic

le
/P

a
rt

o
n

C

0.9

0.95

1

1.05

1.1

1.15

1.2 ALPGEN Tune A

ALPGEN Tune DW

ALPGEN Tune Perugia 2011

POWHEG Tune Perugia 2011

POWHEG Tune Z1

1 jet inclusive≥ + 
-
l+ l→* γZ/

(b)

FIG. 5 (color online). Parton-to-particle corrections as functions of (a) inclusive-jet pT and (b) inclusive-jet rapidity for Z=γ
�þ ≥ 1 jet

events, with various choices of the PYTHIA tune and different matrix-element generators ALPGEN or POWHEG.

T. AALTONEN et al. PHYSICAL REVIEW D 91, 012002 (2015)

012002-10



evaluating the ratio of the particle-level cross sections over

the parton-level cross sections, bin by bin for the various

measured variables. Figure 3 shows the parton-to-particle

corrections as functions of inclusive-jet pT and inclusive-

jet rapidity for Z=γ�þ ≥ 1 jet events, with the contribu-

tions from QED ISR and FSR radiation, hadronization,

and the underlying event. The corrections have a moderate

dependence on jet multiplicity, as shown in Fig. 4.

Figure 5 shows the parton-to-particle corrections evalu-

ated with various tunes of the underlying-event and

hadronization model in PYTHIA, namely Tune A [32],

Tune DW [52], Tune Perugia 2011 [30], and Tune Z1 [56],

and with the ALPGEN+PYTHIA or POWHEG+PYTHIA simu-

lations. The corrections are generally below 10% and

independent of the PYTHIA MC tune and of the underlying

matrix-element generator.

The Z=γ� þ jets cross sections are measured using the

midpoint algorithm for the reconstruction of the jets in the

final state. The midpoint algorithm belongs to the class of

iterative cone algorithms. Though they present several

experimental advantages, iterative cone algorithms are

not infrared and collinear safe, which means that the

number of hard jets found by such jet algorithms is

sensitive to a collinear splitting or to the addition of a soft

emission. In particular the midpoint jet algorithm used in

this measurement is infrared unsafe, as divergences appear

in a fixed-order calculation for configurations with three

hard particles close in phase space plus a soft one, as

discussed in Refs. [55,57]. To compare the measured cross

sections with a fixed-order prediction, an infrared and

collinear safe jet algorithm that is as similar as possible to

the midpoint algorithm is used in the prediction. This is the

SISCone algorithm with the same split-merge threshold of

0.75 and the same jet radius R ¼ 0.7 of the midpoint

algorithm used for the measured cross sections. The addi-

tional uncertainty coming from the use of different jet

algorithms between data and theory is estimated by

comparing the particle-level cross sections for the two

jet algorithms. Figure 6 shows the cross section ratios of

midpoint and SISCone jet algorithms for inclusive-jet pT

and rapidity in the Z=γ�þ ≥ 1 jet final state. The difference

at parton level between SISCone and midpoint is between

2% and 3%. Larger differences between midpoint and

SISCone are observed if the underlying event is simulated;

however, they do not affect the comparison with fixed-order

predictions. Figure 7 shows the same comparison as a

function of jet multiplicity. The difference at parton level

between midpoint and SISCone is always below 3% and

generally uniform.
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FIG. 6 (color online). Ratio of differential cross sections evaluated with the midpoint and with the SISCone jet algorithms, as functions

of (a) inclusive-jet pT and (b) inclusive-jet rapidity in Z=γ�þ ≥ 1 jet events.
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IX. RESULTS

The differential cross sections of Z=γ� þ jets

production in pp̄ collisions are measured independently

in the Z=γ� → eþe− and Z=γ� → μþμ− decay channels

and combined using the best linear unbiased estimate

(BLUE) method [58]. The BLUE algorithm returns a

weighted average of the measurements taking into account

different types of uncertainty and their correlations.

Systematic uncertainties related to trigger efficiencies,

lepton reconstruction efficiencies, and QCD and W þ
jets background estimation are considered uncorrelated

between the two channels; all other contributions are

treated as fully correlated.

Inclusive Z=γ�þ ≥ Njets cross sections are measured for

number of jetsNjets ≥ 1, 2, 3, and 4, and various differential

cross sections are measured in the Z=γ�þ ≥ 1 jet, Z=γ�þ ≥

2 jets, and Z=γ�þ ≥ 3 jets final states. Table IV summarizes

the measured cross sections.

TABLE V. Inclusive Z=γ�þ ≥ N jets cross section as a function of jet multiplicity. Cross sections and uncertainties are expressed in fb.

σNjets
Statistical uncertainty Systematic uncertainty Luminosity uncertainty Parton-to-particle correction

Z=γ�þ ≥ 1 jet 3402 �22 þ215 − 208 �197 1.064

Z=γ�þ ≥ 2 jets 353 �7 þ38 − 37 �21 1.091

Z=γ�þ ≥ 3 jets 29.2 �1.8 þ4.6 − 4.7 �1.7 1.121

Z=γ�þ ≥ 4 jets 1.86 �0.45 þ0.66 − 0.48 �0.11 1.127

TABLE IV. Summary of measured cross sections for each Z=γ�þ ≥ Njets final state.

Final state Measured quantity (Fig.)

Z=γ�þ ≥ Njets Inclusive cross section for Njets ≥ 1, 2, 3, and 4 (8)

Z=γ�þ ≥ 1 jet Leading-jet pT (9), inclusive-jet pT (10, 11), inclusive-jet y (12, 13), pZ
T (14), ΔϕZ;jet (15), H

jet
T (16)

Z=γ�þ ≥ 2 jets Second leading-jet pT (17), inclusive-jet y (18), Mjj (19), dijet ΔR (20), dijet Δϕ (21), dijet Δy (22), θZ;jj (23)

Z=γ�þ ≥ 3 jets Third leading-jet pT (24a), inclusive-jet y (24b)
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A. Cross section for the production of a Z=γ� boson in

association with N or more jets

The Z=γ�þ ≥ Njets production cross sections are mea-

sured for Njets up to 4 and compared to LO and NLO

perturbative QCD BLACKHAT+SHERPA, LO-MEþ PS

ALPGEN+PYTHIA, and NLOþ PS POWHEG+PYTHIA predic-

tions. The Z=γ�þ ≥ 1 jet cross section is compared also to

the n̄NLO LOOPSIM+MCFM prediction. Figure 8 and

Table V show the inclusive cross section as a function

of jet multiplicity for Z=γ�þ ≥ 1, 2, 3 and 4 jets. The

measured cross section is in general good agreement with

all the predictions. The blue dashed bands show the

theoretical uncertainty associated with the variation of

the renormalization and factorization scales, except for

the ALPGEN+PYTHIA prediction, where the band shows the

uncertainty associated with the variation of the CKKW

renormalization scale. The ALPGEN+PYTHIA LO-MEþ PS

prediction provides a good model of the measured cross

sections but has large theoretical uncertainty at higher jet

multiplicities. The BLACKHAT+SHERPA NLO perturbative

QCD prediction shows a reduced scale dependence with

respect to the ALPGEN+PYTHIA LO-MEþ PS prediction.

The POWHEG+PYTHIA NLO+PS prediction has NLO accu-

racy only for Z=γ�þ ≥ 1 jet, but it can be compared to data

in all the measured jet multiplicities, where a general good

agreement is observed. The LOOPSIM+MCFM n̄NLO pre-

diction is currently available only for Z=γ�þ ≥ 1 jet, where

it shows a very good agreement with the measured cross

section and a reduced scale-variation uncertainty at the

level of 5%.

The Z=γ�þ ≥ 3 jets BLACKHAT+SHERPA NLO perturba-

tive QCD calculation appears to be approximately 30%

lower than data, with the difference covered by the scale-

variation uncertainty. Such a difference is not observed in

the comparison with LO-MEþ PS ALPGEN+PYTHIA and

NLOþ PS POWHEG+PYTHIA predictions, in agreement

with recent measurements using the anti-kt jet algorithm
[4], which do not show any difference with the NLO

predictions at high jet multiplicities. The reason for this

difference has been found to be related to the different ΔR
angular reach [57] between the SISCone and anti-kt
algorithms and how it is influenced by additional radiation

between two hard particles [49]. The difference between

data or LO-MEþ PS with respect to the NLO prediction in

the Z=γ�þ ≥ 3 jets final state is explained with the presence

of higher-order QCD radiation, which reduces the angular

reach of the SISCone algorithm and increases the cross

section in this particular configuration.
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FIG. 9 (color online). Differential cross section as a function of leading-jet pT for Z=γ�þ ≥ 1 jet events. The measured cross section

(black dots) is compared to the LOOPSIM+MCFM n̄NLO prediction (open circles). The black vertical bars show the statistical uncertainty,

and the yellow bands show the total systematic uncertainty, except for the 5.8% uncertainty on the luminosity. The lower and right panels

show the data-to-theory ratio with respect to other theoretical predictions, with the blue dashed bands showing the scale-variation

uncertainty of each prediction, which is associated with the variation of the renormalization and factorization scales μ or to the combined

variation of αCKKWs and ΛQCD.
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B. Cross section for the production of a Z=γ� boson in

association with one or more jets

Figures 9 and 10 show the leading-jet and inclusive-jet

cross sections differential in pT for Z=γ�þ ≥ 1 jet events.

Table VI shows the inclusive-jet cross sections differential

in pT for Z=γ�þ ≥ 1 jet events. All the theoretical

predictions are in reasonable agreement with the measured

cross sections. The NLO electroweak corrections give a 5%

negative contribution in the last Z=γ� and leading-jet pT

bin, due to the large Sudakov logarithms that appear in the

virtual part of the calculation [10]. The scale-variation

uncertainty is quite independent of the jet pT and of the

order of 4%–6% for the n̄NLO LOOPSIM prediction.

Figure 11 shows variations in the MCFM prediction with

different values of the strong-interaction coupling constant

at the Z boson mass, αsðMZÞ, factorization scale, PDF sets,

and choice of the functional form of the factorization and

renormalization scales.

TABLE VI. Differential cross section as a function of inclusive-jet pT for Z=γ�þ ≥ 1 jet events. Cross sections

and uncertainties are expressed in fb · ðGeV=cÞ−1.

Statistical Systematic Luminosity Parton-to-particle

pT ð GeV=cÞ dσ=dpT uncertainty uncertainty uncertainty correction

30–40 170.1 �1.5 þ12.9 − 12.9 �9.9 1.087

40–50 81.5 �1.0 þ5.2 − 4.8 �4.7 1.066

50–60 45.3 �0.8 þ3.0 − 2.9 �2.6 1.051

60–72 25.9 �0.6 þ1.7 − 1.6 �1.5 1.046

72–83 15.45 �0.45 þ0.88 − 0.82 �0.90 1.042

83–110 7.38 �0.20 þ0.52 − 0.49 �0.43 1.034

110–146 2.49 �0.10 þ0.19 − 0.16 �0.15 1.034

146–195 0.68 �0.05 þ0.06 − 0.06 �0.04 1.028

195–400 0.0466 �0.0057 þ0.0072 − 0.0059 �0.0027 0.997
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FIG. 10 (color online). Differential cross section as a function of inclusive-jet pT for Z=γ
�þ ≥ 1 jet events. The measured cross section

(black dots) is compared to the LOOPSIM+MCFM n̄NLO prediction (open circles). The black vertical bars show the statistical uncertainty,

and the yellow bands show the total systematic uncertainty, except for the 5.8% uncertainty on the luminosity. The lower and right panels
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�þ ≥ 1 jet events. The measured cross section

(black dots) is compared to the MCFM NLO prediction (open circles). The black vertical bars show the statistical uncertainty, and the

yellow bands show the total systematic uncertainty, except for the 5.8% uncertainty on the luminosity. The right panels show, from top to

bottom, the data-to-theory ratio including variations of αsðMZÞ (red dashed band) and the factorization scale (green dashed band);
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Figure 12 and Table VII show the inclusive-jet cross

sections differential in rapidity for Z=γ�þ ≥ 1 jet events.

All predictions correctly model this quantity. In the high-

rapidity region, the measured cross section is higher than

predictions; however, the difference is covered by the

uncertainty due to the contribution of multiple pp̄ inter-

action. The n̄NLO LOOPSIM+MCFM prediction has the

lowest scale-variation theoretical uncertainty, which is of

the order of 4%–6%, and the PDF uncertainty is between

2% and 4%. In the high-rapidity region, the ALPGEN

prediction is lower than other theoretical models; however,

the difference with data is covered by the large CKKW

renormalization scale-variation uncertainty of this predic-

tion. Figure 13 shows variations in the MCFM prediction

with different values of αsðMZÞ, factorization scale, PDF

sets, and choice of the functional form of the factorization

and renormalization scales.

Figure 14 shows the production cross section differential

in pTðZ=γ�Þ for the Z=γ�þ ≥ 1 jet final state. The pertur-

bative QCD fixed-order calculations MCFM and

LOOPSIM+MCFM fail in describing the region below the

30 GeV=c jet pT threshold, where multiple-jet emission

and nonperturbative QCD corrections are significant. The

low Z=γ� pT region is better described by the ALPGEN

+PYTHIA and POWHEG+PYTHIA predictions, which include

parton-shower radiation and in which the nonperturbative

QCD corrections are applied as part of the PYTHIA MC

event evolution. In the intermediate Z=γ� pT region, the

ratios of the data over the NLO MCFM, NLOþ PS

POWHEG+PYTHIA, and n̄NLO LOOPSIM+MCFM predictions

show a slightly concave shape, which is covered by the

scale-variation uncertainty. The NLO electroweak correc-

tions related to the large Sudakov logarithms are negative

and of the order of 5% in the last pT bin.

TABLE VII. Differential cross section as a function of inclusive-jet rapidity for Z=γ�þ ≥ 1 jet events. Cross sections and uncertainties

are expressed in fb.

Statistical Systematic Luminosity Parton-to-particle

jyjetj dσ=djyj uncertainty uncertainty uncertainty correction

0.0–0.3 2545 �34 þ150 − 144 �148 1.068

0.3–0.6 2393 �32 þ133 − 128 �139 1.072

0.6–0.9 2184 �32 þ127 − 127 �127 1.071

0.9–1.2 1870 �30 þ124 − 116 �108 1.070

1.2–1.5 1537 �25 þ108 − 107 �89 1.063

1.5–1.8 1162 �20 þ110 − 101 �67 1.056

1.8–2.1 845 �17 þ94 − 97 �49 1.050
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FIG. 13 (color online). Differential cross section as a function of inclusive-jet rapidity for Z=γ�þ ≥ 1 jet events. The measured cross

section (black dots) is compared to the MCFM NLO prediction (open circles). The black vertical bars show the statistical uncertainty, and

the yellow bands show the total systematic uncertainty, except for the 5.8% uncertainty on the luminosity. The right panels show, from

top to bottom, the data-to-theory ratio including variations of αsðMZÞ (red dashed band) and factorization scale (green dashed band);

various PDF sets and PDF uncertainty (red dashed band); and various choices of the functional form of the factorization and

renormalization scales and scale-variation uncertainty (blue dashed band).
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yellow bands show the total systematic uncertainty, except for the 5.8% uncertainty on the luminosity. The lower and right panels show

the data-to-theory ratio with respect to other theoretical predictions, with the blue dashed bands showing the scale-variation uncertainty

of each prediction, which is associated with the variation of the renormalization and factorization scales μ or to the combined variation of
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Figure 15 shows the differential cross section as a

function of the Z=γ�-leading jet Δϕ variable in Z=γ�þ ≥

1 jet events. The ALPGEN+PYTHIA prediction shows good

agreement with the measured cross section in the region

Δϕ ≥ π=2. In the region Δϕ < π=2, the ALPGEN+PYTHIA

prediction is lower than the data, with the difference

covered by the scale-variation uncertainty. The

POWHEG+PYTHIA prediction has very good agreement with
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the data over all of the Z=γ�-jetΔϕ spectrum and is affected

by smaller scale-variation uncertainty. The difference

between the ALPGEN+PYTHIA and POWHEG+PYTHIA pre-

dictions is comparable to the experimental systematic

uncertainty, which is dominated by the uncertainty from

the contribution of multiple pp̄ interactions. Hence, the

measured cross section cannot be used to distinguish

between the two models. The NLO MCFM prediction fails

to describe the region Δϕ < π=2 because it does not

include the Z=γ� þ 3 jets configuration, whereas n̄NLO

LOOPSIM+MCFM, which includes the Z=γ� þ 3 jets with

only LO accuracy, predicts a rate approximately two to

three times smaller than the rate observed in data in this

region.

Some Z=γ� þ jets observables have larger NLO-to-LO

K-factors, defined as the ratio of the NLO prediction over
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uncertainty, and the yellow bands show the total systematic uncertainty, except for the 5.8% uncertainty on the luminosity. The right

panels show the data-to-theory ratio with respect to ALPGEN+PYTHIA and BLACKHAT+SHERPA predictions, with the blue dashed bands
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FIG. 19 (color online). Differential cross section as a function of dijet massMjj for Z=γ
�þ ≥ 2 jets events. The measured cross section
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the LO prediction, and are expected to have significant

corrections at higher order than NLO [9]. The most

remarkable example is the Hjet
T , defined as Hjet

T ¼ P

pjet
T ,

in Z=γ�þ ≥ 1 jet events. Figure 16 shows the measured

cross section as a function ofHjet
T compared to the available

theoretical predictions. The NLO MCFM prediction fails to

describe the shape of the Hjet
T distribution; in particular it

underestimates the measured cross section in the high Hjet
T

region, where the NLO-to-LO K-factor is greater than

approximately 2 and a larger NLO scale-variation uncer-

tainty is observed. The LO-MEþ PS ALPGEN+PYTHIA

prediction is in good agreement with data but suffers for

the large LO scale uncertainty. The POWHEG+PYTHIA

prediction also is in good agreement with data but is still

affected by the larger NLO scale-variation uncertainty in

the high pT tail. The n̄NLO LOOPSIM+MCFM prediction

provides a good modeling of the data distribution and

shows a significantly reduced scale-variation uncertainty.
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FIG. 20 (color online). Differential cross section as a function of dijet ΔR for Z=γ�þ ≥ 2 jets events. The measured cross section

(black dots) is compared to the MCFM NLO prediction (open circles). The black vertical bars show the statistical uncertainty, and the

yellow bands show the total systematic uncertainty, except for the 5.8% uncertainty on the luminosity. The right panels show the data-to-

theory ratio with respect to ALPGEN+PYTHIA and MCFM predictions, with the blue dashed bands showing the scale-variation uncertainty

of each prediction, which is associated with the variation of the renormalization and factorization scales μ or to the combined variation of

αCKKWs and ΛQCD.
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FIG. 21 (color online). Differential cross section as a function of dijet Δϕ for Z=γ�þ ≥ 2 jets events. The measured cross section

(black dots) is compared to the MCFM NLO prediction (open circles). The black vertical bars show the statistical uncertainty, and the
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C. Cross section for the production of a Z=γ� boson in

association with two or more jets

Figures 17 to 23 show measured differential cross

sections in the Z=γ�þ ≥ 2 jets final state. Figures 17

and 18 show the measured cross section as a function of

the second leading-jet pT and inclusive-jet rapidity com-

pared to ALPGEN+PYTHIA and BLACKHAT+SHERPA predic-

tions. Measured distributions are in good agreement with

the theoretical predictions. Figure 19 shows the

measured cross section as a function of the dijet mass,

Mjj. The cross section in the first bin is overestimated by

the MCFM prediction, but correctly described by the

ALPGEN+PYTHIA prediction. In the Mjj region above

approximately 160 GeV=c2, the measured cross sections

are 10%–20% higher than both predictions. However, the

systematic uncertainty, mainly due to the jet-energy scale,
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dots) is compared to the MCFM NLO prediction (open circles). The black vertical bars show the statistical uncertainty, and the yellow

bands show the total systematic uncertainty, except for the 5.8% uncertainty on the luminosity. The right panels show the data-to-theory
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FIG. 23 (color online). Differential cross section as a function of the dihedral angle θZ;jj for Z=γ
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uncertainty, and the yellow bands show the total systematic uncertainty, except for the 5.8% uncertainty on the luminosity. The right

panels show the data-to-theory ratio with respect to ALPGEN+PYTHIA and MCFM predictions, with the blue dashed bands showing the

scale-variation uncertainty of each prediction, which is associated with the variation of the renormalization and factorization scales μ or

to the combined variation of αCKKWs and ΛQCD.
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is as large as the observed difference. Figure 20 shows the

measured cross section as a function of the dijet ΔR
compared to ALPGEN+PYTHIA and MCFM predictions.

Some differences between data and theory are observed

at high ΔR, where the measured cross section is approx-

imately 50% higher than the theoretical predictions. The

dijet Δϕ and Δy differential cross sections also are

measured, and the results are shown in Figs. 21 and 22.

The dijet Δϕ appears reasonably modeled by the ALPGEN

+PYTHIA and MCFM predictions, whereas the dijet Δy
shows a shape difference, which reaches 50% at

Δy ¼ 3–3.6, and is related to the observed difference

between data and theory at ΔR≳ 4. This region is affected

by large experimental uncertainties, mainly due to the

pileup subtraction, and large theoretical uncertainty.

Figure 23 shows the measured cross section as a function

of the dihedral angle θZ;jj between the Z=γ
�
→ l

þ
l
− decay

plane and the jet-jet plane [59].The measured cross section

is in good agreement with the ALPGEN+PYTHIA and MCFM

predictions.

D. Cross section for the production of a Z=γ� boson

in association with three or more jets

Figure 24 shows the differential cross sections as a

functions of third leading-jet pT and inclusive-jet rapidity

in events with a reconstructed Z=γ� → l
þ
l
− decay and at

least three jets. The NLO BLACKHAT+SHERPA prediction

is approximately 30% lower than the measured cross

sections for Z=γ�þ ≥ 3 jets events, but data and predictions

are still compatible within the approximately 25% scale-

variation uncertainty and the 15% systematic uncertainty,

dominated by the jet-energy scale. Apart from the differ-

ence in the normalization, the shape of the measured

differential cross sections is in good agreement with the

NLO BLACKHAT+SHERPA prediction.

X. SUMMARY AND CONCLUSIONS

The analysis of the full proton-antiproton collisions

sample collected with the CDF II detector in run II of

the Tevatron, corresponding to 9.6 fb−1 integrated lumi-

nosity, allows for precise measurements of Z=γ� þ jets

inclusive and differential cross sections, which constitute

an important legacy of the Tevatron physics program. The

cross sections are measured using the decay channels

Z=γ� → eþe− and Z=γ� → μþμ− in the kinematic region

pT
l ≥ 25 GeV=c, jηlj ≤ 1, 66 ≤ Mlþl− ≤ 116 GeV=c2,

pjet
T ≥ 30 GeV=c, jyjetj ≤ 2.1, and ΔRl−jet ≥ 0.7, with jets

reconstructed using the midpoint algorithm in a radius

R ¼ 0.7. The measured cross sections are unfolded to the

particle level and the decay channels combined. Results are

compared with the most recent theoretical predictions,
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FIG. 24 (color online). Differential cross section as a function of (a) third leading-jet pT and (b) inclusive-jet rapidity for Z=γ�þ ≥ 3

jets events. The measured cross section (black dots) is compared to the BLACKHAT+SHERPA NLO prediction (open circles). The black

vertical bars show the statistical uncertainty, and the yellow bands show the total systematic uncertainty, except for the 5.8% uncertainty

on the luminosity. The lower panels show the data-to-theory ratio, with the blue dashed bands showing the scale-variation uncertainty,

which is associated with the variation of the renormalization and factorization scales μ.
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which properly model the measured differential cross

sections in Z=γ�þ ≥ 1, 2, and 3 jets final states. The main

experimental uncertainty is related to the jet-energy scale,

whereas the largest uncertainty of the theoretical predictions

is generally associated with the variation of the renormal-

ization and factorization scales. Among perturbative QCD

predictions, LOOPSIM+MCFM shows the lowest scale-varia-

tion uncertainty and, therefore, gives the most accurate cross

section prediction for the Z=γ�þ ≥ 1 jet final state. The

MCFM and BLACKHAT+SHERPA fixed-order NLO predictions

are in reasonable agreement with the data in the Z=γ�þ ≥ 1,

2, and 3 jets final states. The ALPGEN+PYTHIA prediction

provides a good modeling of differential distributions for all

jets multiplicities. The POWHEG+PYTHIA prediction, due to

the NLO accuracy of the matrix elements and to the

inclusion of nonperturbative QCD effects, provides precise

modeling of Z=γ�þ ≥ 1 jet final states both in the low- and

high-pT kinematic regions. The effect of NLO electroweak

virtual corrections to the Z=γ� þ jet production is studied

and included in the comparison with the measured cross

sections: in the high pT kinematic region, corrections are of

the order of 5%, which is comparable with the accuracy of

predictions at higher order than NLO. The large theoretical

uncertainty associated with the variation of the renormaliza-

tion and factorization scales suggests that the inclusion of

higher-order QCD corrections, by means of exact or

approximate calculations, will improve the theoretical mod-

eling of Z=γ� þ jets processes.

The understanding of associated production of vector

bosons and jets is fundamental in searches for non-SM

physics, and the results presented in this paper support the

modeling of Z=γ� þ jets currently employed in Higgs-

boson measurements and searches for physics beyond the

standard model.
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