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Abstract

We report on the properties of the Z resonance from 62,500 Z decays into fermion
pairs collected with the ALEPH detector at LEP, the Large Electron-Positron storage
ring at CERN. We find My = (91.193 £ 0.016.xp, + 0.030L5p) GeV, Tz = (2497 £
31) MeV, of 4 = (41.86:£: 0.66) nb, and for the partial widths iy, = (489 + 24) MeV,
Tpaa = (1754 £ 27) MeV, I',. = (85.0 + 1.6) MeV, T',,, = (80.0 + 2.5) MeV, and
I'yr = (81.3 £ 2.5) MeV, all in good agreement with the Standard Model. Assuming
lepton universality and using a lepton sample without distinction of the final state we
measure I'yy = (84.3+1.3) MeV. The forward-backward asymmetry in leptonic decays
is used to determine the vector and axial-vector weak coupling constants of leptons,
g%(M2) = (0.12£ 0.12) x 1072 and g%(M2) = 0.2528 £ 0.0040. The number of light
neutrino species is N, = 2.91 + 0.13; the electroweak mixing angle is sin® 8w (MZ) =
0.2291 4 0.0040.
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1 Introduction

In the summer of 1989, with the beginning of the operation of the Large Electron
Positron storage ring (LEP) at CERN and of the SLC at SLAC, a large number of Z
particles became available for precise measurements of electroweak parameters[1,2]. The
most important result has been the accurate determination of the peak cross-section,
with the conclusion that the number of light neutrino species, N,, into which the Z
decays is three. In addition the measurement of the Z mass with a relative precision of
3 x 107" has fixed a fundamental constant of the electroweak theory.

The availability of higher luminosity makes possible tests of the Standard Model to
a higher level of accuracy than was previously possible in either neutrino scattering or
eTe” or pp collider experiments. Besides the total Z cross section and width, precise
measurernents of the leptonic Z decay widths can be uséd to test, with high sensitivity,
the predictions of the electroweak theory. Furthermore, the measured ratio
R = Taa / Te of the hadronic to leptonic partial width can be used in a less model-
dependent determination of N,

In this paper we present results on the Z resonance parameters from decays into
hadrons and charged lepton pairs, based on two data samples recorded in ALEPH in
1989 and up to the end of May 1990. An integrated Juminosity of 2.5 pb~! has been
obtained corresponding to 56,000 hadronic and 6,500 leptonic decays in an energy scan
around the Z resonance peak *. The two data sets, which are about equal in size, have
been analysed together. Event-selection procedures and systematic errors are discussed
in detail. In addition to more precise results on the Z mass, partial widths, total width,
and N, the leptonic decay asymmetries, which permit a direct determination of the
leptonic weak vector coupling, are also presented. -

2 The Detector

The ALEPH detector is described in detail in our technical publication [3]. Displays of
computer-reconstructed events from the four visible decay modes of the. Z into hadrons,
ete”, uTu~, and 777~ pairs are shown in Fig. 1. The detector components relevant for
the measurements presented in this paper are:
o The Inner Tracking Chamber (ITC), an 8-layer cylindrical drift chamber with sense
wires parallel to the beam axis from 13 c¢m to 29 ¢cm in radius. Particles with polar
angles from 14° to 166° traverse all 8 layers.

o The large cylindrical Time Projection Chamber (TPC), extending from an inner
radius of 31 cm to an outer radius of 180 cm over a length of 4.4 m. Up to 21 space
points are recorded for particles with polar angles from 37° to 143°. Requiring at
least 4 points, tracks are reconstructed down to 15°.

¢ The Electromagnetic Calorimeter {ECAL), a lead/wire-chamber sandwich covering
the polar angle range from 11° to 169°. The cathode readout is subdivided into
a total of 73,728 projective towers. Each tower of less than 1° x 1° solid angle

'Tn 1989 the LEP centre-of-mass energies were 88.278, 89.284, 90.282, 91.034, 91.283, 91.530, 92.280,
93.287, 94.278, and 95.036 GeV; in 1990 LEP has been operating at ~ 60 MeV lower.



Figure 1: Display of Z decays into hadrons, and ete™, u*u~ and 77~ pairs. The hits
in the ITC and TPC, the pulse-height histograms of the ECAL and HCAL, and the
digital pattern of HCAL tubes are shown.



is read out in three storeys of 4, 9 and 9 radiation lengths providing detailed
energy measurements in both azimuth and polar angles. The signals from the
45 wire planes of each module are also read out, allowing the measurement of
the longitudinal shower development in a module. The timing of the pulse-height
signals with respect to the beam crossing is recorded.

¢ The superconducting solenoid providing a magnetic field of 1.5 T.

¢ The Hadron Calorimeter (HCAL), consisting of 23 layers of streamer tubes intex-
leaved in the iron of the magnet return yoke, segmented in 4800 projective towers.
It covers a polar angle range from 6° to 174°. Digital signals from each of the
tubes are also read out. The modules are rotated in azimuth by ~ 2° with respect
to the electromagnetic calorimeter so that inactive zones do not align in the two
calorimeters. ' :

¢ The luminosity detectors, described in Section 4.

3 The Triggers

Full details about the ALEPH trigger system may be found elsewhere [3] but for the Z
decays two kinds of triggers are used :

* A total energy trigger derived from the ECAL by summing separately the signals
from the wire planes of the 12 modules in the barrel and the 12 modules in each
of the two end-caps. An cncfgy above 6.6 GeV in the barrel, 3.8 GeV in either
end-cap, or 1.5 GeV in both end-caps is required by this trigger.

¢ Two charged-particle triggers requiring a track candidate in the ITC in coincidence
with a wire signal from a group of ECAL or HCAL modules forming a trigger
segment. There are 12 segments in azimuth in the barrel and 6 segments in each
of the end-caps. Only the segments close in azimuth to the track are allowed in
the coincidence: three segments (90°) in the barrel and two segments (120°) in the
end-caps. A track candidate must have hits in at least five out of the eight ITC
layers, and the associated energy in an ECAL segment must exceed 1.3 GeV, or
the particle must penetrate the ECAL and at least 30 cm to 90 cm of iron in the
HCAL, depending on the polar angle. The ITC trigger is fully efficient for tracks
with transverse momenta above 1 GeV and angles with respect to the beam axis
of more than 15°,

The trigger efficiency depends on the characteristics of the selected event sample and
is determined in each case from the data using redundant trigger information. .

The basic trigger for hadronic events is the total ECAL energy trigger. Its per-
formance is monitored by the penetrating charged-particle trigger, which is entirely
independent, since it is based on the ITC and HCAL and covers more than 90% of the

events. One finds a trigger efficiency of (99.96 + 0.02)% for the total energy trigger for
hadronic events.

For the et e~ final state the total energy trigger is compared with the charged-particle
trigger requiring an energy deposit in the ECAL, which is far below the cuts used in
the event selection. No evidence of any inefficiency is observed.
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Figure 2: Display of a luminosity event; the energy deposits of the electron and positron
in the hit LCAL towers are shown.

For the other leptonic final states the charged-particle triggers are used. Since these
triggers are segmented in azimuth, the two leptons of a pair trigger independently.
Possible correlations due to insensitive regions between the calorimeter modules are
found to be negligible at the present level of statistical accuracy. Moreover, the bending
of the magnetic field prevents back-to-back high-momentum tracks both pointing to
insensitive regions between modules. The single-lepton trigger efficiency is measured
from the observed events and is used to calculate the overall efficiency for lepton pairs.
The trigger conditions are observed to be stable with the exception of the first three
months of data taking during which the performance of the HCAL was improving.

The triggers for luminosity events are described in the following section.

4 The Determination of Luminosity

4.1 The Luminosity Detector and Trigger

The luminosity monitor consists of a calorimeter (LCAL) and a small-angle tracking
device (SATR). During this first running period SATR was only used for verification of
the LCAL alignment and to optimize the beam conditions, since SATR is very sensitive
to synchrotron radiation and thus presents a valuable background monitor. The lumi-
nosity is determined from small-angle Bhabha events showering in the LCAL, which
consists of 38 layers of lead sheets and proportional-wire chambers. The design is opti-
mized to minimize the systematic error from the uncertainty of the positioning of the
sensitive elements. LCAL is read out in projective towers, 768 at either side of the
interaction point. A display of a typical event is shown in Fig. 2, and the tower layout
of one half of one module is shown in Fig. 3.

Each tower is read out in 3 storeys of 4.8, 10.6 and 9.25 radiation lengths in depth.



Figure 3: One half of one
module of the LCAL, show-
ing the tower structure and

. thefiducial region (outlined
in bold).
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There are in total 4 semicylindrical modules, two each at £262 cm from the nominal
centre of ALEPH, covering polar angles from 42 to 160 mrad. Within each module, the
mechanical precision in the relative position of the towers is 120 ym. The uncertainty
on the inner radius due to the relative positioning of the two modules is 140 pm. The
energy resolution at 45 GeV is about 3%, in agreement with test-beam measurements.
The tower-to-tower response is uniform within +2%, and the spatial resolution of the
shower position is 1.4 mm in the horizontal and vertical directions.

Three triggers, based on the analog sum of pulse heights in ‘the towers, are used in

the luminosity determination:

¢ A luminosity trigger, which requires a coincidence between the electron and the
positron sides with more than 20 GeV on one and 16 GeV on the other.

s A high-energy single-arm trigger, requiring more than 31 GeV on either side. This
trigger permits the efficiency determination of the luminosity trigger.

¢ T'wo prescaled single-arm triggers with one requiring more than 20 GeV and the
~other more than 16 GeV on eithet side. These enable the determination of the
- background due to random coincidences caused by off-momentum electrons and

pos1trons

The luminosity trigger efficiericy varies shghtly with time; on average it is 99.7%, but

it is always larger than 98%.
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4.2 The Fiducial Definition

To minimize the systematic uncertainty in the luminosity measurement, a fiducial region
is defined on just one calorimeter with the choice of the calorimeter alternating from
event to event. The centre of the shower produced by the electron or the positron is
required to be in the fiducial region. This fiducial region excludes towers at the inner
edges of the calorimeter (see Fig. 3) and an outer region, approximately for polar angles
larger than 110 mrad, where the calorimeter is shadowed by dense interior support
structures, e.g. support rings for the TPC and cabling for the ITC. The cut on the
outer region results in a loss of only ~ 15% of the luminosity events, but substantially
reduces the tails of the energy distributions which are otherwise difficult to simulate.

Events with showers that are well contained inside the fiducial boundary are kept. If
the tower with the largest energy, which is typically more than 60% of the total, occurs
next to, but on either side of the fiducial boundary, then the energies in the first two
storeys of this tower and its eight nearest neighbors are used to determine if the centroid
of the shower is inside or outside the region. In the case where the boundary is straight,
the fiducial condition is simply that the sum of the energies of the three towers just
inside the boundary be greater than the sum for the adjacent three towers just outside
the boundary. If the tower with the largest energy occurs next to a corner of the fiducial
boundary, then the condition is applied separately to both the horizontal and vertical
sets of the three adjacent towers. In this case the sum of the energies for the row or
column that is mostly inside the boundary is required to be greater than that for the
row and column that is outside. These cuts are applied only on the fiducial side and
there are no such requirements on the other side.

The requirement of fiducial side alternation from event to event, ensures that the
acceptance is independent, to first order, of transverse and longitudinal displacements of
the collision point, and of small angular changes of the beam direction. The consequent
corrections are negligible, for example, a horizontal beam shift of 3 rom would result in
a loss of less than 1 x 107* in the accepted number of luminosity events. The horizontal
and verti_gé’,lﬁfyertex distribution at the nominal beam'crossing, an example of which is
slown in-Fig:. 4, is measured with a precision of ~ 200 pgm for each LEP fill on the basis
of the shower positions on the two sides. The r.m.s. spread of 1.2 mm is consistent with
the LCAL point resolution of 1.4 mm, taking into account the effect of bremsstrahlung.

4.3 The Luminosity Event Selection

The Bhabha event selection is based on the energy deposited by the electron and by
the positron in the corresponding calorimeters. Neighbouring towers containing more
than 50 MeV are joined into clusters, giving the energy and position of the shower. The
energy on each side is required to be larger than 44% of the beam energy and, to reduce
beam-related background, the sum of the two energies must be larger than 60% of the
centre-of-mass energy. Figure Ha shows the correlation of the two energies together with
these cuts.

To further reduce the beam-related background, the difference in the azimuth, A¢,
between the et and e~ is required to be larger than 170°. Figure 6a shows the A¢

11
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Figure 4: Vertex position at beam crossing as reconstructed from Bhabha events. a)
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Figure 5: a) Shower energy in the luminosity calorimeter on the fiducial side plotted
against that in the non-fiducial side. The dotted line shows the event selection cuts. b)

The same but for events with A¢ > 170°.
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Table 1: Summary of systematic errors in the luminosity measurement. Values listed
are fractions of the luminosity.

Position of pad towers within a module and between two halves | 0.003
Energy resolution and cell-to-cell calibration 0.001
Energy scale 0.002
Beam parameters 0.001
Inadequacy of simulation 0.009
Statistics of simulation 0.004
Total experimental uncertainty ‘ 0.011
Uncertainty in theory 0.007

distribution, both for data and simulation, for events accepted by the other cuts after
correction for the beam position and magnetic deflection.

The reduction of the background by this A¢ cut is clearly seen in the energy correla-
tion plot of Fig. 5b; approximately 70,000 luminosity triggers are retained after the A¢
cut alone, with 88.4% passing also the energy cut. The A¢ distribution also permits
an estimate of the background due to random coincidences on the two sides resulting
from single, off-momentum particles. Studies using single-arm triggers to create fake
coincidence events show that the background events populate the 0° < A¢ < 20° and
160° < A¢ < 180° regions roughly equally and with like energy distributions. There-
fore, for coincidence triggers, the number of events in the region 0° < A¢ < 10° which
pass the energy cuts is an estimate of background in the signal region. The background
1s very small, at a level of ~ 0.4%, as can be seen in Fig. 6a and in the Bhabha energy
distribution in Fig. 6b. The inadequacy of the simulation, seen in Fig. 6b, at high en-
ergy does not affect the systematic error on the event selection. Finally, Fig. 6¢ shows
that the polar-angle distribution of accepted events on the fiducial side is in excellent
agreement with the simulation.

4.4 The Bhabha Cross Section and Systematic Error

The effective cross section is calculated using an event generator that includes first-order
radiative corrections [4] and a full simulation of the detector. The events are generated
at 91.0 GeV centre-of-mass energy with a Z mass of 91.0 GeV. The corresponding cross
section for our acceptance is found to be (26.59 £ 0.29.,p £ 0.20heory)nb [5]. For other
energies this cross section is multiplied by a factor of (91 GeV)?/s and corrected for
small (< 0.6%) electroweak interference effects [4]. The hadronic vacuum polarization
has been included [6]; for the small momentum transfers involved its uncertainty is of
the order of 107* and therefore negligible. The contribution from ete™ — v has been
estimated to be 5 x 107 of the Bhabha cross section for our acceptance and is therefore
negligible. Our estimate of various systematic errors is given in Table 1.
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The experimental error on the Bhabha cross section resuits from Monte Carlo statis-
tics and the effect of uncertainties in the simulation, calibration, and positioning of the
calorimeter.

The second error on the Bhabha cross section is an estimate of the uncertainty in
the radiative corrections [7]. Within our cuts the cross section is not very sensitive to
radiative corrections; the difference between lowest-order and first-order calculations is
+2.5%. The systematic error introduced by neglecting higher orders is expected to be
smaller than this difference; and an error of 0.7% is assumed. The total systematic error
attributed to the luminosity measurement is 1.3%. '

Table 2: Acceptance changes for different shower energy cuts. The data are background
subtracted. The cuts used in this analysis are Fy 2 > 0.44 By om and Ey + By > 0.6 Epcam.

Cut description Data | Simulation | Difference

(%) (%) (%)
Erz > 0.33E0eam , 1+ By > 0.604/s | +0.18 | +0.09 +0.09
Evrz > 0.55F0eam , By + E2 > 0.604/5 | —0.54 | —0.45 ~0.09
Ey2 > 0.44Eveam , BL + Ey > 0.55/5 | +0.10 | +0.05 +0.05
Er2 > 0.44Eyeam , By + E; > 0.654/3 | —0.15 |  —0.07 ~0.08
VE2 + E2/ Euear > 0.95 +0.05 | —0.03 +0.08

Several checks are made to confirm the systematic error of the luminosity measure-
ment: '

¢ The accuracy of the geometrical event selection is checked by using different accep-
tance criteria. In one such variation the selection is based on the energy deposited
in the second calorimetric storey and compared to that using the first storey. In
a sub-sample of data, 21,506 events are selected on the basis of the second storey
and 21,480 on the basis of the first. A second variant, based on the selection of the
tower with the highest energy in the shower, yielded 21,513 events. The same com-
parison made with a sample of Monte Carlo events gave 46,279 first storey events,
46,477 second storey events, and 46,406 highest energy tower events. The largest
discrepancy, 0.3%, is consistent with the 0.3% systematic error given in Table 1.

e Another selection has been made where the inner fiducial boundary is displaced
by one tower width to a larger radius. The number of accepted events was found
to be 0.7015 £ 0.0030 with respect to that obtained by the standard selection; the
Monte Carlo expectation is 0.7020. This indicates that the simulation of the tower
boundaries is adequate.

o The sensitivity to the energy cuts has been studied. Both the cuts on single-arm
energy as well as on the energy sum have been varied. In addition, a circular cut
in the correlation plot of the two LCAL energies (y/EZ + EZ > 0.95 Epeam) has
been applied. The results are given in Table 2. The number of accepted events
never changed by more than 0.5% in either data or simnulation. The discrepancies
between data and simulation are of the order of 0.1%.
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o Although the background is small, a second estimate of background using the single-
- arm prescaled triggers has been studied. These triggers are combined into artificial
double-arm events. The number of such combinations passing the selection cuts
with A¢ < 90° is normalized to the number of events in the region A¢ < 90° of the
actual coincidences. The estimate of background in the signal region is identical

~ with the one obtained by the standard method.

5 The Hadronic Z Decays

Events from hadronic Z decays are selected in two independent ways, leading to a
reduced systematic error for the average of the two methods. One selection is based on
charged tracks only, the other on calorimetric energy. Both methods have an efficiency
very close to unity, and the two data samples used in the analysis overlap to the extent

of 95%.

5.1 The Selection based on Charged Tracks

The selection based on charged tracks, using few cuts, requires at least 5 charged tracks
in the TPC. The sum of the energies of the tracks (assuming the pion mass) is required
to be larger than 10% of the centre-of-mass energy. The tracks must have a polar angle
above 18.2°, which ensures that at least 6 TPC pad rows are traversed, and must have
more than 4 reconstructed coordinates. The distance of closest approach of the tracks
to the origin must be less than 10 cm along the beam direction and 2 c¢m transverse to
it. After these cuts 56,336 events are retained.

Distributions in global event parameters, such as the charged multiplicity, the po-
lar angle of the sphericity axis and the charged energy are shown to be in excellent
agreement with simulation in Fig. 7. Individual track parameters are also in good
agreement (8] with hadronization models [9].

The selection efficiency for hadronic Z decays is calculated from the Monte Carlo
simulation to be (97.5 £+ 0.6}%. The error corresponds to the effect of a change of
the energy cut by 20% and the charged multiplicity cut by +£1. Uncertainties in the
hadronization models are reduced to a very small level by using the measured sphericity
dlstrlbutlon for the acceptance calculation.

The background from 77~ events is estimated to be 0. 18%, and is subtra.cted
Background from beam-gas 1ntcractlons is estimated from the number of events passing
all selection cuts except for the requlrement of the vertex position along the beam. It
is found to be negligible.

Below the cut of 0.10/s in the total charged energy, the background from two-
photon processes, ete™ -~ ee™+hadrons, is dominant (see Fig 7a). The background
in the accepted sample has been estimated by exploiting the different centre-of-mass
energy dependences of resonant and non-resonant contributions. Figure 8 shows the
correlation between the cross sections in the low-energy interval 0.104/3 to 0.15./5,
where a background from two photon processes is expected, and for ‘energies above
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Figure 8: Hadronic cross sec-
tions in the charged energy inter-
val (0.10,0.15) x /s as a func-
tion of those in the interval

(0.3,1.0) x /s at different cen-
tre-of-mass energies.
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0.31/s, where it is expected to be negligible. A straight-line fit yields a two-photon
background in the lower energy interval and this is extrapolated to the full acceptance
with a simulation of two-photon processes. This gives (20 £ 35) pb for the 1989 data
and (50 + 26) pb for 1990; these contributions have been subtracted from the cross
sections. The excess of data over Monte Carlo beween 0.1y/s and 0.15./5 (see Fig 7a)
is not fully explained by the fitted non-resonant cross section. The additional excess
(corresponding to about 0.1% of the peak cross section) ,howewer, appears to be non
resonant and is not subtracted.

5.2  The Calorime.'tri(’:' Selection

The other, independent, event selection uses calorimetric data to select hadronic Z
decays.The acceptance is slightly larger compared to the track based selection and data
collected when the TPC was not operational are recuperated. Events are required to
have ECAL energy measured with the wire readout of at least 7 GeV in the barrel or
1.5 GeV in each end-cap, as well as a combined ECAL and HCAL energy of at least
20% of the centre-of-mass energy. These requirements, as will be seen, reduce two-
photon event rates to a negligible level. A time window of £100 ns, measured on ECAL
signals, removes the bulk of cosmic-ray background.” After these cuts 75,430 events are
preselected of which 52,008 have 5 or more tracks and are accepted. The other 23,422

events with less than 5 tracks contain backgrounds which are removed by additional
cuts: - ‘

) Bh;é,b.ha events are re_nll‘(jv;:d'on-:thc basis of 1afge but local énérgy depositio,h n

the ECAL: the two most energetic ECAL clusters of the event are required to be
less than 35 and 25 GeV, respectively. Two particular angular regions, the area
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of overlap between barrel and end-cap, where energy resolution is degraded, and
the low-angle area, where part of the event may be lost due to ECAL geometrical
acceptance, need more care. For these regions, the additional requirement is made
that the summed energy of the two main ECAL clusters is less than 84% of the
total calorimetric energy. In total 12,536 Bhabha candidates are rejected. For a
sub-sample of the rejected events the angular distribution is shown in Fig. 9. It
compares well with the theoretical expectation for Bhabha events.

e 7Z— 777~ events are removed by their characteristic collimated back-to-back jet
structure. The calorimetrically measured thrust value must be less than 0.996 and
the minor value of the energy tensor must be larger than 0.03. After these cuts
the remaining 7-pair background, estimated with simulated dat_a, is small ( 0.5% )
and a correction is made to the cross section. In total 2,098 v*+7~ candidates are
rejected.

o Z— utp~ decays, which pass the total energy trigger threshold because they have
a radiative photon, are eliminated by rejecting events with exactly two tracks, each
with 4 or more associated hits in the outer 10 layers of the HCAL. This removes
121 events. The remaining u-pair background is neghgible.

» Remaining cosmic-ray background in time with the beam is removed in the follow-
ing way. Events with exactly one track are rejected unless this track does projects
to the vertex cylinder, which is 2 cm in radius and +£20 cm along the beam di-
rection. Events are also rejected if there are less than two ECAL clusters of more
than 3 GeV. These cuts remove 1181 events; 32 & 11 cosmic-ray events are cal-
culated to remain on the basis of the properties of the events outside the timing
window.

The final calorimetrically selected hadronic sample contains 59,494 events.

Events from two-photon processes are suppressed very efficiently by the preselection.
Possible remaining background has been estimated using the events with between 20
and 35 GeV of calorimetric energy, where the two-photon events would be concentrated.
The same method is used as for the track-based selection and at most 9 pb remain in
the sample.

The remaining Bhabha background can be studied in a similar way. As it is concen-
trated at small angles, an enriched sample was chosen as those events with less than 5
tracks and | cos 8] > 0.95 and compared with the full sample as a function of the beam
energy. Here, the background term consists not only of the non-resonant photon ex-
change, but also of the 7 exchange and the interference between them. An estimated
background of 9 pb has been removed in the cross section calculations.

The selection efficiency, calculated by Monte Carlo simulation, is (99.2 i 0.2)% for
hadronic decays. The total uncertainty in the detection efficiency, including that due
to the backgrounds discussed above, is estimated to be 0.6%. The excess of 4.4% in the
calorimetrically selected events with respect to the track selected. events is in part due
to the different acceptances for hadronic events (1 9%) and the rest due to data taken
when the TPC was not turned on. Detmled compamson of da.ta. with at least 5 tracks
finds agreement within 0.3%.
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Some event distributions are compared to the simulation in Fig. 10. Figure 10a
shows the distribution in the total calorimetric energy and Fig. 10b the distribution in
the angle of the calorimetrically determined thrust axis. Agreement between data and
simulation is good.

5.3 The Hadronic Cross Section

Table 3: Event numbers, integrated luminosities, and cross sections for Z — hadrons
as a function of centre-of-mass energy. The overall systematic exror of £1.4% is not
included. : :

Track selection Calorimeter selection Average
Vs L™ Npad " Ohad L™ Nhug Thed Thad
(GeV) (nb~1) (nb) (nb~1) (nb) (nb)
88.227 | 118.0£2.0 555  4.7740.22 { 118.0+2.0 556 4.72+0.22 | 4.7440.22
88.278 | 109.3£2.0 487  4.554+0.22 | 125.0£2.1 575  4.73+0.21 | 4.63+0.22
89.225 | 100.0x1.9 803 8.17+0.33 | 100.0£1.9 817 8.1940.33 | 8.18+0.33
89.284 | 63.7+1.5 573  9.2140.44 | 84.5+1.8 771 9.23+0.38 | 9.22+40.41
90.925 | 81.6+1.7 1492 18.684+0.63 | 81.5+1.7 1512 18.61+0.62 | 18.65+0.63
00.282 | 123.94-2.2 2396 19.79+0.53 | 126.242.2 2461 19.66+0.52 | 19.74+0.52
01.034 | 182.94£2.6 5271 29.51+0.59 | 207.94+2.8 . 6070 29.43x0.55 | 29.47x0.57
91.224 | 828.245.6 25202 31.1140.29 } 825.1+£5.6 25685 31.29+0.29 | 31.20+0.29
91.283 | 213.6+2.8 6350 30.44+0.56 | 224.3+2.9 6810 30.65%0.55 | 30.5520.55
01.530 | 175.44+2.0 5169 30.18+0.62 | 196.6+2.7 5780 29.61+0.57 | 29.89+0.60
92.221 | 49.5+1.4 1111 22.95+0.94 | 49.5+1.4 1138 '23.09i0.94_ 23.02+0.94
92.280 | 133.6+2.3 2800 21.45+0.56 | 137.1+2.3 2900 21.33+0.54 | 21.384+0.55
92.565 8.71£0.6 130 15.31+£1.72 8.840.6 138 15.8141.73 | 15.55+1.73
03.222 | 139.142.4 1695 12.4340.37 | 139.14+2.4 1724 12.3430.37 | 12.39+0.37
93.987 | 87.4+1.9 1141 13.37+£0.50 | 98.1+2.0 1283 13.21%0.46 | 13.29+0.48
94.219 | 54.7£1.5 443 - 8.24+0.45 | 54.7+1.5 447  8.1940.45 | 8.2240.45
04.278 | 76.4+1.8 623 8.34+0.39 | 81.5%1.8 669 8.32+0.38 | 8.33+0.38
05.036 | 16.4+0.8 95 © 5.93+0.69 | 27.4+1.1 158  5.93+0.53 | 5.93+0.61

Data have been obtained in a scan around the Z resonance peak. The number of
hadronic Z decays, the luminosity, and the hadronic cross sections are given in Table 3
for ihe two event-selection methods. o

Although the calorimetric selection uses tra.ck countmg to some extent for background
rejection, it is largely independent of the efficiency of the TPC. The dominant sources of
systematic error, the geometrical acceptance for the track selection and the background
rejection for the calorimetric selection, are thus independent and the systematic error
on the average of the two cross section is reduced.

The systematic errors, not included in Table 3, are 1.3% for the luminosity measure-
ment, 0.6% for each hadronic Z selection, and 0.4% for the arithmetic mean of the two
selections.

21



Adding these errors in quadrature, the overall systematic error for the combined
hadron cross section is 1.4%. In the following analysis, the mean cross sections of the
two event selections, as given in Table 3, are used.

6 The Leptonic Z Decays

The analysis of the leptonic decays of the Z is performed in two different ways. The
first method uses the particle-identification capabilities of ALEPH to isolate separate
samples of ete™, u*u~, and 7t~ pairs. In the second, the charged leptonic decays
are selected using only the tracking information, and thus all three types of leptons
are included without any attempt to distinguish between them. This method is not
affected by the systematic errors due to final-state identification and, assuming lepton
universality, the leptonic cross section can be measured with smaller systematic error.

In order to extract the forward-backward asymmetry, Apg, the angular distribution
at each centre-of-mass energy is fitted by the function

=C (1 4 cos® 8" + gAFB cos 6") - F(cos §%) (1)

using a maximum likelihood method. Here € is a normalization constant and F(cos 8%),
relevant only for the Bhabha channel, describes the effect of the t-channel exchange.
The centre-of-mass scattering angle between the incoming e~ and the outgoing fermion,
8%, is defined as:

cos §* = cos —;—(91 +7—6,)/ COS%(Q% —~ 7 + 6,), (2)

where #; and 6, are the polar angles of the vector sum of the track momenta in each
hemisphere (described below) corresponding respectively to the outgoing fermion and
anti-fermion. This variable preserves the true angular distribution in the ete™ centre-
of-mass when hard collinear radiation takes place from the initial state.

The observed ete™ — ete™ cross section has contributions from the s-channel, the
t-channel, and the interference between them. The correction for the t-channel con-
tribution is affected by the inaccuracy of the present generators or formulae used to
calculate it. In order to keep this uncertainty on the cross section smaller then 0.5% the
angular range is restricted to ~0.9 < cos6* < 0.7 and only data at centre-of-mass ener-
gies within 1 GeV of the peak are used. Over this angular range the cross sections for
the t-channel and the interference have been computed, multiplied by the experimental
luminosity and subtracted from the number of efficiency-corrected events. After this
subtraction only the s-channel remains, and, for the leptonic width, it can be treated in
the same manner as the other lepton channels.

In the selections it is required that all the parts of the detector essential for this
analysis are functioning and that all essential triggers are enabled. The following re-
quirements are designed to separate leptonic from hadronic decays and are common to
all channels:

1. A track must have at least 4 space points measured in the TPC, have momentum
exceeding 0.1 GeV/c, and originate from the beam-crossing within 5 cm along the
beam direction and 1.5 cm in the transverse direction.
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2. The event is required to have more than one and less than seven tracks in the polar
angle range | cos 6| < 0.95.

3. At least one track must have a momentum larger than 3 GeV/c.

4, The event, divided into two hemispheres by a plane perpendicular to the thrust
axis, has to have at least one track in each hemisphere.

5. The track momenta in each hemisphere are summed vectorially. The acollinearity

n, defined as 180° minus the angle between these vector sums, has to be smaller
than 20°,

6. Events with more than 4 tracks are rejected if any track makes an angle greater
than 31.8° with the vector sum of the track momenta in the same hemisphere.

The vertex constraint (1)eliminates most tracks which originate from beam-gas in-
teractions, cosmic rays, or are badly measured. The multiplicity cut (2), and the colli-
mation cut (6) remove hadronic Z decays while retaining nearly all the leptonic decays.
Two photon interactions are removed by cuts (4) and (5).

To determine the geometrical acceptances and the selection efficiencies, Monte Carlo
programs have been used in which the complete detector response is simulated and the
events are reconstructed with the same analysis chain as the data.

Since at least two TPC tracks are required, the loss of events due to tracking inefficien-
cies which may not be included in the Monte Carlo simulation has been investigated.
Clean e*e~ events have been selected from a sub-sample of the data on the basis of
ECAL clusters and ITC tracks and the probability that TPC tracks are found pointing
to both ECAL clusters is measured as a function of the polar angle.

The main loss of events is at low angles when a track points into a crack between
two TPC sectors. A sub-sample of events has been used to investigate this loss. In the
range 0.85 < |cos 8] < 0.95 there are 682 events, of which 62 are near cracks, and in 33
of these events one or both tracks are lost. The Monte Carlo predicts 32 £ 5 events lost
near cracks, in good agreement with the data. From this we conclude that the cracks
are correctly simulated in the Monte Carlo.

In the range | cos 8] < 0.9 and excluding tracks near cracks, 1137 events are found, of
which 14 have lost tracks. These 14 events have been visually scanned and 12 are due
to hard bremsstrahlung in material before the TPC, causing the reconstructed track to
fail the vertex constraint. The other two are due to TPC inefliciency. The Monte Carlo
predicts 5.9 4 1.7 events with tracks lost due to bremsstrahlung and none lost due to
TPC inefficiency.

Thus for g+ p~ or 7+~ events in the range | cos 8] < 0.9 there is a loss of (0.18+0.12)%
events due to TPC inefficiencies which are not simulated by the Monte Carlo. For ete”
events, there is a further loss of (0.5410.34)% because there is more hard bremsstrahlung
seen in the data than is simulated by the Monte Carlo.

6.1 The Z — ete” Cross Section |

The selection of Z — ete™ events from the sample chosen with the above cuts requires
tracks with high momenta and large energy deposition in ECAL. Events are selected in
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the angular range —0.9 < cos#* < 0.7. They are retained if the sum of the momenta of
the two most energetic tracks, and the sum of the cluster energies in the ECAL spatially
associated with these tracks both exceed 45% of the centre-of-mass energy. In Fig. 11
the correlation between the total ECAL energy and the total track momentum is shown
for a sub-sample of the preselected events. Below the cuts, indicated as dashed lines,
the ¢ and 7-pair background events are dominant.

For events in which both selected particles have the same charge (which occurs in
only 0.7% of events for {cos 6*| < 0.9 and largely arises from the conversion of a hard
radiated photon) the particle with the highest momentum is used to select the sign
unless the measurement error is very large, in which case the other one is chosen.

These selection criteria are checked by relaxing the requirement of two TPC tracks
and demanding only one TPC track opposite an ECAL cluster. The methods differ
in only 3% of the sample, and cross sections calculated using the two selections are
consistent to better than 1%. The data are analysed separately for each of the centre-
of-mass energies used and the number of observed events in the angular range —0.9 <
cos 8" < 0.7 for each energy is shown in Table 4.

The selection efficiency has been computed by means of a Monte Carlo simulation
using the event generator BABAMC [4]. Although BABAMC is limited to O(e) radia-
tive corrections (no generator is available for O(a?)), it is satisfactory for the purpose
of calculating efficiencies. The efficiency has been computed only for those events for
which the generated acollinearity is less than 20°. The efficiency is very high (~ 99%)
in the central region with a slight but significant fall in the forward and backward re-
gions, caused by loss of energy in insensitive regions between calorimeter modules. The
angular distribution at each centre-of-mass energy is corrected by this efficiency, the
systematic error of which has been estimated to be less than 1%.

The trigger efficiency has been investigated as described in section 3 and there is no
evidence of any inefficiency over the angular region used. Figure 12 shows the corrected
angular distribution together with the predicted t-channel contribution.
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Table 4: Event numbers, integrated luminosities, cross sections and forward-backward

asymmetries as a function of the centre-of-mass energy for Z — ¢

systematic error on the cross sections of 2% is not included.

+ -

The overall

\/; £mt Nete- Ni_chan. Ne+ e Tee ArB
[-0.9,0.7] | [-0.9,0.7] | (corrected)
(GeV) | (mb™!) (nb)
88.218 | 118.0x2.0 52 25.2 36.8+ 9.6 0.31 & 0.08 | —0.04% 0.31
88.278 | 108.842.0 49 23.6 35.1+ 9.7 0.32 +£ 0.09 | —0.30+ 0.39
89.222 |'100.0£1.9 52 23.7 38.9+ 9.6 0.39 £ 0.10 | —0.27%£ 0.35
89.284 | 62.8+1.5 33 15.0 24,94 8.0 0.40 + 0.13 | ~1.43%+ 1.02
90.220 { 81.6%1.7 76 20.3 76.7+ 11.7 | 0.94 £+ 0.14 | —0.35+ 0.20
00.282 | 122.2+2.1 129 30.1 136.4+ 16.0 | 1.12 £ 0.13 | —-0.18+ 0.14
91.034 | 181.71£2.6 221 29.6 265.1+ 21.1 | 1.46 £+ 0.12 0.05+ 0.08
91.220 | 828.24+5.6 1072 110.4 1330.2+ 44.7 | 1.61 £ 0.05 | —0.02+ 0.04
91.283 | 209.7:2.8 226 24.1 279.2+ 21.3 | 1.33 £ 0.10 0.04+ 0.08
01.530 | 165.5%2.5 185 12.1 240.7+ 195 | 1.45 £ 0.12 | —0.06+ 0.09
92.219 | 49.5 1.4 47 0.4 65.0+ 9.5 1.31 £+ 0.19 0.194+ 0.15
92.280 | 132.24+2.2 103 0.3 143.9+ 146 | 1.09 + 0.11 0.02+ 0.11
93.219 | 139.1+2.3 70 0.0 99.2+11.7 | 0.71 + 0.08 0.31+ 0.10
03.287 | 84.1+1.8 43 -0.1 61.3+ 9.6 0.73 + 0.12 0.15+ 0.15
94.214 | 54.7£1.5 23 0.7 32.24 6.8 0.59 + 0.13 0.34+ 0.19
04.278 | 75.1+1.7 23 0.7 320+ 7.1 0.43 £ 0.09 0.294+ 0.22
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In order to calculate the t-chanmnel contribution, since no generator exists which han-
dles O(c®) radiative corrections, the cross section has been computed using the formulae
of Greco [10] as implemented in a program by Caffo and Remiddi [11]. This program
computes the cross sections separately for s-channel, t-channel exchange and their inter-
ference within certain defined kinematical boundaries and can be used either with O(a)
correction, or with multiple soft-photon emission described by exponentiation. When
using the latter, the major effects of higher order corrections are included and at the
Z peak, this changes the t-channel contribution by about 15%. The cross section is
calculated by the program within cuts. An acollinearity cut of 20° has been used, as
in the data. For the other cut, corresponding to the integration of the radiation from
the outgoing particle within a cone, the cone angle is set at 5°. The result 1s, howewer,
not sensitive to the precise value; the difference between cuts of 5° and 10° is only 0.1%
in the cross section.. Since the analytical formula is obtained by making some approx-
imations in the integration procedure, its validity has been checked by comparing the
evaluation of t-channel effects using the formula in first-order approximation with results
to the same order from the generators BABAMC and MUONMC [4]. The conclusion
is that an error of 3% should be ascribed to the t-channel subtraction, which includes
the normalization error of 1.3% from the luminosity measurement. Thus in the region
—0.9 < cos @ < 0.7, which is the region used for analysis, and where the integrated
t-channel contribution is 11% at the Z peak, the overall systematic uncertainty from
t-channel subtraction is about 0.5% at the five centre-of-mass energies around the peak.
Uncertainties in the s-t interference term from the mass and width of the 7 are very
small. '

The only significant background process contaminating the e™e~ channel is 7+~
decay, while the contributions from g pairs, hadrons, and two-photon interactions are
negligible. 7-pair events, generated with KORALZ (12], are analysed with the same
program chain and the same cuts and analysis procedure. The fraction passing the cuts
is (2.9 0.2)%, uniform in cos#* and this background is subtracted from the t-channel
corrected distribution.

Finally, a correction is made for events lost by the 20° acollinearity cut and by the
acceptance cut —0.9 < cos§* < 0.7. This is made using KORALZ since the s- and
t-channels have quite different distributions in acollinearity. The correction factor is
1.380 at the Z peak with a statistical error of 0.006.

The cross section for the pure s-channel part of ete™ — ete~ is then computed by
dividing the angular distributions, corrected for the above effects, by the corresponding
integrated luminosity. In Table 4 the number of events observed in the angular range
—0.9 < cos 8" < 0.7, the number of events computed as the t-channel subtraction, and
the corrected number of events in the full angular range | cos 8| < 1.0, together with the
resulting cross sections are listed. No correction for the s-channel one-photon exchange
has been applied, and only statistical errors are quoted. The overall systematic error
in the cross section of 2% (1.3% from luminosity, 0.5% from t-channel subtraction, and
1% from event selection and 7 subtraction) is not included.

The forward-backward asymmetry is determined by a fit of Eq. (1) to the cos8*
angular distributions at each centre-of-mass energy using a maximum likelihood method.
The results are given in Table 4.

26



=o— CUT  ALL HCAL PLANES

Figure 13: Distribution of the
number of fired planes in the
HCAL relative to the geometri-
cally predicted number; a) for all

planes; b) for the last 10 planes. FRACTION OF PLANES
Electrons do not penetrate into il T

the HCAL and are concentrated eut LAST 10 HCAL PLANES

at zero. Open circles are data ((’)52103'_ (b) l/ _

and the histogram shows the sim- & ﬁ% .

ulation. i -
0.

NSRRI S [T W SRR N S T U SIS VA S W
0 ¢.2 C.4 0.6 0.8 1

FRACTION OF PLANES

6.2 The Z — utu~ Cross Section

The p-pair events are selected in two steps. First events with at least two high mo-
mentum tracks are chosen and then the muons are identified. This requires the proper
operation of the HCAL, which slightly reduces the integrated luminosity with respect
to the other data samples.

In a preselection, events passing the cuts described in Section 6 are retained for tracks
with |cos8| < 0.9 but with an acollinearity cut enlarged to n < 23°. The acceptance
after these cuts is (85.47 £ 0.35)%. The highest momentum is required to be greater
than 35 GeV/c and the second highest has to be greater than 22 GeV/c. In this sample
(97.9 4 0.2)% of the ptp~ pairs, < 1% of the 77~ pairs, and the majority of the e7e”
pairs are retained. Events with moderate final- or initial-state radiation are included
even if one or two photons have created an ete” pair in the material between the
interaction point and the TPC. Hadronic Z decays and background from two-photon
interactions are negligible after this preselection.

The u* p~ pairs are then separated from the ete™ pairs, using the digital wire readout
of the HCAL, requiring that at least one track penetrates into the iron of the HCAL
and that at least one track satisfies the penetration trigger. Each track is extrapolated
through the entire apparatus, taking into account the energy loss and multiple'scattering
in the material as well as the bending due to the magnetic field. The total number of
HCAL wire planes which fire inside a 20 cm wide road around each track must be larger
than 6 and larger than 50% of the number of geometrically expected planes after taking
into account the dead zones ( ~ 5% by construction and ~ 2% from missing electronics).
Additionally, in the 10 outermost planes the ratio of the number of fired planes to
the expected number has to be larger than 30%. Figure 13 shows these ratios for the
preselected events. The u™u~ identification probability is measured to be 0.973+£0.001
by comparing the number of events that have both sides identified with the number of
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Table 5: Event numbers, integrated luminosities, cross sections and forward-backward
asymmetries for Z — utp™ decays. The overall systematic error on the cross sections

of 1.6% is not included.

Vs L Nop Tup Arp
(GeV) | (nb™?) (nb)
88.227 | 118.0+2.0 | 28 | 0.284£0.05 | —0.14 £ 0.20
88.278 | 108.5+2.0 | 20 | 0.2240.05 | —0.34 £ 0.20
89.225 | 100.0£1.9 | 49 | 0.594+0.08 | —0.29 + 0.11
89.284 | 44.1£1.3 | 11 {0.3040.09 | —0.30 & 0.20
90.225 | 81.6x1.7] 64 |0.9440.12 | —0.22 +0.11
90.282 | 70.7£1.6| 54 |0.934+0.13 | —0.05 +0.10
91.034 | 147.6+2.4 | 159 | 1.304+0.10 | 0.02 & 0.07
91.224 | 784.2+5.2 | 962 | 1.474+0.05 | —0.01 & 0.03
91.283 | 143.1+2.3 | 180 | 1.5040.11 | —0.03 £ 0.08
91.530 | 146.24+2.4 | 180 | 1.4840.11 | 0.03 + 0.07
92.221 | 495414 45 | 1.0940.16 | 0.11 +0.10
92.280 | 114.842.1 } 101 | 1.054+0.11 | 0.14+0.10
93.222 | 139.14+2.3 | 55 | 0.474£0.06 | 0.0340.12
93.287 | 41.7x1.3 | 250.73%0.14| 0.23+0.17
94.219 | 54.7+£1.5| 24| 0.52+0.11 | 0.11 +0.21
94.278 | 59.4%+1.6 | 16 | 0.334+0.08 | 0.04 4 0.28
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events with only one side identified . The electron-pair contamination is negligible and
the 777~ pair contamination is found to be 0.003 &£ 0.003 from Monte Carlo simulation.
Cosmic-ray events are rejected both by cuts on the distance of closest approach of the
tracks to the collision point, 4 cm along the beam and 0.5 cm transverse, and also the
requirement of the HCAL track trigger due to the small time overlap between the ITC
and HCAL readouts. The cosmic-ray contamination is less than 102, After these cuts
1973 events remain.

The trigger efficiency has been measured by comparing the number of events in
which both muons have triggered with the number of events in which only one muon
has triggered and the other is in an active region of the HCAL. The trigger efficiency
over the solid angle employed is found to be consistent with 100%.

In an alternative approach u pairs are identified on the basis of the energy deposition
in the electromagnetic and hadronic calorimeters. Several combinations of ECAL and
HCAL energies have been tried yielding basically the same result. The 7#7~ and e*e”
pair background is best suppressed by demanding the maximum energy sum of the
ECAL and HCAL to be less than 25 GeV and the minimum energy sum to be less
than 12 GeV. Comparing the results of these selections with the one based on the
HCAL digital readout allows an estimate of the systematic uncertainty in the selection
procedure. The agreement is at the level of 0.8%. Combining this result with the
error on the trigger efficiency and that from the 771~ background subtraction a total
systematic error of 0.9% is obtained.

In Table 5 cross sections and integrated luminosities are presented for the different
centre-of-mass energies. These results are obtained combining the various methods used
{o select the muon pairs. The errors are statistical only; the systematic errors of 1.3%
from the luminosity and 0.9% from the selection methods have to be added. The angular
distribution of the u* = events from all the centre-of-mass energies is shown in Fig. 14.
The forward-backward asymmetry is determined at each centre-of-mass energy by a

maximum likelihood fit of the function given in Eq. (1) to the data. The results are
listed in Table 5.

6.3 The Z — vt~ Cross Section

The 7-pair events are isolated by applying the following section criteria in addition
to the cuts described in.Section 6. In each hemisphere we define a "jet” by clustering
together all the tracks present in the hemisphere. The direction of the 7 is defined by the
vectorial sum of the momenta of all the tracks of the jet (the jet axis). The acollinearity
cut is relaxed to include angles up to 26°, while the cosine of the angle between each
track and the jet axis is required to be larger than 0.95. Cosmic-ray events are rejected
by demanding that in all events with only two charged tracks the transverse distance
to the beam position of at least one of these tracks be less than 5 mm.

A Monte Carlo study has shown that the efficiency of this preselection for 7 pairs is
94%, and that the preselected sample consists of 46.8% Bhabha, 26.5% u, and 24.6%
r pairs with 2.0% of the events coming from background two-photon events and 0.1%
arising from hadronic events.

After the preselection, the process Z— 777~ must be separated from the other lepton
species. The dominant background originates from e pairs and a large part of it is
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rejected by demanding that the total energy measured by the ECAL (see Fig. 15) be
less than 60% of the centre-of-mass energy. The remainder are rejected with only one
further criterion, the square of the missing mass calculated from the detected charged
particles (assumed to be massless) and the known centre-of-mass energy. This is required
to exceed 400 GeV? (see Fig. 16 ). This cut also rejects e and ¢ pairs when they are
produced with an associated photon.

To further reduce the background from two-photon processes it is required that one
track in the event has a momentum larger than 5 GeV/c.

Within the range | cos | < 0.9 2169 events are retained with a selection efficeincy of
(86.5 % 0.4)%. The angular acceptance of this selection for Z — 7+r~ is 85.7%.

The background from electron pairs has been evaluated by studying the missing mass
spectrum of events with ECAL energy larger then 70 GeV; it amounts to (1.2+0.5)%
for the full data sample. The background from muon pair production is negligible and
that from cosmic ray muons has been evaluated from the distribution of the transverse
distance to the beam position to be (0.6+£0.4)%. Monte Carlo simulations of two-photon
and hadronic events have been compared with the data and have been used to estimate

the contamination to be (3.3 + 1.4)%. The overall background subtraction amounts to
(5.1 £ 1.4)%.

The main uncertainty in the acceptance is due to the error in the momentum scale
of the TPC; a smaller error is due to the uncertainty in the energy scale of the ECAL.
The overall effect is evaluated to be 1%. The trigger efficiency has been measured using
the selected sample by comparing the number of events with one or two triggers and
a correction of 0.997 £ 0.001 has been applied. Figure 17 shows the scalar sum of the
momenta of the charged particles and Fig. 18 shows the angular distribution of the
selected sample compared with the Monte Carlo prediction.

An alternative approach for r-pair selection(1] is based on the identification and
rejection of p* ™y and e*e”y events from the preselected sample, using the measured
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momenta in the TPC, the cluster energies detected in the ECAL, and the patterns from
the digital wire readout of the HCAL. This procedure accepts events in the angular
range | cos | < 0.95. The cross section computed with this method has been compared
with the selection already described and an agreement at the level of 1.4% has been
found which is compatible with the statistical fluctuation due to events not in common
(~ 20% of the total sample). This comparison has allowed a reduction of the systematic
error due to the background subtraction. '

Table 6 shows the average of the cross sections evaluated from the two selections with
the statistical error taking into account the correlations due to the common sample
of events. The overall scale errors due to luminosity (1.3%) and selection procedure
(1%) are not included. The error due to the background subtraction which has been
applied to average cross sections is also not included in the table. The background
contamination is estimated differently for the two selection procedures and the two
errors are almost independent. The resulting error on the average cross section due to
background subtraction is estimated to be 9 pb.

In the 777~ decay the asymmetry measurement depends on the contamination from
the ete™ pairs-because of the strong forward asymmetry of the t-channel. The event
selection used for the cross section measurement is insufficient and has to be extended
to reject remaining ete~ pairs by identifying either a 7 or yx in the final state. For
each charged track with momentum greater than 3 GeV/c the energy deposited in the
first stack of the ECAL is compared with the expected value for a minimum ionizing
partlcle If the probability is larger than 5% for either track, the event is selected.

The 7 direction and charge are defined as the sum of momenta and the sum of the
charges of the charged particles in its decay jet. Using KORALZ, the difference between
the real and the reconstructed r direction, one finds a dispersion of 30 mrad, is negligible
for the asymimetry measurement.

Events are studied in the angular region | cos 8*| <0.9, where 6" is defined in Eq. (2).
In order to have a clear charge assignment, only events with opposite charge sums are
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Figure 17: Scalar sum of the mo-
menta of the charged particles in
the selected r-pair sample. The
solid line is the Monte Carlo pre-
diction.
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Table 6: Event ilumbers, infegra.ted luminosities, cross sections, and forward-backward
asymmetries for Z — 7+7~ decays. The systematic errors of 1.7% and 9 pb in the cross
sections are not included.

\/‘; Eint N‘r'r Trr AFB
(GeV) (nb™1) (nb)
88.227 | 118.0£2.1 16 | 0.14 +0.05 | —0.02 £ 0.12
88.278 | 108.8+2.0 31 | 0.31 +£0.06 | —0.70 £ 0.18
89.225 | 99.98+1.9 30 | 0.36 £0.07 0.07 +0.24
89.284 | 62.84+1.5 26 | 0.46 £0.09 | —0.17 £ 0.21
90.225 | 73.9£1.7 | 54| 0.93 £0.14| 0.01 +0.12
90.282 | 122.24+2.1 | 92| 0.91 £0.10| 0.00+0.12
91.034 | 181.7£2.6 | 202 | 1.38 +£0.10 | —0.04 £ 0.08
91.224 | 828.2+5.6 | 985 | 1.52 +0.05 0.04 £ 0.04
91.283 | 209.7£2.8 | 233 | 1.46 £0.09 | 0.05+0.08
91.530 | 165.5+2.5 { 195 | 1.45 +0.10 | —0.12 £+ 0.08
92,221 | 49.5%1.1 40 | 1.03 £0.17 | —0.24 £ 0.21
92.280 | 132.3£2.2 | 115 | 1.05 £0.10 0.27 £ 0.09
03.222 | 139.1+2.3 | 66 | 0.59 +0.08 | —0.10 £ 0.14
93.287 | 84.1£1.8| 46 |0.67 £0.10 | 0.321+0.16
94.219 | 54.7£1.5| 15| 0.32 £0.10 | —=0.07 + 0.20
94.278 | 75.1£1.7| 23|0.33 £0.08 | —0.21 £0.23

retained. At each energy the values of cos §* are entered in a likelihood function which
is maximized over the range |cos8*| < 0.9. The corrected asymmetry over thc whole
range |cos 8| < 1 is computed from Egq. (1).

The systematic uncertainty resulting from t-channel ete~ contamination is below 2%
at all centre-of-mass energies and below 1% at the Z peak. Since it is small with respect
to the statistical error it is neglected.

In Table 6 the forward-backward asymmetry is listed for the different centre-of-mass
energies.

6.4 The Z— It~ Cross Section

A selection of Z decays into lepton pairs (Z— [*I7), without distinguishing the final-state
flavour, is made using the cuts described in Section 6, but with some extra conditions
to reduce the residual background of cosmic rays and two-photon interactions:

1. For two-track events at least one track is required to originate from the beam-
* crossing within 1 cm in the transverse direction and 5 ¢m in the direction along
the beam.

2. The transverse momentun relative to the beam of the vector sum of the tracks in
each hemisphere (the jet transverse momentum) must be larger than 2.5 GeV in
at least one of the two hemispheres. '
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3. For two-track events with both momenta below 6 GeV, the ratio of transverse
momenta with respect to the beam must differ from unity by more than 15%.

4. The event has to satisfy the condition —0.90 < cos §* < 0.70.

Cut 3 is designed to remove two-photon interactions, which in general have an al-
most balanced final-state transverse momentum. On the other hand, 7 events, with
which they tend to be confused, have in general an unbalanced final-state transverse
momentum, especially in the case of low visible momenta when the neutrinos take most
of the energy. The last cut is apphed to reduce the systematic error due to t-channel
subtraction. These cuts result in an efficient selection of leptonic Z decays with little
background from hadronic Z decays, cosmic rays or two-photon interactions. Figure 19
shows the visible momentum spectrum for the events selected by charged multiplicity
only (triangles) and by all cuts (open points). The selection cuts affect mainly the
region of small visible momentum where the excess of events correspond mainly to two-
photon interactions. It has been verified that the energy dependence of the cross section
for these events is non-resonant. The solid histogram in Fig. 19 shows the momentum
spectrum with all cuts applied for Monte Carlo simulated leptomc Z decays and is in
good agreement with the data. '

The angula.r dlstrlbutlon of the l'+l events is shown in Fig. 20 together with the
expectation from Monte Carlo simulation.

The total background after cuts is estimated from Monte Carlo for hadronic and
two-photon events and from data for cosmic-rays. The total background is (1.3 % 0.2)%;
1t is evaluated as a function of cos 8* and subtracted bin by bin.

The selection efliciency is estimated by Monte Carlo simulation. The ete™ events are
generated with the BABAMC generator, whilst ptp~ and 717~ events are generated
with KORALZ. The resulting combined efﬁ<:1ency in the region of acollinearity 7 less
than 20° is 98.7% (99.7% for eTe™, 99.9% for u*u~, and 96.4% for 7~ events).
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Table 7: Event numbers, integrated luminosities, cross sections, and forward-backward
asymmetries for Z— lepton pairs as a function of the centre-of-mass energy. The overall
systematic error of 1.5% for /s between 89.22 GeV and 93.28 GeV is not included.
For points outside this range the systematic error increases and amounts to 1.7% at
\/5=88.22T7 GeV.

‘\/g Lme Nleptons Ni—chon. Nlccc;)rtrons TOr+i- Arp
‘ [-0.9,0.7] | [-0.9,0.7] [-1,1]

(GeV) {nb~1) (nb)
88.227 | 118.0% 2.0 90 25.2 87.24+13.0;0.74+0.11 | -0.19£0.19
88.278 | 108.8+ 2.0 99 23.6 99,7+ 13.7 | 0,924+ 0.13 | —-0.45+0.20
86.225 | 100.0x+ 1.9 122 2371 13284151 |1.33+0.15 | —-0.2710.16
80.284 | 62.8+1.5 69 15.0 71.7+11.4 | 1.143+0.18 | —0.61 £ 0.23
90.225 | B8l1.6+ 1.7 191 20.3 | 23424192 287+0.24 | -0.07+£0.09
90.282 | 1222+ 2.1 209 | . 30.1 | 369.04+24.1|3.0210.20| —0.0410.07
01.034 | 181.7+ 2.6 580 206 | 761.94+34.0 | 4.19+0.20 | +0.04 + 0.05
01.224 | 828.3 4+ 5.6 2853 110.4 | 3804.94+75.9 | 4.59+0.10 | +0.01 £ 0.02
91,283 | 209.7+ 2.8 673 241 | 899.0+36.7 | 4.291+0.18 | 4+-0.01 £ 0.04
91.530 | 165.5+ 2.5 533 12.1 1 726.74+32.8|4.39+0.21 | -0.044+0.05
§2.221 4954 1.4 122 0.4 1711+ 15.7 | 3.46 +=0.33 | +0.16 £ 0.10
42.280 | 132.24 2.2 283 0.3 396.84+£24.1§3.00+£0.19} +0.104+0.08
093.222 | 139.14: 2.4 199 0.0 282.8+204 |203+0.15| +0.18+0.08
93.287 | 84.1+1.38 124 -0.1| 175.9+16.1 | 2.094+0.20 | 40.17 £ 0.10
94.219 | 54.7+ 1.5 55 0.7 786+11.07 14441020 | +0.15+0.14
44,278 | 75.14£1.7 67 0.7 94.14+12.111.254+0.16 | +0.10+0.13
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The systematic error on the selection efficiency is mainly due to the uncertainty of
the momentum scale of the TPC and to tracking inefficiencies and has been estimated
to be 0.5%. The trigger efficiency is measured by comparing the number of events in
which only one or both leptons have triggered. The resulting efficiency is (99.9 + 0.1)%.

After background subtraction and correction for selection and trigger efficiencies the
contribution from t-channel photon exchange, which contributes to the Bhabha events,
is subtracted from the data using the same method described in Section 6.1. For the
calculation of asymmetries the t-channel contribution is evaluated as a function of cos §*
and subtracted bin by bin for each energy. The correction becomes large at small cos g,
but the overall subtraction is relatively less important than for Bhabha scattering alone,
since the sample includes also u and 7 decays of the Z. It contributes 0.2% to the
systematic error in the cross section for the points with |\/s — Mz| < 1.5 GeV which
are those used in the fits. The systematic error becomes larger outside this range.

Once the t-channel contribution is subtracted the event sample is corrected for the
loss resulting from the acollinearity cut as well as for acceptance. Both are computed
with the program KORALZ for each energy. At the peak of the Z resonance the com-
bined acollinearity and angular acceptance is (72.2 +0.2)% ( 73.2% angular acceptance
and 98.5% acollinearity acceptance). Far from the peak the loss of events due to the
acollinearity cut increases and is as large as 5% at /s = 88.28 GeV.

Table 7 shows the cross sections with statistical errors only at different centre-of-mass
energies. The overall systematic error for the cross sections in the range |1/3 — Mz| <
1.5 GeV is 1.5% ( 1.3% from luminosity , 0.2% from t-channel subtraction and 0.6%
from event selection).

The forward-backward asymmetry is calculated at each energy by fitting the cos §*
distribution, after the t-channel subtraction, according to Eq. (1) using a x? minimiza-
tion method. The resulting coeficients Apg are shown in Table 7.

7 The Z Resonance Parameters

The cross section o,+.-_ ¢4 for fermion-pair production in e*e~ annihilation, after cor-
rection for initial-state radiation, can be expressed in a model-independent formula-
tion [13,14,15] as a function of the physical parameters of the Z resonance. It contains
three terms:

* The contribution of the Z exchange that is represented by a Breit-Wigner function.
e The contribution of the photon exchange.

¢ The interference term.

To a good approximation it is given by:

s 12¢T;; T, Ne(s — M2
o(s)sy = ff I =<\ Ma)
T M+ T ML\ M 1@ T

4 v or €0)

+37TNCQ§ s (3)
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* where I, I'y; are the partial widths for Z decay into e*e~ or any fermion pair ffiQeis
the charge and N, is the colour factor of the fermion. Here, I'z is the total width, and M
the mass of the Z boson. The invisible width is defined by 'y = I'z—Thaa—Tee—Lpu—T'rr
with g denoting the hadronic decay width. In this formula T, is divided by the
factor (1 + %‘—’9) to allow for a separate treatment of the initial state radiation [16],
as described below. In a completely model independent description, the magnitude of
the interference term, I, is unknown. However, the results depend only weakly on the
precise value of Iy and so we assume the Standard Model value.

The effect of initial-state radiation must be taken into account when comparing
the measurements with the predicted cross sections. This is done by convoluting the
expression of the cross section with a suitable radiator function [15,17]. The effect is
large, of the order of 30% at the peak, but is known to better than 0.5% [14] of the
cross section, ’ o '

The peak cross section due to Z exchange, when unfolded from initial-state radiation,
1s
o0 = 127 l"ceI‘,«f'
"M

The resonance parameters have been determined using three different computer pro-
grams which calculate the initial-state radiation and the contribution from Z-photon
interference terms. The first two programs, based on formulae by Borelli et al. [13] and
by Berends ét al. [14], use analytic expressions, while the third one following Burgers [15]
uses a numerical integration. Differences in the results from the three programs are less
than 30% of the experimental error. The results quoted are from the program using the
formula of Burgers [15].

The cross sections are fitted by minimizing x? taking into account the various correla-
tions in the data resulting from a common luminosity determination and event selection
criteria.

The hadronic cross sections presented in Table 3 and Fig. 21, and leptonic cross
sections in Tables 4 - 7 and Fig. 22 are used. For the electron-pair sample and the
lepton sample without distinction of the final states, points with {y/s — Mz| > 1.5 GeV
are omitted in order to minimize the uncertainty due to the t-channel subtraction far
from the peak. ‘

Fitting the hadronic and the three lepton-pair cross sections simultaneously one can
determine six parameters: the Z mass, My, the full width, I'z, the peak hadronic cross
section, 00,4, and the three ratios of hadron to lepton partial widths, I'nad/Teey I'haa/ Ty
Ihed/Trr- The results are: '

My = (91.194 & 0.016,, =+ 0.030pgp) GeV
T = (2489 + 30) MeV
ol 4 = (41.70 % 0.66) nb
Thoa/Tee = (20.23 + 0.61)
Thod/T e = (21.52 + 0.55)
Thaa/Trr = (21.17 £ 0.54);
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Table 8: Z resonance parameters déri_v_ed from the six-parameter fit to the measured
hadron and lepton cross sections. '

Final state | Partial width | Branching ratio | Peak cross section
(MeV) (nb)

Hadrons | 1722434 0.691+£0.012 | 41.70 + 0.66

ete” 850+ 1.6 0.0342 4 0.0006 | 2.06 + 0.07

ptp~ 80.0 £ 2.5 0.0321 1 0.0010 | 1.94 4+ 0.06

rte 81.3 £2:5 0.0331 £ 0.0010 | 1.99 + 0.06

Invisible - | 521 4 34 - -

the x? is 47 for 52 degfees of freedom. These parameters are generally uln.correlated;

the most important correlation is between the hadronic peak cross section and the total
width (- 28% ). ' ‘ - ‘

The second error on the Z mass is due to the uncertainty in the LEP ‘centre-o'f-mass
energy [18]. The beam energy is stable to a few parts in 10~° [18] from one fill to the
next.

Other parameters, including the partial widths and branching ratios, can be derived
from these results (see Table 8). However, the errors on these parameters have important
correlation coefficients, in particular T, is strongly anticorrelated with I,.andT,.. The
three leptonic widths agree with each other as expected from lepton universality.

Assuming lepton universality we repeat the fit for four parameters, Mz, of ,, 'z,
I'¢¢/Tyaa using the hadron sample and the lepton sample selected without distinguishing
the final-state flavour (see Fig. 22d). Here, I'y; is defined as 1/3 of Tieprons
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Figure 22: Cross sections for ete™ — lepton pairs as a function of the centre-of-mass
energy. For points where the energy difference is less than 100 MeV the average cross
section is plotted. The full line is result of the fit of Eq. (3). Points with open circles
are not used in the fit. .a) ete™ — ete™, b) ete™ — utp~, ¢) ete”™ — 777~ and d)
ete” — lepton pairs.
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Table 9: Z resonance parameters derived from the four parameter fit to the measured
hadron and the combined lepton cross sections.

Final state | Partial width | Branching ratio | Peak cross section
(MeV) (nb)

Hadrons 1754 £ 27 0.703 £ 0.009 | 41.88 £ 0.66

Lepton 84.3+1.3 0.0338 + 6.0004 | 2.01 =+ 0.04

Invisible 489 + 24 - -

The result is: ) :
’ Mz = (91.193 £+ 0.016.,;, + 0.030,gp) GeV

[z = (2497 + 31) MeV
Thaa = (41.86 £ 0.66) nb
) T'haa/Tee = 20.82 £ 0.37
with x?=18 for 22 degrees of freedom. Equivalently, the results can be expressed by Ty,
and Tiny /T rather than by o , and I'y:
Linv/Tee = 5.81 £ 0.27
From these parameters and the correlation between the peak cross section and the
full width one obtains the values given in Table 9.

If one uses the average of the cross sections from the three identified lepton-pair
samples instead of the combined lepton sample, one obtains 'y = (83.3 £ 1.3) MeV,
which is slightly smaller though statistically consistent.

8 The Determination of Vector and Axial-vector Couplings

The measurement of the leptonic width Ty, permits a determination of the leptonic vec-
tor and axial-vector coupling constants or alternatively the electroweak mixing param-
eter (see sec. 9.2). The high experimental precision, however, requires a consideration
of O(a) electroweak corrections. In Born approximation, the leptonic width is given by

Gr M3
Ftt. = V&:' (9’\2(1 + git) . (4)

In the "improved Born approximation” [19,20] ,which includes the bulk of the O(a)
electroweak corrections, the coupling constants are "running”. Their numerical values
refer to Q% = M2 and depend on the unknown masses of the top quark and of the Higgs
boson. -

We adopt here a definition which preserves approximately the established numerical
values of the coupling constants and concentrates all the Q?-dependence and the depen-
dence on unknown mass values in the effective running coupling constants g% (M2} and
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Figure 23: Forward-backward asymmetry for e™, p~, 77, and I~ in lepton-pair events
as a function of the centre-of-mass energy. For points where the energy difference is less
than 100 MeV the average asymmetry is plotted. The full lines are the results of the
fit. Points with open circles are not used in the fit. |
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g% (M2). Since they are determined from the measured leptonic width they are valid,
in the limit of the improved Born approximation, whatever the mass values of the top
quark and the Higgs boson. Defining a dimensionless constant F,

G M2
= ——*2 — =1.406,
2ama(ME)
we obtain M _
z
i = Fa(M3) 22 (3,(3) + g3(M3). (5

The forward-backward asymmetry in the angular distribution also depends on gy, (M)
and gas(M3). At the Z peak the asymmetry is:

gve(MZ)gac(M3) gvi(M2)gas(M32)
9h(M37) + g% (M3)  gic(MZ) + g% M3F)

Off the peak its variation with s depends mainly on ga.(MZ)gar(M3).

AFB:3

Different fits have been performed to the measured asymmetries as a function of /s
in order to extract the electroweak parameters. Since the statistics are not large, we
have assumed lepton universality and the data from e-pair, y-pair, and T-pair events
have been fit simultaneously. In the ete™ channel, only the five points closest to the Z
peak have been used owing to uncertainty in the t-channel subtraction at centre-of-mass
energies when far from the peak.

Higher order electroweak effects have been taken into account in the fits. Non-
photonic corrections are included by writing the tree-level asymmetry in terms of ef-
fective couplings and using the same s-dependence for the Z width as is used in the
line-shape fits. Photonic corrections are added by convoluting the non-radiative forward
and backward cross sections with a suitable radiator function. Different theoretical cal-
culations [21], implementing the ideas described above, with different approximations,
have been used to fit the data. The results are very similar.
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In the fit the values of Mz and I'z from section 7 are used together with the constraint
on g3,(M2) and g%,(M2) from the lepton width, Eq. 5. The latter essentially fixes the
value of ¢g2,(MZ) and its error, since g%, (M2) < g%,(MZ). A two parameter fit to the
data with the constraint provided by the width yields:

go(M2) = (0.1240.12) x 1072 and g¢3,(M3) = 0.2528 + 0.0040

with x? = 17 for 22 degrees of freedom. The errors in the fitted parameters are Gaussian
since g2,(M2) is essentially proportional to Ty and g%,(M3) is related linearly to the
asymmetry. According to the fit g%,(M2) has a non-negligible probability to be in the
unphysical region ¢3,(MZ) < 0. '

The asymmetriés for each lepton species and the fitted curves are shown in Fig. 23.

The data have also been fitted directly with gv,(M2) and ga,(M32) which results in
a non Gaussian error on gv(MZ). The probability contours for ga,(M2) and gve(M2)
are shown in Fig. 24. When one compares this result with the one obtained in the
neutrino-electron scattering experiments [22,23,24] only one solution remains:

gve(M2) = —0.034138% and gu,(MZ) = —0.5029 £ 0.0041.

9 Standard Model Interpretation

With the new precision for the value of the Z mass, the Standard Model predictions are
substantially better constrained, with only a small dependence on the as yet unknown
Higgs and top masses, which enter through higher order corrections. The ratio of partial
widths such as R=I'y.a/T¢ or the cross sections at the peak dependent very little on
Mo, and Myges and are therefore particularly suitable for a critical comparison with
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the experiments. The partial widths themselves, are, however, sensitive to sin® 8y (M2)
and hence to the top mass.

- In Fig. 25 the correlation between the peak cross section for Z decay into hadrons and
the ratio of partial widths R is compared with the model prediction for three neutrino
species. The main uncertainty in the prediction is due to the uncertainty [25] in the
strong interaction correction o, /m and is small compared with the experimental error.
The agreement is excellent. Each of the two measurements checks the model with a
precision of ~ 1.5%. | | '

In Fig. 26 the results for Iz and R are compared with the model The variation of
the theoretical prediction with Mo is indicated as well as the uncertainty due to the
a, correction. Agam the agreement is excellent for a top mass of the order of 150 GeV.

The dependence of R on Miop and MH,ggs can be factorized from the dependence on
Assumlng a first order expansion in «,

R=R(1+ )

and using the Standard Model prediction for R°, the measured value of R yields:

a,(M7)
=~

a, = 0.13 '_‘t 0.05,mg + 0'0331;5-

9.1 The Measurement of the Number of Light Neutrino Species

The number of hght neutrino species can be obta.med from the mea.sured cross sections
assuming I'y,, = N, T, With

Tz =Thaa+3Te+ N,T,,
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Using the Standard Model prediction for I'y/T', =0.5010 £ 0.0005 and our measured
values of My, 0,4 and R one finds:

N, = 2.91 4+ 0.13.

The only Standard Model assumption for this result is the ratio I'y/T', and hence it is
still valid if unexpected states yielding hadrons are present in Z decay. The expected
line shape for hadronic Z decay together with the data is shown in Fig. 27 for 2,3, and
4 neutrino species.

9.2 The Determination of sin® w(M3)

In the same spirit as in section 8, one can define ? a running electroweak mixing param-
eter sin® By (MZ) such that with equation 5 and the relation
wo( M3
MZZ — : 2( Z) ” - =, (6)
V2Gp(1 + Ap)sin® §w(MZ) cos? 8w (M3)

2The sine of the effective weak mixing angle is defined as the ratio of the running QED and weak
coupling constants evaluated at the Z mass: -
' : ey 2 :
LI 4 1 ¢ (Mz) MW 1
sin“Ow(M;)= —2- & ] w — ————
W)= 0m) ™ 1™ M 7 Ar)

It is defined in different ways in the literature: sin® éw(Mzz)m [26], sin® 83, (M3) [20],
sin*Ow (MZ) [19] but the numerical differences are insignificant at the current level of precision.
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valid in the improved Born approximation, and expressing
G (M3) = (1/2)%(1 + Ap)(1 + K)(1/2 — 2sin? by (M2))* and

gre(Mz) = (1/2)*(1 + Ap)(1 + &),
one obtains
a(MZ) My

Pa=(14%) 5o Ow (M2) cos? by (M)

[(1/2 — 25in® 6w (ME))? + (1/2)?]

where x = (0.2 £ 0.3)102 forces the Z line shape to correspond to an s-dependent
Breit- Wigner shape at the O{a) level [20,27) and the dependence on unknown mass
parameters are concentrated in sin? 6w (M2).

From our measurement of Iy, and Mz one finds:

sin® Ow (M2) = 0.2291 + 0.0040

which in the limit of the improved Born approximation is valid irrespective of the
masses of the top quark and the Higgs boson and is even independent of the weak
isospin structure of the Higgs sector of the theory.

The forward-backward asymmetry App, discussed in Section 8 furnishes a direct
measurement of the ratio of the vector to the axial-vector couplings, gZ,( M2 )/QM(Mz)
(0.46 & 0.46) x 10%. In the Standard Model, gv,;(M2)/gas(MZ2) = 1 — 4sin? Ow(M2).
The value obtained from Apg agrees, within its relatively large error, with the value
which follows from the determination of sin® 8w (M2) from T'y : gV[(MZ)/gAt(MZ) =
(0.70 £ 0.19) x 1072,

9.3 Comparison with Other Experiments: sin’#fyw(M2) and Limits on the
Top Mass

Our measurements can be compared with the determination of the mass ratio %‘f
obtained by combining the results of the following experiments:

¢ The UA2 measurement [28] of the ratio %‘;ﬂ = 0.8831 + 0.0055
e The CDF measurement [29] of the W mass My = 79.83 & 0.44 GeV

o The determination of 1 — (M#)2 — 0.231 £ 0.006 from CDHS and CHARM re-
sults [30] on neutrino-nucleon scattering

which give 37 --“L = 0.87774.0027. The constraints on the weak mixing angle and the top
mass from our results on Mz and Ty are shown in F1g 28 together with the limits on
sin’ 8w (M3) from the mass ratio. This figureis drawn assuming Myiges = 200 GeV. The
width of the bands represent the experimental errors. For a given top mass, the angle
is given most precisely by the Z mass, the remaining uncertainty is mainly due to the
unknown Higgs mass. The value of sin? 8w (M2) which follows from our measurement
of the Z mass using formula 6 is:

MHiggs

2p = 0.231 024(1 —

101
150G V )-I—OOO 0log,, 25—
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Combining this result with the mass ratio, one obtains a precise determination of
sin® fw (M2) :
sin’ By (M3) = 0.2326 = 0.0011 + 0.00054,,,

where the second error shows the uncertainty due to the Higgs mass ranging from 41 [31]
to 1000 GeV.

The various measurements are consistent with a top mass
Miop = 120 £ 40 £ 3p, £ 1o, + 20a,,, GeV

where the different contributions to the error are shown separately.

10 Conclusion

From the data collected by ALEPH corresponding to an integrated luminosity of 2.5 pb~*
we have measured the mass of the Z boson with a precision of 0.04% and its partial
widths into hadrons and leptons with a precision of 1.5%, obtaining:

My = (91.193 4 0.016,p + 0.0301gp) GeV

Tz = (2497 + 31) MeV
ol . = (41.86 = 0.66) nb
Thaa = (1754 £ 27) MeV
Ty = (84.3 +1.3) MeV
Ty = (489 & 24) MeV
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The number of light neutrinos, N, = 2.91 & 0.13, has been determined from the mea-
sured hadronic peak cross section and the ratio I'yaq/'s assuming the Standard Model
value for Ty /Ty Using the measured value of 'y we have determined sin? 6y (M2) =
0.2291 & 0.0040 and with the forward-backward asymmetry of the lepton pairs in
Z decay the vector and axial-vector weak coupling constants of leptons, g&(M32) =
(0.12+0.12) x 107% and g% (M2Z) = 0.2528 £ 0.0040 have been determined.

All these results, both in the hadronic and leptonic decays, are in agreement with
the Standard Model with a large top mass. They are also in good agreement with our
previous measurements [1] and the measurements of the other LEP and SLC experi-
ments {2].
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