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A b s tra c t .  The total punchthrough probability o f showers 
produced by negative pions, positive pions, positive kaons 
and protons, has been m easured  as a function o f depth in an 
absorber in a magnetic field ranging from  0 to 3 Tesla. The 
incident particle m om entum  varied from  10 to 300 GeV/c. 
The lateral show er developm ent and particle multiplicity at 
several absorber depths have been determ ined. The m easure ­
ments are com pared with the predictions o f  M onte Carlo 
sim ulation programs.

1 Introduction

The unprecedented design lum inosity (3% >  1034cm ~ 2s ” 1) 
and center o f mass energy ( y f s  = 14 TeV) planned for 
the Large Hadron Collider (LHC), extends considerably the 
mass range for the discovery o f  H iggs and SU SY  particles, 
additional W  and Z  bosons, and o ther new particles. Single 
lepton and dilepton triggers are expected to play a crucial 
role in tagging the decay o f these heavy particles. In this 
high rate environment, m uons offer an advantage over elec ­
trons since the trigger decision can be m ade after a thick 
absorber w here the particle flux is low.

The prom pt muon rate  at the L H C  is expected to be very 
high and dom inated at all transverse m om entum  values by

a Doctoral student from Univ. of Santiago de Compostela, Spain 
b Visitor from Imperial College, London, UK 
c Now at Univ. of Alabama, USA
d Now at Dipartmento di Fisica del Politecnico, Milano, Italy

muons from charm and bottom  decays [1]. Sources o f m uon 
backgrounds in a typical collider detector are: uncorrelated 
neutrons and gammas com ing from hadronic interactions in 
a very forward calorimeter, muons from 7r and K  decays in 
a tracking volume in front o f a calorimeter, and hadronic 
punchthrough. Hadronic punchthrough consists o f  two com ­
ponents: penetrating muons from 1r and K  decays in the 
hadronic shower cascade and other charged particles (m ainly 
soft hadrons and electrons) composing the unabsorbed rem ­
nant o f  the hadronic shower. Therefore, in this text when 
we speak o f punchthrough partic les , we m ean punchthrough 
muons and all other particles exiting the calorimeter. L ike ­
wise, when we refer to punchthrough m uons , we refer only 
to the m uon component.

In the design of detectors for the LHC, it is im portant 
to understand the punchthrough contribution to the trigger 
rates. Furthermore, high particle rates in the muon m easure ­
ment stations, due partly to hadronic punchthrough, can af ­
fect track segm ent reconstruction efficiency. Pattern recogni ­
tion algorithms may fail to efficiently identify track segm ents 
if there are too many nearby tracks.

The RD5 collaboration at CERN [2] was form ed to 
study topics related to muon detection at future hadron 
colliders. These topics included: m easurem ent of the to ­
tal punchthrough probability o f hadronic showers [3], m ea ­
surement o f angular and m om entum  distributions o f punch- 
through muons [4] and study o f the influence o f  a strong 
magnetic field on punchthrough particles. In  addition, RD5 
has conducted muon trigger studies, investigated the effect 
o f electrom agnetic secondaries on muon m easurem ent [5] 
and tested various types o f large area m uon detectors. An
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Fig. 1. Schematic of the RD5 detector in its 1993 configuration

overview  o f the RD5 experimental program  can be found 

in [6 ].
In Sects. 2 and 3 below, we describe the RD5 de ­

tector and the experimental method used to measure total 
punchthrough. In Sect. 4, the M onte Carlo simulation pro ­
gram is described. Next, in Sect. 5, we present the results 
o f m easurem ents of the total punchthrough probability o f 
hadrons as a function of meters of iron equivalent for an 
absorber in a 3 T  magnetic field and no field. The lateral 
distribution o f  shower particles and the shower particle m ul ­
tiplicity m easured at two absorber depths are also presented. 
T he effect o f  the magnetic field on these m easured quanti ­
ties is shown and the measurements are compared with the 
results o f  a M onte Carlo simulation. Finally, in Sect. 6 , the 
results are summarized.

2 The RD5 detector

T he RD 5 experim ent is located in the H2 beam  o f  the C ER N  
SPS North Area. The experimental set-up is show n in Fig. 1. 
T he detector was designed to simulate a CM S-like detec ­
to r [7], having tracking detectors, a calorim eter in a m ag ­
netic field and muon measurement stations in an iron return 
yoke. Each m uon station consists of drift chambers and R e ­
sistive Plate Cham bers (RPCs) [8]. The set-up includes two 
m agnets, a superconducting magnet (M l) , with a m axim um
3 T  field, and an iron toroidal m agnet (M2) operated at 
1.5 T. The m agnet M l ,  which contains a tracking calorim e ­
ter (TRA CA L), simulates the strong solenoidal field of CM S, 
while the m agnet M 2 simulates the CMS return yoke. The 
m agnet M2, which is used as an absorber, is constructed as 
a closed magnetic circuit, 1.8 to 2  m  thick.

The tracking calorimeter, TRACAL, consists o f stain ­
less steel plates interleaved with Honeycomb Strip Chambers 
(HSC)[9]. E ach  chamber has an active area o f  0 .6  x  0.8 m 2, 
with 2 2  m m  gaps between the absorbers. TR A C A L was 
separated into two units. Between the first 13 HSC cham ­
bers, the  absorbers (stainless steel plates 0.8  x  1.0  m 2) were 
40 m m  thick, thus totaling 12 times 0.25 nuclear interaction 
lengths, A. T he  next 12 gaps between the HSC chambers 
were filled w ith plates, each 80 m m  thick, totaling another

12 times 0 .5À. The total absorption pow er o f  T R A C A L  is 
therefore 9À. In front o f  TRA CA L, a lead brick wall, o f 
about one interaction length (29 Xq), was installed to ac ­
count for the absorption o f  an electrom agnetic calorim eter.

Three m uon m easurem ent stations are installed in front 
of, inside and behind the m agnet M 2 (see Fig. 1). T he muon 
drift chambers [10] are used for precise m easurem ent o f par ­
ticle trajectories in the RD5 spectrometer. RPCs equipped 
with 30 m m  read-out strips in both projections [ 11 ] are 
placed on either side o f the drift chambers. The m uon station 
1, being just after TRA CA L, is at a depth o f  10 À. The muon 
stations 2  and 3 are at depths o f 2 1 A and 31 A, respectively.

The beam  definition is provided by two m ultiw ire p ro ­
portional cham bers (M W PCs: U1 and U3) and a silicon 
beam  telescope.

The m agnet M l  [12] is com posed o f two parallel su ­
perconducting coils w ithout a yoke. In the RD5 coordi ­
nate system, the axis o f the two coils is oriented along 
the ^-direction, transverse to the beam  direction. The beam  
is along the ^-direction. In the region between the two 
coils, the m agnetic field is oriented predom inately in the 
^-direction. A t the m axim um  field o f 3 T, the radial com ­
ponent is less than 0.67 %  in the region near the beam  
line. TR A C A L sits at the origin of the coordinate system  
and extends to ± 1 .1  m  in the ^-direction and ± 0 .4  m in 
the ^-direction. T he magnetic field strength varies signifi ­
cantly over the length o f TRACAL, along the beam -line, 
falling to about 50%  o f its m axim um  value at ±1 .1  m. The 
bending pow er o f M l  can be expressed as ƒ  B x  dl, evalu ­
ated over the length o f TR A C A L and along the beam  axis 
(—1.1 m  < x  <  +1.1 m, y  =  0, z  = 0). The bending pow er 
o f M l evaluated over the length o f T R A C A L  is 5.2 T*m. A 
uniform 4 T  field in the barrel region o f CM S will have a 
bending pow er o f about 12 T-m.

Parts of the RD5 detector have been m odified since the 
first run in 1991. Four new  2 x  2 m 2 planes o f RPC cham bers 
were added in the second and in the third m uon m easurem ent 
station, with one plane on either side o f the drift cham bers. 
Each plane is m ade o f  two RPCs with 30 m m  wide read ­
out strips. All new detector planes are m ade o f double-gap 
RPCs [13] that insure a  better efficiency and a m ore precise 
timing. Furthermore, for the study of hadronic punchthrough,
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there needs to be an efficient veto against hits produced by 
off-tim e and halo muons. A  veto wall, that covers the entire 
area o f  the muon drift cham bers, was built with an array of 
R PC s and placed 1.2 m upstream  o f the magnet M l.

The RD5 trigger system  (see also Fig. 1) consists o f  
scintillators SI and S5 fo r the beam  definition and S4a-b 
for beam  size determination. The system  o f counters S2 and 
S3, together with the RPC veto wall described above, form 
a veto system against beam  halo particles. It is ensured that 
there are no other particles crossing the 4  x  4  m 2 area o f the 
R PC  wall within ±2 (is  around the triggering one.

Two trigger m odes w ere used for the m easurem ent o f 
total punchthrough: a m inim um  bias trigger (MB) and a ten- 
lam bda (10À) trigger. The m inim um  bias trigger consisted 
o f  scintillators SI and S5 in anti-coincidence with the veto 
system, thus flagging a single particle entering the detector. 
T he 10À trigger consisted o f  the m in im um  bias trigger with 
the additional requirem ent that there was at least one hit in 
the RPC counters in the m uon station 1, at an absorber depth
o f 10 A.

V

A  Cerenkov counter was used for running with positive 
pions, kaons and protons in order to distinguish various kinds 
o f particles.

3 The data sample and analysis method

D uring the 1991 run period, data were taken with negative 
m uon and pion beams. T he beam  m om enta were 30, 40, 50, 
75, 100, 200 and 300 GeV/c. T he m uon data were used to 
characterize the m uon contam ination in the pion beam  and 
for detector calibration. The results o f the analysis o f the 
1991 data have been previously published [3].

In 1992 and 1993, the RD5 data set was expanded and 
also included negative pions o f m om entum  10 and 20 G eV/c 
as well as positive hadrons (7r+, K + and protons) o f m om en ­
tum  30 to 300 GeV/c. D ata  were also taken with the m agnet 
M l  at full field (3 Tesla).

We define the to ta l punch through  probability  o f  hadronic 
showers at a given depth x  as the ratio o f the num ber o f 
events with at least one h it in the detector at that depth 
x  over the total num ber o f events. This definition should 
be distinguished from  the in tegral punchthrough probab il ­

ity, which is defined as the num ber o f hits m easured in a 
detector divided by the total num ber o f  events. The integral 
punchthrough probability is equal to the total punchthrough 
probability times the average num ber o f  hits per event.

An algorithm, which accounts for cham ber efficiencies 
and noise levels, was developed in order to find the actual 
penetration depth o f  each punchthrough particle. For data 
taken with the MB trigger, the pion and kaon beam s con ­
tained from  2  to 1 0 % m uon contam ination, depending on 
beam  m om entum  and particle type. T he muon contam ina ­
tion com es from 7T or K  decays upstream  o f the detector. 
Therefore, it was necessary  to subtract this m uon background 
offline. The algorithm  w hich determ ines the most probable 
punchthrough depth o f each event and subtracts the m uon 
background is described in detail in reference [3].

T he efficiency o f  the R PC s in the veto wall was about 
95%, thus not all halo m uons were rejected. In addition there

Table 1. Event statistics with minimum bias trigger (MB), used in the 
analysis to measure total punchthrough

Particle momentum ____________ Particle type__________
[G eV /c]  7T~ 7r+ K + p ro to n

Event statistics, M l field 0 T
10 69000
20 61000
30 101000 86000
50 77000
100 103000 70000 39000 68000

200 35000
300 36000 61000 30000

Event statistics, M l field 3 T
10 59000
20 83000
30 85000 85000
50 79000 90000

100 53000 37000 52000 46000
200 50000
300 40000 45000 43000

were some muons entering the detector at large angles out ­
side o f the area o f the veto wall. An additional m uon back ­
ground comes from the presence of halo muons w hich oc ­
curred in coincidence with normal hadronic showers. These 
events are characterized by having a large hadronic show er 
in the calorim eter followed by a m uon track reaching the 
muon station 3. Events were identified as halo and rejected 
from the analysis if  the muon track did not point back to 
the calorimeter. For the 7T“  beam  (depending on the  beam  
m om entum), 30% to 40%  o f all tracks reaching the muon 
station 3 did not point back to the calorimeter. F o r  the tt+ 
beam  the fraction was about 10%. These numbers were ver ­
ified by visually scanning a sample o f  all events reaching 
the m uon station 3 (100 events o f each data set).

A  further requirem ent is that only a  single beam  particle 
enters the calorimeter. For each trigger, all events w ith m ore 
than one track in M W PCs, U1 and U2, are excluded from  the 
analysis. This requirem ent excludes particles which begin to 
shower upstream o f the calorimeter.

During data taking, the 10A trigger was used in order 
to increase m easurem ent statistics at absorber depths greater 
than 10À. For example, the num ber o f  events with particles 
reaching the muon station 3 (31 A) was increased by a fac ­
tor 2  to 7 (depending on the total num ber o f 10A triggers 
recorded) over the statistics with the M B trigger alone. T he 
correct trigger normalization for the data taken w ith the 10A 
trigger, was found by counting the num ber o f 10A triggers 
which occur as a subset o f the m inim um  bias triggers. A fter 
the results obtained with the 10A trigger condition had  been 
properly normalized, the two sets of results (MB and 10À) 
were combined by a weighted average. The event statistics 
used in the present measurement of total punchthrough are 
presented in Tables 1 and 2, for both MB and 10A trigger 
conditions.

4 Description of Monte Carlo simulation

Simulations of the RD5 experiment have been perform ed fo r 
five different m om enta o f 7r ”  beam and one m om entum  o f  
K+. A  primary purpose of the sim ulation is to validate the



418

Table 2. Event statistics collected with ten lambda trigger (IDA) used in 
the analysis to measure total punchthrough

Particle momentum 
[GeV/c]

Particle type
7T 7T+ K+ proton

Event statistics, M l field 0 T
10
20 28000
30 50000 53000
50 44000
100 52000 31000 11000 45000
200 14000
300 13000 30000 20000

Event statistics, M l field 3 T
10
20
30 43000
50 32000 40000
100 26000 20000 25000 31000
200 23000
300 28000 16000 14000
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G E A N T  code, so that confidence may be held in its pre ­
dictions concerning detector designs that are based on this 
widely used simulation program. The detectors included in 
the simulation were TRACAL, the RPCs, and the muon drift 
cham bers. A lso included in the simulation were both m ag ­
nets (M l and M 2), the lead brick in front of T R A C A L  and 
som e concrete supports for the magnet M 2. The simulation 
accounted for the 1.5 T  field o f M 2 and two different field 
conditions (0 and 3 T ) of M L

G EA N T version 3.21 [14] was used for the simulation. 
H adronic interactions were treated with the hadronic shower 
generators G H EISH A  [15] and FLU K A  [16], for 10, 30, 
50, 100 and 300  G e V /c  negative pions, and GHEISHA, for
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50 G e V /c  positive kaons. The number o f  events generated 
ranged from 20,000 at 10 GeV/c to 3000 at 300 GeV/c.

Digitization of charged particle hits in detectors were 
simulated and written to a file in the sam e form at as the 
real data; these data were then processed with the sam e 
analysis program  used for the real data. The G E A N T  en ­
ergy thresholds used were, 1 M eV for all types o f particles 
in the absorbers, and lO keV  for electrons and gam m as in 
the sensitive volumes o f the detectors. The low er thresh ­
old in the sensitive volumes allowed photons to interact and 
produce low-energy electrons which could then be counted 
as hits. Further reducing these thresholds did not result in 
any significant changes in punchthrough distributions. The 
processes included in the simulation were pair production, 
Bremsstrahlung, 5-ray production, photonuclear fission, pho ­
toelectric effect, Compton scattering, Rayleigh scattering, 
muon-nuclear interactions, multiple scattering, annihilation 
and decays. The beam  spot was simulated as a gaussian 
distribution with a width consistent with the M W PC  m ea ­
surements.

5 Results

5.7 Total punchthrough probability o f  hadronic show ers

In Figs. 2 and 3 we present the total punchthrough proba ­
bility o f  hadronic showers as a function o f m eters o f  iron 
equivalent for negative pions. The results with M l  at full 
field (3T ) and M l off are compared. The 30, 50, 100 and 
300 GeV/c data are also compared with sim ulated negative 
pions using the hadronic shower generator G H EISH A . The 
solid line indicates the simulation results with M 1 at full field
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Fig. 6. Total punchthrough probability as a function of meters of iron equiv­
alent for 30, 100 and 300 GeV/c positive pions. We compare data taken with 
the M l field at 3T  and Ml off

and the dotted line with M 1 off. The statistical errors for the 
simulated data are shown at the last bin. The errors on ail 
preceding bins are smaller. In Fig. 4 the negative p ion data 
is com pared with simulation using hadronic show er genera ­
tor FLUKA. Next, in Fig. 5, we present the results obtained 
with both G H EISH A  and FLU K A  com pared with 10 G eV /c 
negative pion data. The scale o f Fig. 5 only extends to 2 m 
o f  iron equivalent in order to magnify the area o f interest 
for 10 G eV /c data. The agreement between both hadronic 
shower generators and the real data is good, with F L U K A  
exhibiting a somewhat better agreem ent at low  m om entum ,
i.e. 10 and 30 GeV/c.

The total punchthrough probability of hadronic showers 
as a function of meters o f  iron equivalent for positive pions, 
positive kaons and protons are shown in Figs. 6 and  7. T he 
results with M l at full field (3T ) and M l  off are com pared. 
The numerical values for all the m easurem ents presented in 
this section are presented in the Appendix.

These data are characterized by two distinct regions. For 
example, consider the 100 GeV/c 7T~ data (Fig. 3). For 
depths less than about 3 m  iron equivalent, the curve has a 
steep slope which represents the absorption o f  the hadronic 
com ponent o f  the shower as a function o f increasing ab ­
sorber depth. For depths greater than 3 m iron equivalent 
the curve flattens out; this represents the presence o f  pen ­
etrating punchthrough muons produced as a  com ponent o f  
the hadronic shower.

In these figures one observes a reduction in the total 
punchthrough probability with the M l  field at 3 T  relative 
to that with M l at OT. This effect m ay be  explained, in 
part, by low energy shower particles curling in  the m agnetic 
field inside TR A C A L and, in part, by punchthrough particles
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compare data taken with the M l field at 3T  and M l off

being deflected outside the detector acceptance by the fields 
o f M l  and M2. For depths less than 10À (<  1 .69m  iron 
equivalent), the geometrical acceptance o f the RD5 detector 
is determ ined by  the size of TRACAL, for depths greater 
than 10A, it is determ ined by the height o f the m agnet M 2 . 
The lim ited acceptance is more pronounced when the M l 
field is at 3T ; particles may exit the calorim eter at large 
angles and be deflected outside the acceptance o f the magnet
M2.

In order to estimate the effect of the finite detector accep ­
tance on the m easurem ent of the total punchthrough prob ­
ability, an additional GEANT simulation was run in which 
the size o f  T R A C A L  and the magnet M 2 were expanded to 
cover the entire area (3.2 x  3.8 m 2) of the muon drift cham ­
bers. The reduction in the punchthrough probability caused 
by particles lost outside the detector acceptance was esti ­
m ated by com paring the total punchthrough probability at 
a given depth obtained from the simulation with the en ­
larged geom etry, to that obtained from the simulation with 
the norm al RD5 geometry. It was found that, independent 
of incident hadron momentum, for the simulated events with 
M l off, the  reduction in the punchthrough probability inside 
T R A C A L  ( <  1.69 m Fe equivalent) was less than a few 
percent and  increased to 4.4 ±  0.6% at the m uon station 1 
and 5.7 ±  2.3%  at the muon station 2 . For simulated events 
with M l at 3 T  the reduction in the punchthrough probabil ­
ity at the m uon station 1 was 7.3 i t  1.4% and increased to 
51 ± 6 % at the m uon station 2 .

We can conclude that the reduction in the punchthrough 
probability  (see Figs. 2, 3, 6 and 7) caused by the magnetic 
field, observed for absorber depths greater than 10 A (muon 
stations 1 , 2  and 3 ), can be wholly explained by punchthrough
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Fig. 8. The total punchthrough probability, as a function of meters of iron 
equivalent, of 100 GeV/c positive pions and positive kaons are compared

particles being deflected outside the detector acceptance. 
The reduction in the punchthrough probability for absorber 
depths less than 10 A (within TRA CA L) is expected to be 
caused by low energy shower particles curling back inside 
TRACAL. As expected, the reduction in punchthrough due 
to magnetic field is largest for lower m om entum  data. For 
the 10 GeV/c 7r~ data, the reduction in the punchthrough 
probability at 1,43 m  iron equivalent was alm ost a factor 3.

The total punchthrough probability o f 10 G eV /c negative 
pions, for both field conditions (3 T  and 0 T ) ,  and 20 and
30 GeV/c negative pions, for a M l field o f 3 T , were only 
measured up to the level o f muon station 1 (approxim ately 
10A). This is because the background m uons com ing from 
pion decays upstream o f the detector were not com pletely 
rem oved by our muon subtraction algorithm. We regard as 
muons those events having one minim um  ionizing track in 
TRA CA L and a penetration depth up to muon station 3 (see 
Ref. [3] for details). For a large num ber o f m uons in the 
low er m om entum  pion beams, this definition fails because 
many o f these muons are bent by the M 2 magnetic field out ­
side the acceptance o f muon station 3. The fraction o f  back ­
ground muons lost from the 10 GeV/c pion beam  was esti ­
mated by analyzing the 10 GeV/c muon data, It was found 
that 30% of these muons were bent out of the acceptance 
o f the detector betw een m uon station 2  and m uon station
3 while another 5% were lost between m uon station 1 and 
muon station 2 .

Next, we com pare the total punchthrough probability 
of positive pions and kaons. In Fig. 8 , one sees that the 
punchthrough probability o f 100 GeV/c positive pions is less 
than that of positive kaons, for a given depth. This difference 
can be explained by the fact that kaon-induced showers will 
contain more secondary kaons which have a higher p rob ­
ability to decay into muons [17]. Furthermore, the 7r+ and 
K+ inelastic cross sections per nucleon, at 100 GeV/c, are 
about 23 mb and 17 mb, respectively [18]. On average, pos ­
itive pions will have a prim ary hard interaction earlier in 
TRACAL, relative to positive kaons, and, as a result, have 
a larger am ount absorber available after the prim ary in terac ­
tion to stop the rem aining shower.
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Fig. 9. The total punchthrough probability as a function of meters of iron 
equivalent o f 50 G eV /c simulated positive kaons is compared with the 
results of analysis of real data. Hadronic interactions were simulated using 
GHEISHA. The statistical error for the simulated data is shown for the last 
bin
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The total punchthrough probability o f  50 GeV/c positive 
kaons is compared, in Fig. 9, with results obtained using 
G H EISH A . The real data w ere taken with M l at full field.

Finally, we investigate the m uon com position o f the 
punchthrough showers as a function o f absorber depth. In 
Fig. 10, the muon com ponent o f  sim ulated showers originat ­
ing from  50 GeV/c negative pions is indicated by the dashed 
line. The particle identification inform ation was recorded 
while running the simulation. The dashed line indicates the
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proportion o f simulated events with a m uon present either 
at that depth or a greater depth. Both hadronic show er gen ­
erators predict that hadronic punchthrough dom inates until 
about 10À (1.69 m  Fe equivalent), and punchthrough m uons 
at greater depths.

5.2 Show er lateral distributions

Further properties o f hadronic showers were investigated, in ­
cluding the shower lateral distribution, as m easured by T R A ­
C A L wires. Figure 11 shows the distribution o f  h it wires in 
TR A C A L layers 8 and 21, at about 2.5À and 7.5 A, respec ­
tively. These layers were chosen to be representative o f the
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show er a t two different points: near the beginning and end 
o f  the show er development. The simulation results obtained 
w ith G H E ISH A  and FLU K A  are com pared with data. The 
incident beam  particles were 50 GeV/c negative pions and 
the m agnet M l  was off. Each TRA CA L layer consisted o f 
48 anode wires strung in the center o f drift cells; the wire 
pitch is 12.7 m m . As seen in Fig. 11 a), only the 32 cen ­
tral wires o f layer 8 were instrumented. Figure 12 shows 
the sam e distribution ju s t described but with the M l field at 
3 T. In each figure, 0 cm indicates the nom inal beam  posi ­
tion. The wire hit distributions in Figs. 1 1 and 12 have all 
been norm alized by the total number o f events in order to 
better com pare their shapes. It is seen that the simulation 
results agree well with the data.

5.3 Show er m ultiplicity distribution

In this section the total charged particle multiplicity as m ea ­
sured by TR A C A L wires and RPC strips is com pared with 
the results o f simulation. Figure 13 shows the TR A C A L 
hit wire multiplicity in layers 8 and 21 for 50 GeV/c nega ­
tive pions com pared with predictions of the simulation. The 
histogram s are normalized by the total num ber o f events. 
F igure 14 shows the same distributions for M l at 3T . The 
num ber o f  events with zero multiplicity are not shown. As 
before, these layers were chosen to be representative of the 
show er near the  beginning and at the end o f  the shower 
developm ent.

The m ultiplicity of hit RPC strips is presented in Fig. 15 
for 30, 50, 100 and 300 GeV/c negative pions as the incident 
particles. The R PC  chambers used were in the muon station 
1, at a depth o f  10À. Again, the num ber o f events with 
zero m ultiplicity are not shown. The experimental results 
are com pared w ith the G EA N T simulation. Both hadronic 
show er generators, G HEISH A  and FLUKA, were used. The 
agreem ent o f bo th  hadronic shower generators are good. The
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squares) with data simulated using GHEISHA (solid line) and FLUKA 
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apparent disagreem ent in Fig. 15 d), for R PC  strip m ulti ­
plicity greater than 30, is due to lack o f statistics for the 
simulated data.

Next, we dem and the presence of a m uon by requir ­
ing that each punchthrough event also reaches m uon sta ­
tion 2. The results are presented in Fig. 16, for 30, 50, 100 
and 300 GeV/c negative pions as the incident particles. N ote 
that for 30 G eV/c incident pions, the punchthrough m uon is 
accompanied by few additional hits in m uon station 1. In 
contrast, for the 300 G eV /c pion data, the m uons reaching 
muon station 2  are accompanied, in m uon station 1 , by a
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Fig. 16. Multiplicity of hit RPC strips in muon station 1 (æ 10À) when 
we require that there is also a hit recorded in muon station 2 (~  20À). 
The showers originated from negative pions of momenta a) 30 GeV/c, b) 
50 GeV/c, c) 100 GeV/c and d) 300 GeV/c when a hit is recorded in muon 
station 2 (æ  20À). The data were taken with the magnet M l off. The 
histograms have been normalized by the total number of events

large num ber o f additional hits, possibly soft hadrons and 
electrons, the rem nant o f the hadronic cascade.

6 Conclusions

We have m easured the total punchthrough probability of 
hadronic showers produced by positive and negative pions, 
positive kaons and protons with prim ary m om enta from  10 to 
300 GeV/c. M easurem ents were m ade up to a depth of about
31 À, farther than m easured by previous experiments. The 
dom inant error in these m easurem ents is the uncertainty in 
the subtraction of the m uon contam ination in the pion beam. 
The punchthrough probability at the muon station 2 (3.49 m 
iron equivalent) and m uon station 3 (5.29 m  iron equiva ­
lent) are m ost sensitive to this background. An appropriate 
system atic error has been added reflecting the uncertainty in 
the background subtraction.

The influence o f  a 3 T  m agnetic field on hadronic punch- 
through was experim entally investigated for the first time. 
T he observed reduction in the punchthrough probability for 
absorber depths less than 10A is predom inately caused by 
low energy shower particles curling back  inside TRA CA L. 
On the other hand, the reduction in the punchthrough proba ­
bility for absorber depths greater than 10À can be explained 
by particles being deflected outside the RD5 detector accep ­
tance.

The m easurem ents have been com pared with the results 
o f a sim ulation of the RD 5 detector using G EA N T 3.21 and 
two different hadronic show er generators: G H EISH A  and 
FLU K A . The G EA N T  energy thresholds used were: 1 M eV 
for all types o f particles in  the absorbers, and lO keV  for 
electrons and gam m as in the sensitive volumes o f  the de ­
tectors. The m easured quantities, including the total punch- 
through probability, the lateral show er distribution and 
show er particle multiplicity, were com pared with the sim ula ­
tion. The general agreem ent betw een the simulation program  
and all aspects o f the punchthrough study in RD5, gives one

confidence that this GEANT-based sim ulation program  can 
be used to make predictions for the design o f LH C  detectors.
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Appendix: Total punchthrough probability num erical 
results tabulated

The tables below contain the results o f  m easurem ents of 
the total punchthrough probability o f hadronic show ers as 
a function o f absorber depth. These are the results after all 
know  m uon backgrounds have been subtracted. T he error is 
the sum  o f the statistical error and an additional error re ­
flecting an uncertainty in subtracting the  m uon background.
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The results below  have not been corrected for the detector 
acceptance.

Table 3. Total punchthrough probability of 10, 20, 30 and 50 GeV/c nega­
tive pions, magnet M 1 off

Iron
eq.
(m)

10 GeV/c 20 GeV/c 30 GeV/c 50 GeV/c:
i

0 J5 0.99978 ±  0,00001 0.9967 ±  0.0002 0.9984± 0.0001 0.99993± 0.00003
0.19 0,9921± 0.0003 0.9922 ±  0.0004 0.9952 ± 0.0002 0.99985 ±  0.00005
0.23 0.9769± 0.0006 0.9851 dr 0.0005 0.9919± 0.0003 0.9992± 0.0001
0.27 0.95 37±  0.0009 0.9745 ±  0.0007 0,9871 ± 0.0004 0.9983± 0.0002
0.31 0.9 26±  0.001 0.9619± 0.0008 0.9812± 0.0004 0.9971± 0.0002
0.35 0.890± 0.001 0.9483 ±  0.0009 0.9747 ± 0.0005 0.9943± 0.0003
0.39 0.843 ±  0.002 0.929 ±  0.001 0.9656 ± 0.0006 0.9908± 0.0003
0.43 0.783 ±  0.002 0.900± 0.001 0.9503 ± 0.0007 0.9856± 0.0004
0.47 0.733 ±  0.002 0.870± 0.001 0.9324± 0.0008 0.9788± 0.0005
0.51 0,669 ±  0.003 0.829 ±  0.002 0.9071 ± 0.0009 0.9686 ±  0.0006
0.55 0.600± 0.003 0.784± 0.002 0.878± 0.001 0.9567 ±  0.0007
0.59 0.532±  0.003 0.728± 0.002 0.836± 0.001 0.9366± 0.0009
0.63 0.470±  0.004 0.670± 0.002 0.787± 0.001 0.906 ±  0.001
0.71 0.395± 0.004 0.596± 0.002 0.723± 0.001 0.864± 0.001
0.79 0.333± 0.004 0.526± 0.002 0.656± 0.002 0.812± 0.001
0.87 0.270± 0.005 0.443± 0.002 0.568± 0.002 0.730± 0.002
0.95 0.201 ±  0.005 0.350 ±  0.002 0.466± 0.002 0.631 ±  0.002
1.03 0.126i  0.005 0.246± 0.002 0.351 ± 0.002 0.515± 0.002
1.11 0.090± 0.006 0.188±  0.002 0.278± 0.001 0.428± 0.002
1.19 0.071 ±  0.006 0.153± 0.001 0.232± 0.001 0.367±  0.002
1.27 0.051 ±  0.006 0.114± 0.001 0.178± 0.001 0.295± 0.002
1.35 0.036± 0.006 0.081± 0.001 0.133± 0.001 0.230± 0.002
1.43 0.029± 0.006 0.064 ±  0.001 0.1061± 0.0010 0.187±  0.001
1.51 0 .021 ±  0.006 0.0459 ±  0.0009 0.0790± 0.0009 0.144±  0.001
1.59 0.013 ±  0.006 0.0260 ±  0.0007 0.0470± 0.0007 0.092± 0.001
1.69 0.0160i  0.0005 0.0302± 0.0004 0.0602± 0.0007
2.29 0.0031 ±  0.0003 0.0061± 0.0002 0.0124± 0.0004
2.89 0.0011 ±0 .0002 0.0019± 0.0002 0.0036± 0.0002
3.49 0.0008 ±  0.0002 0.0010± 0.0001 0.0018± 0.0002
5.29 0.0003 ±  0.0001 0.0004± 0.0001 0.0007 ±  0.0002

Table 4. Total punchthrough probability of 10, 20, 30 and 50 GeV/c nega­
tive pions, M l field 3 T

Table 5. Total punchthrough probability of 100, 200 and 300 GeV/c nega­

tive pions, magnet M l off
_______ __._ ___ ______  >■ »

Iron
eq.
(ni)

100 GeV/c 200 GeV/c 300 GeV/c

0.15 0.99956±0.00007 1.000000±0.00000l 1.000000±0.000001

0.19 0.99931 ±0.00008 0.99997±0.00003 1.000000±0.000002

0.23 0.99903 ±0.00010 0.99987±0.00006 0.99997±0.00003

0.27 0.9981 ±0.0001 0.99979±0.00008 0,99988±0.00006

0.31 0.9968±0.0002 0.9995 ±0 .0 0 0 1 0.99970±0.00008

0.35 0.9955 ±0.0002 0.9993±0.0001 0.9996 ±0.0001
0.39 0.9936±0.0003 0.9991 ±0.0002 0.9993±0.0001
0.43 0.9903 ±0.0003 0.9987±0.0002 0.9991 ±0.0002
0.47 0.9871 ±0.0004 0.9982±0.0002 0.9988±0.0002
0.51 0.9836±0.0004 0.9975±0.0003 0.9985 ±0.0002
0.55 0.9800±0.0004 0.9968±0.0003 0.9981 ±0.0002
0.59 0.9723±0.0005 0.9947 ±0.0004 0.9976 ±0.0002
0.63 0.9646±0.0006 0.9926 ±0.0005 0.9967±0.0003
0.71 0.9323 ±0.0008 0.9904±0,0005 0.9955 ±0.0003
0.79 0.9001 ±0.0009 0.9807 ±0.0007 0.9931 ±0.0004
0.87 0.855±0.001 0.964±0.00! 0.985 8 ±0.0006
0.95 0.809±0.001 0.947±0.001 0.9748±0.0008
1.03 0.744±0.001 0.920±0.00l 0.9586±0.0010
1.11 0.657 ±0.001 0.894± 0.002 0.932±0.00l
1.19 0.571 ±0.002 0.839±0.002 0.898±0.001
1.27 0.486±0.002 0.769±0.002 0.851 ±0.002
1.35 0.403 ±0.002 0.678±0.003 0.781 ±0.002
1.43 0.332±0.00I 0.593±0.003 0.698±0.002
1.51 0.262±0.00! 0.509±0.003 0.615 ±0.002
1.59 0.182 ±0.001 0.387±0.003 0.504±0.002
1.69 0.129±0.001 0.291 ±0.002 0.393 ±0.002
2.29 0.0290±0.0005 0.075±0.00l 0 .1 12±0.001
2.89 0.0087 ±0.0003 0.0194±0.0007 0.0306±0.0009
3.49 0,0041 ±0.0002 0.0071 ±0.0006 0.0122±0.0006
5.29 0.0021 ±0.0002 0.0030 ±0.0006 0.0045 ±0.0004

Table 6. Total punchthrough probability of 100, 200 and 300 GeV/c nega­
tive pions, M 1 field 3 T

Iron
eq.
(m)

100 GeV/c 200 GeV/c 300 GeV/c

0.15 0.99975 ±0.00007 0.999842±0.000001 1.000000±0.000000
0.19 0.9995±0.000l 0.99972±0.00005 1.000000±0,000001
0.23 0.9990±0.0001 0.99947±0.00009 0.99998±0,00002
0.27 0.9982±0.0002 0.9991 ±0.0001 0.99991 ±0.00005
0.31 0.9974±0.0002 0.9987 ±0.0002 0.99979±0.00007
0.35 0.9966±0.0003 0.9983 ±0.0002 0.99968±0.00009
0.39 0.9953±0,0003 0.9978±0.0002 0.9995±0.0001
0.43 0.9939±0.0003 0.9970±0.0002 0.9994±0.0001
0.47 0,9918±0.0004 0.9964±0.0003 0.9992±0.0001
0,51 0.9885±0.0005 0.9954±0.0003 0.9988±0.0002
0.55 0.9852±0.0005 0.9945 ±0.0003 0.9984±0.0002
0.59 0.9762±0.0007 0.9921 ±0.0004 0.9981 ±0.0002
0.63 0.9655±0.0008 0.9893±0.0005 0.9970±0.0003
0.71 0.9465±0.0010 0.9843±0.0006 0.9955 ±0.0003
0.79 0.898±0.001 0.9711 ±0.0008 0.9929±0.0004
0.87 0.850±0.002 0.9534±0.0010 0.9845±0.0006
0.95 0.781 ±0.002 0,926 ±0.001 0.9718±0.0008
1.03 0.709±0,002 0.889±0.00l 0.953 ±0.001
1.11 0.660±0.002 0.856±0.002 0.925±0.001
1.19 0.580±0.002 0.794±0,002 0.886±0.002
1.27 0.485±0.002 0.717 ±0.002 0.830±0.002
1.35 0.389±0.002 0,622±0.002 0.768±0.002
1.43 0.324±0.002 0.538±0.002 0.689±0.002
1.51 0.257±0.002 0.452±0.002 0.610±0.002
1.59 0.164±0.002 0.323±0.002 0.491 ±0.003
1.69 0 .1 12±0.001 0.227±0.00l 0.376±0.002
2.29 0.0250±0.0007 0.0576±0.0008 0.108±0.002
2.89 0.0063±0.0004 0.0140±0.0006 0.0257 ±0.0008
3.49 0.0027±0.0003 0.0054±0.0006 0.0081 ±0.0005
5.29 0.0009 ±0.0002 0.0023±0.0006 0.0027 ±0.0004

Iron
eq.
(m)

10 GeV/c 20 GeV/c 30 GeV/c 50 GeV/c

0.15 0.9993±  0.0001 0.99981± 0.00005 0,9965±  0.0002 0.99997± 0.00002
0.19 0.9944± 0.0003 0.9942± 0.0003 0.9937 ±  0.0003 0.9990± 0.0001
0.23 0.9803 ±  0.0006 0.9846± 0.0004 0.9898± 0.0004 0.9978± 0.0002
0.27 0.9584± 0.0009 0.9695± 0.0006 0.9842± 0.0004 0.9962± 0.0002
0.31 0.932± 0.001 0.9523± 0.0008 0.9774± 0.0005 0.9944± 0.0003
0.35 0.892± 0.001 0.9347± 0.0009 0.9691± 0.0006 0.9921± 0.0003
0.39 0.838±  0.002 0.909± 0.001 0,9572± 0,0007 0.9885± 0.0004
0.43 0.774± 0.002 0.874± 0.001 0.9384± 0.0008 0.9830± 0.0005
0.47 0.718 ±  0.002 0.839± 0.001 0.9166±  0.0010 0.9746± 0,0006
0.51 0.649± 0.002 0.792± 0.002 0.887±  0.001 0.9619± 0.0007
0.55 0.573± 0.003 0.739± 0.002 0,853± 0.001 0.9468± 0.0008
0.59 0.500± 0.003 0.679± 0.002 0.807± 0.001 0.9234± 0.0010
0.63 0.437±  0.003 0.618± 0.002 0.754± 0.002 0.893 ± 0.001
0.71 0.361± 0.003 0.540± 0.002 0,686± 0.002 0.854± 0.001
0.79 0.298±  0.003 0,469± 0.002 0.616± 0.002 0 .812± 0.001
0.87 0.236± 0.003 0.388± 0.002 0.526± 0.002 0.719± 0.002
0.95 0.16 9 ±  0.003 0.298± 0.002 0.425±  0.002 0.609± 0.002
1.03 0.098±  0.003 0.19 7 ±  0.002 0.312± 0.002 0.482± 0.002
1.11 0.065± 0.003 0.14 3 ±  0.002 0.245±  0.002 0.394± 0.002
1.19 0.047± 0.003 0.110± 0.002 0,203± 0.001 0.330± 0.002
1.27 0.027±  0.003 0.071± 0.002 0,155±  0.001 0.253± 0.002
1.35 0.016± 0.003 0.049± 0.002 0.114± 0.001 0.201 ± 0.001
1.43 0.010 ±  0.003 0.036± 0.002 0.089± 0.001 0.163± 0.001
1.51 0.022± 0.002 0.0656± 0.0009 0.124± 0.001
1.59 0.0370±  0.0007 0.0767± 0.0010
1.69 0.0230± 0.0005 0.0509± 0.0007
2.29 0,0040± 0.0003 0,0096± 0.0004
2.89 0.0020± 0.0002
3.49 0.0008 ± 0.0002
5.29 0.0003 ± 0.0001



Table 7. Total punchthrough probability of 30, 100 and 300 GeV/c positive 
pions, magnet M l off

Iron
eq.
(m)
0.15

30 GeV/c 100 GeV/c 300 GeV/c

0.9993 3 ±  0.00009 ~"0 99999 ±  0.00001 0.999999± 0.000003
0.19 0.9976± 0.0002 0.99947±  0.00009 0.999999± 0.000004
0.23 0.9950db 0,0002 0.998l ±  0.0002 0.99997± 0.00002
0.27 0.9911 ±  0.0003 0.9964± 0.0002 0.99994± 0.00004
0.31 0.9861 ±  0.0004 0.9949±  0.0003 0.99982± 0.00006
0.35 0.9800± 0.0005 0.9939± 0.0003 0.99964± 0.00008
0.39 0.9707± 0.0006 0.9928± 0.0003 0.9994± 0.0001
0.43 0.955 8 ±  0.0007 0.9917± 0.0004 0,9992± 0.0001
0.47 0.9383± 0.0008 0.9905 ±  0.0004 0.9991 ± 0.0001
0.51 0.9131 ±  0.0010 0.9886± 0.0004 0,9988± 0.0001
0.55 0.884± 0.001 0.9864± 0.0004 0.9985± 0.0002
0.59 0.843± 0.001 0,9825± 0.0005 0.9981 ± 0.0002
0.63 0.794± 0.001 0.9742± 0.0006 0.9972± 0.0002
0.71 0.730± 0.002 0.9617± 0.0007 0.9959± 0.0003
0.79 0.662± 0.002 0.9403± 0.0009 0.9934± 0.0003
0.87 0.574± 0.002 0.895 ±  0.001 0.9861 ± 0.0005
0.95 0.471 ±  0.002 0.833± 0.001 0.9748 ± 0.0007
1.03 0.355=b 0.002 0.754± 0.002 0.9581± 0.0009
1.11 0.280± 0.002 0.674± 0.002 0.932± 0.001
1.19 0.234± 0.001 0.606± 0.002 0.897± 0.001
1.27 0.180±  0.001 0 .519± 0.002 0,848± 0.002
1.35 0.13 5 ±  0.001 0.429±  0.002 0.779± 0.002
1.43 0.10 8 ±  0.001 0.358± 0.002 0.698± 0.002
1.51 0.0807 ±  0.0009 0.287± 0.002 0.618± 0.002
1.59 0.0490± 0.0007 0.19 8 ±  0.002 0.505± 0.002
1.69 0.0316± 0.0004 0.1392± 0.0009 0.400± 0.002
2.29 0.0066± 0.0003 0.0301± 0.0006 0.113± 0.001
2.89 0 .0019± 0.0002 0.0078±  0.0003 0.0312± 0.0010
3.49 0,0009± 0.0001 0.0035 ±  0.0003 0.0120± 0,0008
5.29 0.00044± 0.00009 0.0015 ±  0.0002 0.0054± 0.0007

Table 8. Total punchthrough probability of 30, 100 and 300 GeV/c positive 
pions, M l field 3 T

Iron
eq.
(m)

30 GeV/c 100 GeV/c 300 GeV/c

0.15 0.9987 ±0.0001 0.99984±0.00007 1.000000±0.000001
0.19 0.9971 ±0.0002 0.9994±0.0001 1.000000±0.000002
0.23 0.9942±0.0003 0.9987±0.0002 0.99999±0.00002
0.27 0.9895 ±0.0004 0.9977±0.0003 0.99994±0.00004
0.31 0.9834±0,0004 0.9969±0.0003 0.99976±0.00008
0.35 0.9763 ±0.0005 0.9960±0.0003 0.99965 ±0.00009
0.39 0.9652±0.0006 0.9947 ±0.0004 0.9995 ±0.0001
0.43 0.9485±0.0008 0.9935 ±0.0004 0.9992±0.000l
0.47 0.9277±0.0009 0.9918 ±0.0005 0.9989±0.0002
0.51 0.899±0.001 0.9893±0.0006 0.9986±0.0002
0.55 0.865±0.001 0.9864±0.0006 0.9983±0.0002
0.59 0.822±0.001 0.9806±0.0007 0.9978 ±0.0002
0.63 0.771 ±0.001 0.9697±0.0009 0.9969±0.0003
0.71 0.703±0.002 0.954±0.001 0.9956±0.0003
0.79 0.634±0.002 0,927±0,001 0.9931 ±0.0004
0.87 0.546±0.002 0.871 ±0.002 0.9855±0.0006
0.95 0.443 ±0.002 0.801 ±0.002 0.9736±0.0008
1.03 0.328±0.002 0.716±0.002 0.956±0.001

1.11 0.257±0.002 0.635±0.003 0.929±0.001
1.19 0.209±0.001 0.567±0.003 0,894±0.002
1.27 0.154±0.001 0.483±0.003 0,844±0.002
1.35 0 .118±0.001 0.398±0.003 0.775±0.002
1.43 0.094±0.001 0.330±0.003 0.692±0.002
1.51 0.0695 ±0.0009 0.261 ±0.002 0.608±0.002
1.59 0.0399±0.0007 0.173±0.002 0.487±0.002
1.69 0.0250±0.0005 0.117 ±0.002 0.375±0.002
2.29 0.0046±0.0003 0.0252±0.0009 0.108±0.002
2.89 0.0010±0.0002 0.0058±0.0006 0.0262±0.0009

3.49 0.0005 ±0.0002 0.0025 ±0.0005 0.0085 ±0.0007
5.29 0.0001 ±0.0001 0.0009±0.0005 0.0028±0.0006

Table 9. Total punchthrough probability of 100 GeV/c positive kaons and 
100 and 300 GeV/e protons, magnet M l off
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Iron
eq.
(m)

100 GeV/c K+ 100 GeV/c: proion 300 GeV/c proton

0.15 0.99994± 0.00004 0.999999± 0.000005 1.000000± 0.000002
0.19 0.99974± 0.00008 0.999999±  0.000005 l.000000± 0.00(X)02
0.23 0.9994± 0.0001 0.999999 ±  0.000005 0.99998± 0.00002
0.27 0.9989± 0.0002 0.999999± 0.000005 0.99997 ± 0.00003
0.31 0.9984± 0.0002 0.99999±  0.00001 0.99997± 0.00003
0.35 0.9980± 0.0002 0,99997± 0.00002 0.99997± 0.00003
0.39 0.9976± 0.0003 0.99995± 0.00003 0.99997 ± 0.00003
0.43 0.9970± 0.0003 0.99987± 0.00004 0.99997 ± 0.00003
0.47 0.9964± 0.0003 0.99956± 0.00008 0,99995 ± 0.00004
0.51 0.9952±  0.0004 0.9990± 0.0001 0.99993 ± 0.00005
0.55 0.9940±  0.0004 0.9982± 0.0002 0.99990± 0.00006
0.59 0.9887± 0.0005 0.9960± 0.0002 0.99988± 0.00006
0.63 0.9833± 0.0007 0.9901± 0.0004 0.99980± 0.00008
0.71 0.9780± 0.0007 0.9805 ±  0.0005 0.9996± 0.0001
0.79 0.953±  0.001 0.9614± 0.0007 0.9986± 0.0002
0.87 0.918± 0.001 0.915± 0.001 0.9936± 0.0005
0,95 0.882± 0.002 0.853± 0.001 0.9855± 0.0007
1.03 0.831 ±  0.002 0.772± 0.002 0.9731± 0.0009
1.11 0.790± 0.002 0.686± 0.002 0.947± 0.001
1.19 0 .715± 0.002 0.609± 0.002 0 .9 12± 0.002
1.27 0.620± 0.002 0.508± 0.002 0.862± 0.002
1.35 0.526± 0.003 0.426± 0.002 0.789± 0.002
1.43 0.451 ±  0.003 0.356± 0.002 0.705 ± 0.003
1.51 0.376± 0.002 0.287± 0.002 0.621 ± 0.003
1.59 0.269± 0.002 0 .199± 0.002 0.506± 0.003
1.69 0.199± 0.002 0.141 ±  0.001 0.390± 0.003
2.29 0.052± 0.001 0.0298± 0.0007 0.099 ± 0.002
2.89 0.0152± 0.0006 0.0073± 0.0003 0.0274± 0.0009
3.49 0.0069 ±  0.0004 0.0030± 0.0002 0 .0119± 0.0006
5.29 0.0042± 0.0003 0.0013± 0.0001 0.0061 ± 0.0004

Table 10. Total punchthrough probability of 100 GeV/c positive kaons and 
100 and 300 GeV/c protons, M l field 3 T

Iron 100 GeV/c K+ 100 GeV/c proton 300 GcV/^Tproton
eq
(m)
0.15 0.99978± 0.00007 1.000000± 0.000001 0.9999 8 ± 0.00002
0.19 0.99955± 0,00009 1.000000± 0.000001 0.9999 8 ± 0.00002
0.23 0.9992± 0,0001 1,000000± 0.000002 0.9999 8 ± 0.00002
0.27 0,9987± 0,0002 0.99998± 0.00002 0.9999 8 ± 0.00002
0.31 0,9984± 0.0002 0.99997± 0.00003 0.99998± 0.00002
0.35 0,9980± 0.0002 0.99993± 0,00004 0.99998± 0.00002
0.39 0.9975± 0.0002 0.99986± 0.00006 0.99998± 0.00002
0.43 0.9970± 0.0002 0.9995±  0.0001 0.99996± 0.00003
0,47 0.9961± 0.0003 0.9990± 0.0001 0.99996± 0.00003
0.51 0.9946± 0.0003 0.9980± 0.0002 0.99995± 0.00003
0.55 0.9930± 0.0004 0.9968± 0.0003 0.99994± 0.00004
0.59 0.9851 ±  0.0005 0.9935± 0.0004 0.99993± 0.00004
0.63 0.9772± 0.0007 0.9852± 0.0006 0.99979± 0.00007
0.71 0,9694± 0.0008 0.9726± 0.0008 0.9995± 0.0001
0.79 0.937± 0.001 0.947 ±  0.001 0.9987± 0.0002
0.87 0.894± 0.001 0.892± 0.001 0.9929± 0.0004
0.95 0.851 ±  0.002 0.822± 0.002 0.9830± 0.0006
1.03 0.795± 0.002 0.734± 0.002 0.9678± 0.0009
1.11 0.753± 0.002 0.647± 0.002 0.940± 0.001
1.19 0.675± 0.002 0.574± 0.002 0.901 ± 0.001
1.27 0.581 ±  0.002 0.483± 0.002 0.846± 0.002
1.35 0.488± 0.002 0.392± 0.002 0.769± 0.002
1.43 0.415 ±  0.002 0.321 ±  0.002 0.678± 0.002
1.51 0.341 ±  0.002 0.250± 0.002 0.587± 0.002
1.59 0.232± 0.002 0.160± 0.002 0.45 6± 0.002
1.69 0.169± 0.001 0.105± 0.001 0.340± 0.002
2.29 0.0438±  0.0009 0.0188 ±  0.0006 0.085± 0.001
2.89 0.0115± 0.0005 0.0036± 0.0003 0.0197± 0.0007
3.49 0.0051 ±  0.0003 0.0014± 0.0002 0.0079± 0.0004
5.29 0.0032± 0.0003 0.0005± 0.0001 0.003 6 ± 0.0003


