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Abstract 

We present a measurement of jet shapes in pp collisions at fi = 1.8 TeV at 

the Fermilab Tevatron using the Collider Detector at Fermilab (CDF). Qualitative 

agreement is seen with the predictions of recent next-to-leading (0(o:)) calculations 

and with leading logarithm QCD based Monte Carlos. The dependence of the jet 

shape on transverse energy is studied. 

In this letter we report an analysis of jet shapes, measured using the momentum 

flow of charged particles inside jets, and the dependence of the jet shape on jet energy 

for jets in the 100 GeV energy range. The experimental data, gathered using the CDF 

detector in pp collisibns at ,,& =, 1.8 TeV, are compared to the calculation,,of Ellis et 

al. [l, 21 and leading logarithm QCD Monte Carlos [3, 41. 
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Such comparisons between QCD calculations and observations in jet physics have 

been plagued by a lack of knowledge of the fragmentation process. Although a large 

amount of experimental data has been accumulated on jet fragmentation, there are 

still no reliable techniques to calculate QCD in this soft regime. However, the main 

kinematic features of the non-perturbative hadronization process can be summarized 

by its longitudinal and lateral properties with respect to the jet axis: the longitu- 

dinal momentum (Kl) distribution approximately scales with jet energy, apart from 

logarithmic violations [5, 6, 71; the transverse momentum (If,) spectrum of the par- 

ticles in the jet has a mean Kt of- 350-500 MeV, which also changes slowly with jet 

energy 15, 81. 

Based on the above, the mean angle 6 between a particle and jet axis, where 

tan6 = K,/Kl, should decrease with jet energy as Kc remains almost constant and 

Kl grows almost linearly with jet energy. Thus the size of a cone which contains a 

constant fraction of the the jet energy is expected to decrease with jet energy. At 

high energies, however, gluon emission effects are more prominent due to scaling of 

the matrix elements. Therefore, at sufficiently high energies where fragmentation 

effects become negligible, the shape of the jet should be calculable by perturbative 

QCD alone. 

The Fermilab Tevatron has produced the most energetic jets ever seen. There- 

fore, it is interesting to test whether the shape of these jets, measured by momentum 

flow within a cone, can indeed be calculated by an a: finite-order perturbative QCD 

calculation [l]. Such a calculation has been .shown to agree very, well with the in- 

clusive d’u/dETdv jet cross section [9], where ET = E sinB, E is the jet energy, 
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17 E -log tan(8/2) and 0 is the polar angle with respect to the beam. Henceforth, 

transverse refers to the beam (i.e. pp) axis. 

The CDF detector has been described in detail elsewhere [IO]. The detector ele- 

ments most relevant to this study are the central calorimeter and the central tracking 

chamber. The calorimeter covers the pseudorapidity range 171 < 1.1. This calorime- 

ter is segmented into projective towers of AT x AqS = 0.1 x 15”. Charged-particle 

momenta are measured with the central tracking chamber, a cylindrical drift chamber 

immersed in a 1.4 T solenoidal magnetic field parallel to the beam axis. In the pseu- 

dorapidity range 1~1 < 1.2, the transverse momentum resolution is 6F$/P$ N 0.002 

(GeV/c)-‘. The polar angle is measured with an accuracy &cot 0 of f5. 1OP. The 

detector was triggered on the presence of a localized cluster of energy in the calorime- 

ter [ll]. In order to span a large range of cross sections, three separate thresholds, 

of 20, 40, and 60 GeV, were imposed on the transverse energy of the trigger cluster. 

The 20 and 40 GeV triggers were prescaled to accept 1 in 300 and 1 in 30 events, 

respectively. The data set analyzed here corresponds to an integrated luminosity of 

4.2 pb-’ at a center of mass energy’& = 1.8 TeV. 

Jets are identified using a cone algorithm based on the measured event vertex as 

the origin. Contiguous seed towers with ET > 1 GeV are selected to form preclusters. 

Using the ET weighted centroid of each precluster as a starting point, jet clusters are 

formed by including all towers with E T > 0.1 GeV inside a cone of radius R. = 

&GmGF (4 measured in radians). A tower is included in a cluster if its 

center is inside the cone, otherwise it is excluded. A cone of R. = 1.0 is used in this 

analysis to minimize the flow of energy out of the jet cone. If a cluster shares more 
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than 75% of its energy with a cluster of higher energy, the two are merged together, 

otherwise, they are defined as separate, and towers common to both clusters are 

assigned to the jet with the nearest centroid. Further details on this algorithm can 

be obtained in Ref. [ll]. The jet energy, E, is determined using a scalar sum of tower 

energies in the cone. ET is measured as E sine, where 0 is the angle between a line 

drawn from the cluster centroid to the event vertex position and the beamline. The 

jet axis used in the jet shape computation is defined by the following: 

c 
Tjet = 

tOwma VET 

c towcra ET 

+jet = peT* 4;: 
(1) 

towEIa 

The above algorithm is very similar to the jet definition employed at the parton level 

in producing the 0(a:) predictions for comparison [l, 121. 

Cuts were applied on the data to ensure uniform acceptance. The event vertex 

was required to be within 60 cm of the center of the detector along the beamline. A 

minimumenergy cut, based on the trigger efficiency determined with jets in the region 

of ET where the data from different triggers overlapped, was applied to avoid trigger 

biases. A maximum energy cut was also imposed to produce three non-overlapping 

samples for the study of the jet shape variation with energy. The obtained ranges 

were 40-60, 65-90, and 95-120 GeV, having mean energies of 45, 70 and 100 GeV, 

for the 20, 40 and 60 GeV triggers respectively. Background from cosmic ray showers 

were rejected using criteria based on timing information in the hadronic calorimeter 

and jet ET balancing, similar to those described in Ref. [13]. Finally, jets in the 

sample were required to have 0.1 < ]T] 5 0.7 t o ensure uniform detector response 

and good containment in the central~detector. 

Tracks were used to study the jet shapes because of their better spatial and mo- 
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mentum resolution for single particles. The shape is defined by the normalized average 

transverse momentum (Pr) density p(r): 

P(T) = UT) 
.I,“0 t(TP 

with 
C2) 

In these equations N is the number of tracks, & is their transverse momentum, Py’ 

is the total transverse momentumcarried by tracks in the jet defined within a cone Rs, 

and T is the distance of the track from the jet axis in 7-4 space (r = V/w). 

The minimum momentum measured by the central tracking chamber, PFn, is 0.4 

GeV, and the cone size Ro is selected to be 1.0. Nj.t is the number of jets measured. 

The integral shape variable @(T) = J,’ p(r’)d r’ is used to compare data with theory. 

Note that T is related to the angle 6 through the relation between 7 and 8: For small 

angles, An = As/sin0 and 6 = ,/m. 

The theoretical predictions for the integral jet shape are obtained by calculating 

the phase space for two partons, weighted by their ET and the appropriate matrix 

element squared, between the inner cone T and the jet cone Ro [2]. The result is 

normalized by the total Born cross section. Assuming that non-perturbative effects 

do not change the jet shape substantially, this quantity is 1 - q(r). This procedure 

is used in order to avoid collinear singularities at T = 0. We note that the ~35 theory 

does not predict substantial differences between quark and gluon jet shapes. 

In Figure l.a, the integrated jet shape q is shown and compared with an at calcu- 

lation by S. Ellis, for three different renormalization scales p [2], and with the result of 

the Herwig [3] Monte Carlo, which includes fragmentation effects. Non-perturbative 

effects are not added to the QCD.curves. It is remarkable that a pure perturbative 

QCD calculation can describe the experimental data so well. A simple independent 
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jet fragmentation model without gluon radiation predicts a much narrower jet shape. 

The measurement of the shape can be distorted by various experimental effects. 

The dominant ones are the spatial resolution of jet axis position and tracking inef- 

ficiency at the jet core. Both effects tend to smear energy out from the core to the 

adjacent regions. 

The tracking efficiency in jets was estimated by merging drift chamber hits from 

simulated tracks into real jet data, as in Ref. [6]. Those events were tracked by the 

same algorithm used for real data, and the resulting efficiency was parametrized as a 

function of the spatial separation of tracks and the jet ET. The parametrization was 

incorporated in the fast detector simulation used for this analysis. The systematic 

uncertainty in this procedure was estimated by comparing the jet shape distribution 

obtained by generating jet events and propagating them through two different detector 

simulations, one which uses the efficiency parametrization, and one which generates 

drift chamber hits which are subsequently tracked by the CDF tracking algorithm. 

The difference between these two distributions was used as the systematic uncertainty. 

This uncertainty varies between 6% for T < 0.1 to less than 1% for T > 0.4. 

The uncertainty in the jet axis position introduces a correlation in r, found to be 

mainly between adjacent bins in T, in the measured distribution. For example if the 

resolution is AT then a particle produced at distance T from the real jet axis may be 

detected at T + Ar in a different bin. To unfold this effect, we use a correction matrix, 

calculated from a Monte Carlo simulation, in the following way. We determine the 

matrix A, defined such that pdet = dPgenr where.PdEt is the jet shape distribution 

obtained from Monte Carlo detector simulation and and pgcn is the generated dis- 
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tribution. The elements of matrix A are found by summing over all contributions 

in a bin in the space (Y~~,T~~,,) and th e matrix is then normalized by rows to fulfill 

Pdet = &m. The inverse matrix d-l is used to correct the data: pcml = A-*pmeasr 

where pm, is the corrected distribution and pmeas is the measured distribution. This 

procedure corrects also for known detector effects such as tracking efficiency, men- 

tioned above. The correction is of the order of 6% for T = 0.1 and less than 3% for 

the other T bins. 

The stability of the correction method was checked by the following procedure. 

Two correction matrices were generated with two different Monte Carlos, Herwig 5.3 

[3] and Pythia 5.4 [4]. The correction matrix of the first was applied to the obtained 

distribution (after detector simulation) of the second and vice versa. The result of 

the matrix corrections was compared with the generated distributions. The differ- 

ence between the corrected and generated distributions was added to the systematic 

uncertainty. They vary from 7% for T < 0.1 to less than 1% for T > 0.3. 

The uncertainty from the jet axis definition was estimated by comparing the jet 

shape distributions from Monte Carlo generated events, using two different jet axes: 

the jet axis obtained from the CDF jet algorithm after the events were propagated 

through the detector simulation, and the jet axis obtained from clustering the gener- 

ated particles. The uncertainty varies from 6% at r < 0.1 to 1% and less for T > 0.2. 

The systematic uncertainty from fragmentation was estimated by comparing the re- 

sults of the Pythia Monte Carlo with the Herwig Monte Carlo. This uncertainty is 

less than 1% for all r. 

Finally, underlying event contributions to the shape are small, as their shape is 
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flat and the energy small compared to the jet energies used. The calorimeter energy 

scale is uncertain to 3% and this leads to a systematic uncertainty in the jet shape 

measurement which varies from 4% for r < 0.1 to less than 1% for T > 0.2. 

The total systematic uncertainty was estimated by adding all above sources in 

quadrature. The uncertainty is of the order of 10% for T < 0.1, decreasing with T to 

less than 1% for T > 0.5. The uncertainty is similar for the three jet energies studied. 

In Figure l.b, ‘XJ is plotted for the three different energies, 45, 70 and 100 GeV. 

One can observe that the jets get narrower as their ET increases. In order to compare 

the data to theory and to QCD Monte Carlos, the energy dependence of the shape 

is shown in Figure 2 by plotting the fractional & inside of a typical cone of r=0.4, 

for the three different energies. Also plotted are the predictions of the Herwig and 

Pythia Monte Carlos, with their respective default structure functions, DO [14] and 

EHLQ [15], and the predictions of the c~z theory, using HMRSB [16]. The bands 

represent the uncertainty in the 02 theory due to the renormalization scale. 

Both the c~z theory and the leading log shower Monte Carlos, agree qualitatively 

with the data, although it seems that the jets are slightly more collimated than the 

c$ theory and slightly less collimated than the prediction of the shower Monte Car- 

10s. One possible explanation for the observation that high energy jets are narrower 

than the a: prediction is that higher order effects tend, through coherent gluon emis- 

sion [li’], to populate with soft partons the region between the ‘hard’ emission and 

the original parton, transferring some of the energy of the hard parton to the inner 

part of the jet. 

In conclusion, it is encouraging that the calculation of the jet internal structure 
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by a perturbative expansion in as is so close to the experimental data. This might 

be the first step in understanding jet formation from first principles, without relying 

on phenomenological models. 
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Figure Captions 

Fig. 1: a)The distribution of the PT fraction in a cone for 100 GeV ET jets and 

cone size of Re = 1.0. The variable plotted, q(y), is the ratio of & within a 

cone of radius T to the PT within a cone of radius R,., = 1.0. Also shown are 

QCD calculations: (Y: theory calculations, using HMRSB structure functions 

for Aooo = 122 MeV and different scales p; the prediction from the Herwig 

Monte Carlo version 5.3. 

b) q(r) for 45, 70 and 100 GeV jets. 
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Fig. 2: Q(0.4) for 45, 70 and 100 GeV jets. The horizontal error bars represent the 

jets EQ- range. Predictions from the a: theory (the width of the band represents 

the p dependence) and the Herwig and Pythia Monte Carlos are also shown. 
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Figure 2. 

1 
,~~‘~,“I I,# 111,,,,,,,,,, ,, I ‘, 

-0.8 - 
* 
d 

y0.7 - 

0.6 - 

e------ 
/.-- _.-- + 

- Herwig 5.3 MC 

---- Pythio 5.4 MC 
! 0.5 

/ 1 , , , , 20 , 40 
60 80 

,,‘,,,,,,,, 1 
100 120 140 

Jet ET CGeVl 

16 


