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Measurement of the angular distribution of electrons fromW—ew» decays observed
in pp collisions at \'s=1.8 TeV
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MEASUREMENT OF THE ANGULAR DISTRIBUTION @ . .. PHYSICAL REVIEW D 63 072001

We present the first measurement of the electron angular distribution parametar W—ev events
produced in proton-antiproton collisions as a function of fiéoson transverse momentum. Our analysis is
based on data collected using the D@ detector during the 1994—1995 Fermilab Tevatron run. We compare our
results with next-to-leading order perturbative QCD, which predicts an angular distribution of (1
+ @, COSO* + a, cOZ 6*), where % is the polar angle of the electron in the Collins-Soper frame. In the
presence of QCD corrections, the parametersand «, become functions opw, the W boson transverse
momentum. This measurement provides a test of next-to-leading order QCD corrections which are a non-
negligible contribution to th&V boson mass measurement.

DOI: 10.1103/PhysRevD.63.072001 PACS nuniderl4.70.Fm, 12.15.Ji, 13.38.Be, 13.85.Qk

I. INTRODUCTION chosen since it reduces the ambiguity of the neutrino longi-

After the discovery of th&V boson[1,2] at the CERNpp  tudinal momentum to a sign ambiguity on afis
collider, early studies of its properties verified its left-handed In this paper, we present the first measurement.pés a
coupling to fermions and established it to be a spin 1 particldunction of p} [16], which serves as a probe of next-to-
[3,4]. These were accomplished through the measurement ¢gading orderNLO) quantum chromodynamia€CD), us-
the angular distribution of the charged lepton from the ing the well-understood coupling betwe®hbosons and fer-

boson decay, a measurement ideally suiteghpocolliders. ~ Mions. This measurement probes the effect of QCD
The angular distribution was found to follow the well-known corrections on the spin structure 8f boson production.
V—A form (1*cos6*)? where the polar anglé* is the At DO, the most precis&V boson mass measurement is

lepton direction in the rest frame of thi boson relative to Made by fitting the transverse mass distribution. However,
the proton direction, and the sign is opposite that of theince the transverse mass of Weboson is correlated_ with
charge of theW boson or emitted lepton; this formulation the decay angle of the lepton, the QCD effects discussed
assumes that only valence quarks participate in the intera@POVe introduce a systematic shifd0 MeV to theW boson

tion, otherwise the angular distribution is slightly modified. Mass measurement for events witfi< 15 GeV which must

It is important to note that these measurements were pefe€ taken into account. Presently, the Monte Carlo program
formed onW bosons produced with almost no transverseused in the mass measurement models the angular distribu-

momenta. This kinematic region is dominated by the production of the decay electron using the calculation of Mirkes

tion mechanisng+ g’ —W. The center of mass energy used, [14]. During the next run of the Fermilab Tevatron c_ollider
e oy (run 1), when the total error on th&/ boson mass will be

g/ogr?[r?sgte(;si\t/):stgnggltlyhlgh enough for other processes toreduced from the current 91 MeV for DfA7-22 to an

H 1
At the higher energies of the Fermilab Tevatrodg( estimated 50 MeV for 1 fb* and to about 30 MeV for 10

—1.8 TeV) and higher transverse momenta explored usin fb~1 [23], a good understanding of this systematic shift is
L 9 + EXplol Qmportant. Therefore, a direct measurement of the electron
the DO detector[5], other processes are kinematically al-

angular decay distribution is important to minimize the sys-
lowed to occur. At lowW boson transverse momentupy! , ten%atic errory P 4

the dominant higher order process involves initial state ra- The paper is organized as follows: a brief description of
diation of soft glu_ons. Th's. Process 1s calculatgd through thefhe DOdetector is given in Sec. Il, with an emphasis on the
use of resummation techniques as discussed in RBf2. 5 nonents used in this analysis. Event selection is dis-

At higher values ofp¥‘_’, where perturbation theory holds, ¢ssed in Sec. Ill. The analysis procedure is described in
other processes contribuif#3], such as: Sec. IV. Finally, conclusions are presented in Sec. V.

1) g+q’'—W+g

(2 g+g—W+q’ 3

3) g+g—W+q+q’ ) no QCD effects.........|
where only the first two contribute significantly at Tevatron 0‘1
energies 14]. These two processes change the form of the LSEs
angular distribution of the emitted charged lepton to 1 ™10 QCD effects

do 051 0, e

—— (1% @, co80* +a,cos 6%) (1.1
dp?dy dcos¢* ( ! 2 ) 49 o

where the parametes; and «, depend on th&V bosonp+
and rapidity,y [14]. In Fig. 1, the paramete®; and «, are
shown as functions qﬁ¥v. The anglef* is measured in the
Collins-Soper framg15]; this is the rest frame of th&V FIG. 1. The angular parametets (dashedl and «, (solid) as
boson where the-axis bisects the angle formed by the pro- functions ofp¥ . These parameters are evaluated integrated over the
ton momentum and the negative of the antiproton momenw boson rapidityy. In the absence of QCD effects anda, equal

tum with thex-axis along the direction qﬁ¥’. This frame is 2.0 and 1.0, respectively.

0 25 50 75 100 125 150 175
prY [GeV]
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Il. THE DQ DETECTOR line analysis code to select events based on physics require-

ments. Therefore, the experiment can be triggered on events

that have characteristics ofV bosons or other physics
The DO detector, described in more detail elsewhgig  criteria.

is composed of four major systems. The innermost of these is

a non-magnetic tracker used in the reconstruction of charged IIl. PARTICLE IDENTIEICATION AND DATA

particle tracks. The tracker is surrounded by central and for- SELECTION

ward uranium-liquid-argon sampling calorimeters. These

calorimeters are used to identify electrons, photons, and had- Th||s tanaly5|s drfrl]'es ogn tthet,Dd@etector S ab'l'zt;% Id?tﬂ-ne
ronic jets, and to reconstruct their energies. The calorimeterr'o“c.y electrons and the undetected energy assocl Wi u

. tfrinos. The particle identification techniques employed are
are surrounded by a muon spectrometer which is compose Lscribed in greater detail in R4R4]. The following sec-

of an iron-core toroidal magnet surrounded by drift tube . . : . L
chambers. The system is usgd in the identificati)(/)n of muongOns provide a brief summary of the techniques used in this

and the reconstruction of their momenta. To detect inelastigaper'

pp collisions for triggering, and to measure the luminosity, a
set of scintillation counters is located in front of the forward
calorimeters. For this analysis, the relevant components are ldentification of electrons starts at the trigger level, where
the tracking system and the calorimeters. We use a coordflusters of electromagnetic energy are selected. At level 1,
nate system where the polar anglés measured relative to the trigger searches for EM calorimeter towers¢(xX A »
the proton beam direction, and ¢ is the azimuthal angle. =0.1X0.1) that exceed predefined threshoMéboson trig-
The pseudorapidity; is defined as-In[tan (9/2)], andp is  gers require that the energy deposited in a single EM calo-
the perpendicu|ar distance from the beam line. rimeter tower exceed 10 GeV. Those events that satisfy the

The structure of the calorimeter has been optimized tdevel 1 trigger are processed by the level 2 filter. The trigger
distinguish electrons and photons from hadrons, and to medowers are combined with energy in the surrounding calorim-
sure their energies. It is composed of three sections: the cegter cells within a window ofA ¢xA»7=0.3X0.3. Events
tral calorimeter(CC), and two end calorimeteréEC). The  are selected at level 2 if the transverse energy in this window
n-coverage for electrons used in this analysis7g<1.1in  exceeds 20 GeV. In addition to tife; requirement,_the lon-
the CC and 1.5|7|<2.5 for the EC. The calorimeter is gitudinal and transverse shower shapes are required to match
segmented longitudinally into two sections, the electromagthose expected for electromagnetic showers. The longitudi-
netic (EM) and the hadroni¢HAD) calorimeters. The pri- nal shower shape is described by the fraction of the energy
mary energy measurement needed in this analysis coméeposited in each of the four EM layers of the calorimeter.
from the EM calorimeter, which is subdivided longitudinally The transverse shower shape is characterized by the energy
into four layers(EM1—EM4). The hadronic calorimeter is deposition patterns in the third EM layer. The difference be-
subdivided longitudinally into four fine hadronic layers tween the energies in concentric regions covering 0.25
(FH1-FH4 and one course hadronic layéZH). The first,  <0.25 and 0.1%0.15 in X ¢ must be consistent with that
second and fourth layers of the EM calorimeter are transéxpected for an electrdib].
versely divided into cells of siz& 7XA¢=0.1x0.1. The In addition, at level 2, the energy cluster isolation is re-
shower maximum occurs in the third layer, which is dividedquired to satisfyf;s,<0.15, wheref;s, is defined as
[ i i . .05 to improve the shower shape
mensurement oo o P | Euul 04~ Ecu(0:2

10 Eenm(0.2) ’

A. Experimental apparatus

A. Electron identification

(3.2

B. Trigger Eotal(0.4) is the total energy, anflzy(0.2) the electromag-

The DO trigger is built of three levels, with each_ Ieyel netic energy, in cones ®= ,/(Aﬂ)2+(A¢)2:0_4 and 0.2,
applying increasingly more sophisticated selection criteria oiespectively. This cut preferentially selects the isolated elec-
an event. The lowest level trigger, level 0, uses the scintillaygns expected from vector boson decay.
tion counters in front of the forward calorimeters to signal Having selected events with isolated electromagnetic
the presence of an inelasfip collision. Data from the level showers at the trigger level, a set of tighter cuts is imposed
0 counters, the calorimeter and the muon chambers are seulff-line to identify electrons, thereby reducing the back-
to the level 1 trigger, which allows the experiment to beground from QCD multijet events. The first step in identify-
triggered on total transverse enerd;, missing transverse ing an electron is to build a cluster about the trigger tower
energy,E+, E1 of individual calorimeter towers, and/or the using a nearest neighbor algorithm. As at the trigger level,
presence of a muon. These triggers operate in less than 3the cluster is required to be isolatefj(,<0.15). To increase
us, the time between bunch crossings. A few calorimeter anthe likelihood that the cluster is due to an electron and not a
muon triggers require additional time, which is provided by aphoton, a track from the central tracking system is required
level 1.5 trigger system. to point at its centroid. We extrapolate the track to the third

Candidate level X(and 1.5 triggers initiate the level 2 EM layer in the calorimeter and calculate the distance be-
trigger system that consists of a farm of microprocessorstween the extrapolated track and the cluster centroid in the
These microprocessors run pared-down versions of the offazimuthal directionpA ¢, and in thezdirection, Az. The

072001-4
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cluster centroid position is extracted at the radius of the third C. Event selection
EM layer of the calorimeterp. The z position of the event

: ' . ! . The W boson data sample used in this analysis was col-
vertex is defined by the line connecting the center of gravityj, e during the 19941995 run of the Fermilab Tevatron
calorimeter position of the electron and the center of gravity

of its associated track in the central tracking system, extrapoqomder' This data sample corresponds to an integrated lumi-

- _1 .- .
lated to the beamline. The electrBr is calculated using this nosny of 85.0- 3'6. pb *. Events are ;elected by requinng
vertex definition[24]. The variable one tight electron in the central calorimeteérn|<1.1) with

E;>25 GeV. The CC consists of 32 modules. To avoid
) ) areas of reduced response between neighboring modules, the
2 pA ¢ Az ¢ of an electron is required to be at least 0x057/32 radi-
(Ttrk— e +|— (32) . .
Tpo ans away from the position of a module boundary. In addi-
tion, events are required to hat#g>25 GeV. If there is a

where ando. are the respective track resolutions uan_second electron in the evefibose or tight and the dielec-
tifies tgg¢ ualitazof the matcE A cut af,, <5 is im o's?ad tron invariant masMee is close to thez boson mas<75
quality ' trk P GeV<M <105 GeV}, the event is rejected.

on the data. Electromagnetic clusters that satisfy these crite- To ensure a well-understood calorimeter response and to

ria, referred to as “loose electrons,” are then subjecied to Feduce luminosity-dependent effects, two additional require-
4-variable likelihood test previously used in the measure-

) ments are imposed. The Main Ring component of the Teva-
ment of the top quark. mass by the/ Dbllaboration[25]. tron accelerator passes through the outer part of the hadronic
The four variables are:

. . alorimeter. Beam losses from the Main Ring can cause sig-
A x? comparison of the shower shape with the expecte 9 9

. i ificant energy deposits in the calorimeter, resulting in false
shape of an electromagnetic shower, computed using gy cep 9

. . . @T. The largest losses occur when beam is injected into the
41-variable covariance matr[26] of the energy depositions Main Ring. Events occurring within a 400 ms window after

in the cells of the electromagnetic calorimeter and the ever“’]jection are rejected, resulting in a 17% loss of data. Large

vertex. beam losses can also occur when patrticles in the Main Ring

i ; . . %ass through the D@etector. Hence we reject events within
the ratio of shower energy in the EM section of the calorlm-a 1.6 us window around these occurrences, resulting in a

eter to the; total EM energy plus the energy in the first had'data loss of approximately 8%. After applying all of the de-
ronic section of the calorimeter.

A comparison of track position to cluster centroid position scribed cuts, a total of 411A¥ boson candidates is selected
ompa P P using electrons found in the central calorimeter.
as defined in Eq(3.2).

The ionization,dE/dx, along the track, to reduce con-
tamination frome* e~ pairs due to photon conversions. This
variable is effective in reducing the background from jets A. Monte Carlo simulation

fragmenting into neutral pions which then decay into photon For this analysis, a Monte Carlo program with a param-

pairs. . . Lo S
To a good approximation, these four variables are inde tgrzlgd foetfggruzguilgtgounr Isrg\iiﬂé-l;zlssu;tss tgﬁ w;ig?)iol\gome
pendent of each other for electron showers. Electrons thacf prog P

. . - s mass measuremept9] and the inclusive cross sections of
satisfy this additional cut are called “tight” electrons. the W and Z bosons[24], so it will only be briefly summa-
rized here.

B. Missing energy In the Monte Carlo program, the detector response is pa-
rametrized using the data from the experiment. This includes

The primary sources of missing energy in an event In'using Z bosons and their hadronic recoil to study the re-

clude the neutrinos that pass th_rough the calorimeter gndes- onse and resolution. The response itself is then param-
tected and the apparent energy imbalance due to calonmetgf

resolution. The energy imbalance is measured only in the rized as a function of energy and angle.
: 9y y The kinematic variables for eadlV boson are generated
transverse plane due to the unknown momenta of the par-

ticles escaping within the beam bioes using therResBOS[12] event generator with the theoretical
ping PIPES. model described in Ref$10,13, and the CTEQ4M parton

e oS Haneierse erergy 12 Cocted by ing P ftton urtonspar [27] Fnaly. heangulr st
the calorimeter cells. This gives both the magnitude and di[ ut}on 's generated according to the calculation of Mirkes
) 14].

rection of theE, allowing the calculation of the transverse
mass of theW boson candidatesdy’, given by

0

IV. EXPERIMENTAL METHOD

1. Hadronic scale

MW= \2ESE{[1-cog ¢°— ¢")] (3.3 One of the parameters needed for the Monte Carlo pro-
gram used in this study is the response of the calorimeter to
the hadronic recoil, defined as the sum of all calorimeter

in which E$ is the transverse energy of the electron @%d cells excluding the cells belonging to the electron. The de-
and¢” are the azimuthal angles of the electron and neutrinotector response and resolution for particles recoiling against a
respectively. W boson should be the same as for particles recoiling against
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FIG. 2. Definition of then-¢ coordinate system in & boson .
- 76 y FIG. 3. For Z—ee events (pointy the average value of
event.e; denote the transverse momentum vectors of the two elec=. , -, . See A . . .
(— ) is shown versup:®- 7. The line shown is obtained from

trons. Thex axis is the bisector of the electrons in the transverse’T ) .
plane; the¢ axis is perpendicular toy [19]. a linear least squares fit to the data abpy&=5 GeV as described

in the text. The dotted lines represent the statistical uncertainties

from the fit.
a Z boson. ForZ—ee events, we measure the transverse

momentum of the& boson from thee*e™ pair, p$°, and from

the recoil jet momentump¥®, in the same manner as for PES 7= (yu IN(PS® ) + 8,)PF" 7. (4.2

W—ev events. By comparing$® and pT, the recoil re-

sponse is calibrated relative to the well-understood electrogy,q parametersy, and 8, are derived using a least-squares
responsg19]. fit to the data in the regiop$°<10 GeV (see Fig. 4, yield-

The recoil momentum is carried by many particles,; _ _ N
mostly hadrons, with a wide momentum spectrum. Since tha'9d 7H 0.099-0.019 andgy,=0.620=0.047. In the inter

4 X ce o
response of calorimeters to hadrons tends to be non-line [pediate region, 5 Ge¥'py’<10 GeV, the logarithmic and

and the recoil particles are distributed over the entire calozf]r]e linear fit match.

rimeter, including module boundaries with reduced response, ) . )
we expect a momentum-dependent response function with 2. Tuning the recoil resolution parameters

values below unity. In the Monte Carlo calculation, we parametrize the calo-

To measure the recoil response from our data, we use gmeter resolutiong ., for the hard component of the recoil
sample ofZ boson events with one electron in the CC andgs

the second in the CC or the ECCC/CCH+EC). This allows

the rapidity distribution of th& bosons to approximate that

of the W bosons where the neutrinos could be anywhere in T rec= Srec\ P 4.3
the detector. Further, we require that both electrons satisfy

the tight electron criteria. This reduces the background fo . . .

the topology where one electron is in the EC. We project ther(/:] 2?]:3;;e%;stﬁetﬁg?glioﬁrzr::rﬁfr’ ame* is the recoil mo-
transverse momenta of the recoil and théoson onto the P '
inner bisector of the electron directiong-@xis), as shown in

Fig. 2. By projecting the momenta onto an axis that is inde- = 30
pendent of any energy measurement, noise contributions to § »s |
the momenta average to zero and do not bias the result. N
To determine the functional dependence of the recoil sys- < a0l

tem with respect to the dielectron systgui®. (— 7) is plot- far
ted as a function opS®. 7 as shown in Fig. 3. Fop$®>10 voIsy
GeV, the hadronic response is well described by a linear ol
scale and offset:

N —ap A 5

pr-m=ay P 7+ Bu- 4.7

0 1 1

The parametersyy and B, are calculated using a least- ¢ s B —>2e2 P
| 2 fi [GeV]

squares fit to the data in the regiph®>5 GeV, resulting in

ay=0.972-0.0095 and By=(—1.21+0.14) GeV. For FIG. 4. For Z—ee events (pointy the average value of
small values op7®, p7°<10 GeV, the relation between the prec. (- 7) is shown versupS®: 7. Shown is the linear fit valid at
hadronic and electronic recoil is best described by a logarithp$®>10 GeV and a logarithmic fit valid fop$*<10 GeV. The
mic function[19,28: dotted lines represent the statistical uncertainties from the linear fit.
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The soft component of the recoil is modeled by the trans- 90
verse momentum imbalance from minimum bias evénts. :
This automatically models detector resolution and pile-up.
To account for any possible difference between the underly-
ing event inW boson events and minimum bias events, we
multiply the minimum biasE; by a correction factow .

We tune the two parametesg,. and a,,, by comparing the
width of the 7-balance pe® 7/Rec+ pS®: 7, measured from
the CC/CC+EC Z boson data sample to Monte Carlo calcu-
lation and adjusting the parameters in the Monte Carlo cal-
culation simultaneously until the widths agree. The width of S Bt o A
the »-balance is a measure of the recoil momentum resolu- 0 02 04 06 08 1
tion. The recoil respons®,., is defined as cos 6

W transverse mass [GeV]
~1
[—]

A FIG. 5. SmearedV boson transverse mass versus true@o®r
|p$c‘ C1T| p¥"s 10 GeV from Monte Carlo simulation. Acceptance cuts have
= ! (4.4 been applied to events in this plot. This correlation plot is used to
infer the cosg* distribution from the measured ¥’ distribution.
where g is the generated transverse momentum of Zhe
boson. The contribution of the electron momentum resoluable for cog*, but the experimental values of boh¥ and
tion to the width of then-balance is negligibly small. The p¥ include detector resolution effects that have to be un-
contribution of the recoil momentum resolution grows with fo|ded to give the true cog distribution. Even with perfect
ﬁ-ere- 7 while the contribution from the minimum bid&; is  detector resolution, the equation would only be solvable if
independent op¢® 7. This allows us to determing,.and  the W boson mass was known on an event by event basis.
., Simultaneously and without sensitivity to the electron Therefore, we calculate the probability of measuring for
resolution by comparing the width of the-balance pre- a given value co* in a givenpy' bin, p(MY|cos¢* pY).
dicted by the Monte Carlo model with that observed in theThis probability function is inverted to give the probability
data in bins ofp&®: 7. We perform ay? fit comparing Monte ~ Of measuring cog* for a measuredy’, p(cosé* MY ,py),
Carlo calculation and collider data. The values that minimize/Sing Bayes' theorem:
the x? are found to bes,.=0.665+=0.062 GeW? and a, F MW oW
=1.095*+0.020. The non-linear hadronic scale in the region p(cosg* MY, pr)
pr<10 GeV leads te,.=0.50+0.06 Ge\¥?, while oy, is
unchanged.

rec

|ar]

p(MY|cos6* ,pY)p(coss*)

J p(MY|cosé* ,py)p(cosé* )d coss*
B. Extraction of the lepton angle

Since only the transverse components of the neutrino mo- (4.9
mentum are measured, the transformation from the lab frame
to the W boson rest framgCollins-Soper frameis not di-  wherep(cos¢*) is the prior probability function, which we
rectly calculable. Therefore the polar angle of the electronake asp(cos#*)=(1+cos ¢*), the charge-averaged expec-
from the W boson decayg*, is not directly measurable. In tation fromV— A theory without QCD corrections.
this analysisp* is inferred from the correlation between the  To derive the probability functiop(MY|cosé*,pt), we
transverse mass of ttw boson and cog* through the use of yse a Monte Carlo simulation of the /Déetector, which is

Bayes’ theorenj29]. _ _ described in Sec. IV A. The correlation betwebh and
Experimentally, the only information we have about the .ogg* for p¥’s10 GeV is shown in Fig. 5. After de-
W boson is that contained in the two kinematic variathe termining  p(M¥|cosé* p¥), it is inverted, yielding

and pr'. But MY depends on the polar angle a8s the 5 cos¢x MY p%. The angular distribution is calculated by
azimuthal angles™ over which we have mtegrated,_apﬁ/. multiplying p(cos¢* MY ,p¥) with the measured transverse
There\}‘vore_, the two experimentally measured varialles 555 distribution. This is done in foy¥¥ bins covering
and pr give cosé*. An analytlc expression exists for this 0-10 GeV, 10-20 GeV, 20—35 GeV, and 35-200 GeV.
relation (see Ref[30]), so in principle the equation is solv-  jth the unfolded angular distributions now calculated,
the value ofa, in each of the foupy bins can be deter-
mined. This is accomplished by generating a set of angular
IMinimum bias events are taken with a special trigger requiringdistribution templates for different values af. These tem-
only that app interaction has taken place. The kinematic propertiesPlates are generated in a series of Monte Carlo experiments
of these events are independent of specific hard scattering procesdésing the Monte Carlo program described in Sec. IV A.
and model detector resolution effects and pile-up which lead to The cosg* templates are compared to the data through the
finite E+. use of a maximum likelihood method. Figure 6 shows a se-
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3 TABLE |. Background fractions as a function p¥’ for events

S 0.07; with a transverse mass cut of 8M%'<90 GeV imposed.

go.osf - . = =

£ 0.05 pr [GeV] foco [%] f7 [%] fi (%]
S o.04 0-10 0.6-1.0  0.16-0.02  0.0028 0.0009

2 10-20 1.6:1.0 1.1+0.1 0.025-0.008

g 003 20-35 1310 1402 0.15-0.05

=0.02 35-200 2&¢11 1.7#0.2 2.0-0.6

Zoo1| <0Gy

%02 04 o6 08 1 from our data following the procedure described in detail in

Ref.[24]. Briefly, the fraction of QCD background events in
the W boson sample is given by

FIG. 6. Templates of the angular distribution for varioug
values forp¥"< 10 GeV. These templates are obtained from Monte

Carlo simulation after acceptance cuts have been applied which FwW :ﬂ<€SN|_Nt) (4.6)
results in the drop-off at small angles. Each template is normalized QED N | €5 ¢
to unity.

with the following variablesN, and N, are the number of
events in thew sample satisfying loose and tight electron
criteria, respectively. The tight electron efficieney, is the
fraction of loose electrons passing tight cuts as found in a
sample ofZ boson events, where one electron is required to
Since there is no magnetic field in the central chargegass tight electron identification cuts and the other serves as
particle tracking detector, it is not possible to identify the an unbiased probe for determining relative efficiencies. The
charge of the electron. Without charge identification, thisjet efficiency, ¢, is the fraction of loose “fake” electrons
analysis can only be performed by summing over\Wieo-  that pass tight electron cuts in a sample of multijet events.
son charge and polarization. This implies that the linear ternThis sample is required to have Idi4 (<15 GeV) to mini-
in cos#* averages to zero in the limit of complete accep-mize the number ofW bosons in the sample. From this
tance. However, after acceptance cuts have been appliegnalysis, the overall QCD background fraction is found to be
even the charge averaged angular distribution does depeﬂg/w:(ojh 0.6)% with a transverse mass cut of 50
on the linear term. The reason is that events generated With@M¥V<go GeV imposed, this being the range used in the

non-zeroa; corresponq to slightly more central electrons Bayesian analysis. Fd')gco as a function Obw, see Table
after they are boosted into the lab frame compared to evenis

generated withe; set to zero. After acceptance cuts have
been applied, fewer events are lost at large@osowever,
since this is only a second order effect, this measurement is
not sensitive tow;. For this analysis, we calculate; [14] Another source of background Zsboson events in which
based on the measur@ﬁvof each event. Possible variations one electron is lost in a region of the detector that is unin-

of a, are treated as a source of systematic uncertdseg Strumented or one that has a lower electron finding efficiency
Sec. IV B. such as that between the CC and the EC. This results in a

momentum imbalance, with the event now being indistin-
guishable from aN boson event. This background can only
be estimated using Monte CarZoboson events. The number
To extract the electron angular distribution from the trans-of suchZ boson events present in ttW boson sample is
verse mass distribution, the size of the backgrounds has to kglculated by applying thé/ boson selection cuts @ERWIG
estimated. The backgrounds are estimated as functions of tig1] Z— ee events that are processed througheanT [32]

W boson transverse momentum and transverse mass, thesgsed simulation of the D@etector and then overlaid with

being the two variables used to extract the angular distribug,ants from randonp)a crossings. This is done to simulate

tion. The following sections describe how the four dominanty,o underlying event, so that the effect of the luminosity can
backgrounds are calculated, and how they depend on trangg jncluded. The overall background fraction is found to be

verse mass and transverse momentum. 2/=(0.50-0.06)% averaged over ap¥. For the back-
1. QCD ground fraction in eaclp¥v bin, see Table I.

ries of angular distribution templates for different values of
a, andpy'<10 GeV.

The treatment ofa;

2. Z—ee

C. Backgrounds

A large potential source of background is due to QCD
dijet events, where one jet is misidentified as an electron and
the energy in the event is mismeasured resulting in |&ge The top quark background is not expected to contribute
This background is estimated using QCD multijet eventssignificantly, except in the highegh' bin. The background

3. tTproduction
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FIG. 7. Electron E; spectrum for Monte CarloW— 7v FIG. 8. Transverse mass distribution #éf—ev events(solid)
—evvy events(dashegdlandW— ev events(solid histogram Both andW— rv—evvy events(dashed from Monte Carlo simulation.
spectra are normalized to unity for shape comparison.

from these events comes from quarks decaying tonV D. The measurement ofa
bosons. If on&V boson decays electronically while the other ] o
decays into two hadronic jets, the event can mimic a lgh 10 obtain the angular distribution fo/ boson events
W boson event. This background, like tZeboson back- from data, the transverse mass distribution is inverted
ground, is calculated from Monte Carlo simulations usingthrough the use of Bayes’ theorem as described in Sec. IV B.
HERWIG 1t events. The overall background fraction fi% Since the probability distribution function used to invert the
—(0.087+0.027)%. For the background fraction in egel M7 distribution is generated from Monte Carlp s.|mullat|on,
bin. see Table I. we compare the background—subtractw distribution

’ from data to that generated through our Monte Carlo simu-

4. W—7v lation to verify that it models the physics and detector cor-

W— v events in which the- decays into an electron and "ectly (see Fig. 1@ Based on @(2, test, the agreement be-
two neutrinos are indistinguishable froW/—ev events. fween data and Monte Carlo simulation is good; W'%
This background is estimated from Monte Carlo simulationsProbabilities are 11.2%, 80.6%, 93.7%, and 53.7% in order
using theW boson mass Monte Carlo simulation describedof increasingpy’ bins. Likewise, the experimental and Monte
above. A fraction of the events is generatedés> v, de-  Carlo p¥" distributions can be compared, with the two show-
cayed electronically, with acceptance and fiducial cuts ap-
plied to the decay electron in the same manner a§Vin
—ev events. The acceptance fdf— rv—evvv is reduced
by the branching fractionB(7—evv)=(17.81+0.07)%

[33]. The kinematic acceptance is further reduced byBhe 104 W10 Gov 104 0= oW=30GeV

cut on the electron since the three-body decay ofrtheads < 103 P 103 P

to a very soft electrorE; spectrum compared to that from % Ll Qep- - - 2;_,_.--”'/’1‘“&

W— ev events(see Fig. 7. The fraction ofW— rv—evvv L 10°,

events after these cuts are applied to the Monte Carlo simu- $10 | ‘P __ I U S .

lation is f¥¥=(2.03+0.19)% over allp}’. S A e | 1 b7 T T TR
For this analysis, the angular (c@% templates are gen- = 2

erated using th& boson mass Monte Carlo simulator with 10 556570 36 901 5060 7o B0 90

the branching rati(W— 7v)=B(W—ev), assuming lep-

ton universality, and the above value fBf 7—evv). The - E 20 < pY<35GeV E 35<pY <200 GeV
transverse mass oV— rv events(Fig. 8 is on average % 103%— 103
lower than that oW —ev events, due to the three-body de- O 442 }J—Jﬂ 102k

cay of ther. P SN e
y % 10 | 10 F

5. Summary of backgrounds % 1 k- 7_7'1 -~ ;\._\_ - 1 Bovermrmimimemin,

As we have shown in the previous sections, and as can be 19! T T o

50 60 70 80 90

clearly seen in Fig. 9, the background fractions in this mea-
surement are smalla few percent over all MY and p¥
ranges. The dominant backgrounds are due to QCD multijet FiG. 9. Transverse mass spectrum W ev candidate events
events andZ boson decays, except in the highgst bin (solid histogramand QCD(dashed| Z boson(dotted, andtt back-
where thett background is comparable in size. grounds(dashed-dottedin four p}’ bins.

MY [GeV] MY [GeV]
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FIG. 10. Background subtracted transverse mass distributions

(solid histogramys The arrows denote the values of maximum likelihood and the 1

errors. The vertical lines labeled— A show «;=1, the value for
V— A theory without QCD corrections.

ing agreement with g2 probability of 7.4%, where only
statistical errors are taken into accoys¢e Fig. 11

After extracting the angular distribution, the parameigr
is computed using the method of maximum likeliho@ee Systematic errors on our measurementegfare due to
Fig. 12. The angular distribution is compared to a series ofuncertainties in the backgrounds and the parameters used to
Monte Carlo generated templates, each with a different valug0del the detector in the Monte Carlo. To estimate the errors
of a,. The template that results in the maximum likelihood due to the background uncertainties, the parameters from fits

gives the value ofw, for eachpy bin (Fig. 13. The 1o

E. Systematic errors

uncertainties ina, are approximately given by the points o, = 0.0 (dotted) o, = 0.0 (dotted)
where the log-likelihood drops by 0.5 units. To estimate the
goodness of fit, the measured angular distributions are com
pared to these templates usingatest. They?-probabilities o = 1.0 (V-A) o, = 1.0 (V-A)
that we obtain are 8.4%, 59.1%, 87.7%, and 11.6% in ordet 2 2
. . W L (dashed) (dashed)
of increasingpy bins.
pY <10 GeV 10 <p <20 GeV |
Ea
> 10 ~0.08
S , § |9 =00Wotted) a, = 0.0 (dotted)
%"10 §0.06 e e G
% 3 S o, =10 (V-A)¥ o, =10 (V-A)¥:
10 :
Z *o 0.04{(dashed) (dashed)
- w
3
10 1\250.02*
20 <p¥ < 35GeV
107 = Pr | e 35 <pV <200 GeV
= % 02 04 06 08 1
0 25 50 75 100 125 150 175 200 cos 0
Py [GeV]

FIG. 13. Angular distributions for data compared to Monte
FIG. 11. Background subtracted transverse momentum distribu€arlo templates for four dif'ferer[t¥’ bins. Shown are the templates
tion (crosseps compared to Monte Carlo predictiofsolid histo-  that fit best(solid) and the templates fow,=1 (dashedl and
gram. The error bars indicate statistical uncertainties only. a,=0 (dotted.
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TABLE II. Central values fora, with statistical and systematic K 1.4
errors. 2l
1 I T no QCD effects
p¥ [GeV] 0-10  10-20 20-35  35-200 osl
a5y, measured 1.09 0.84 0.52 0.13 0.6 f
stat. errors +0.13 *0.25 *0.36 +0.38 04l
ay, predicted 0.98 0.89 0.68 0.24 02l
meanpy’ 5.3 13.3 25.7 52.9 ol
QCD +0.04 +0.05 +0.09 +0.07 ozl
Z—ee +0.01 +0.02 +0.02 +0.04
ft +0.00 +0.00 *0.00 +0.02 040770720 30 40 50 60 70 80 90 100
EM scale +0.06 *0.05 +0.03 *+0.04 P [GeV]
hadron!c scale +0.03 +0.01 +0.04 *004 FIG. 14. Measuredr, as a function 0fp¥’ compared to the
hadronic resol. ~~ £0.02 ~ +0.02  +0.05  +0.06 next-to-leading order QCD calculation by Mirkésurve and cal-
fixed ay +001 *+005 *0.03  *0.03 culation in the absence of QCIhorizontal lind. The combined
combined syst. +0.08 *0.09 =*0.12 +0.12 systematic and statistical errors are shown as vertical bars, while the

statistical errors alone are marked by horizontal ticks.

of the transverse mass distributions of the background e use the odds-ratio methdayhich prefers the former over
varied within their errors, and the analysis is repeated. FOfhe |atter theory by~2.3¢. The results of our measurement
the errors due to detector modeling, the corresponding Montg|ong with the theoretical prediction are given in Fig. 14 and
Carlo parameters are varied within their errors and the analyfable II.

sis is repeated with new angular templates. For this analysis,

we fixed a; to the values given by the next-to-leading order V. CONCLUSIONS

QCD prediction(see Fig. 1 The error associated with this

choice is estimated by changiag to the value calculated in 1995 Fermilab Tevatron collider run, we have presented a

the absence of QF:D effects(=2.0). ) L measurement of the angular distribu’tion of decay electrons
Another potential source of systematic uncertainty is dug;om \W boson events. A next-to-leading order QCD calcula-

to the specific choice we made for the prior probability func-tion is preferred by~ 2.3 over a calculation where no QCD
tion, p(cos#)=(1+cos #). To estimate the effect this effects are included.

choice has omw,, we repeated the Bayesian analysis with a

Using data taken with the D@etector during the 1994—

flat prior probability function. The differences ia, were ACKNOWLEDGMENTS
found to be negligible compared to the other systematic un- e thank the staffs at Fermilab and at collaborating insti-
certainties. tutions for contributions to this work, and acknowledge sup-

The dominant systematic errors are due to uncertainties igort from the Department of Energy and National Science
the electromagnetic energy scale and the QCD backgroun#oundationUSA), Commissariat &’Energie Atomique and
All systematic errors are summarized in Table Il. The sys-CNRS/Institut National de Physique Nualee et de Phy-
tematic errors are combined in quadrature. The statistical ursique des Particulg&rance, Ministry for Science and Tech-

certainties are, except for the firs¥’ bin, larger by a factor Nnology and Ministry for Atomic EnergyRussia, CAPES
of three than the systematic uncertainties. and CNPq(Brazil), Departments of Atomic Energy and Sci-

ence and Education(India), Colciencias (Colombig,

F. Results and sensitivit CONACyYT (Mexico), Ministry of Education and KOSEF
: y (Korea, CONICET and UBACyT(Argenting, A.P. Sloan

To estimate the sensitivity of this experiment, tig of ~ Foundation, and the A. von Humboldt Foundation.

the a, distribution is calculated with respect to the prediction

of the V— A theory modified by next-to-leading order QCD

and that of thev—A theory in the absence of QCD correc- 2rhe odds-ratioR is defined asR=I1;p;(a,(NLO QCD))/

tions. Theyx? with respect to the QCD prediction is 0.8 for 4 1 5 (4. (no QCD) where the product is overp? bins,

degrees of freedom, which corresponds to a probability 0, (a,(NLO QCD)) is the normalized probability at the predicted

94%. Thex? with respect to pur&/—A is 7.0 for 4 degrees value for a, for the it pY bin, andp;(a,(no QCD) is the nor-

of freedom, which corresponds to 14% probability. To makemalized probability at the predicted value fé- A theory without

a more quantitative estimate of how much betterA modi-  QCD effects, i.e. at,=1.0. This corresponds to aslseparation

fied by next-to-leading order QCD agrees over pureA,  for log(R)=0.5.
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