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Abstract. The average lifetime of B hadrons produced in 
hadronic Z" decays has been measured with the D E L P H I 
detector at LEP. The measurement is based on the anal-
ysis of the impact parameter distributions of high 
muons and hadrons . The resulting mean B lifetimes 
a re TB = ( 1 . 3 0 ± 0 . 1 0 ± 0 . 0 8 ) P S a n d T e = ( 1 . 2 7 ± 0 . 0 4 

± 0 . 1 2 ) p s respectively, giving a combined value of 
Tg = ( 1 . 2 8 ± 0 . 1 0 ) p s . The hadronic sample was also used 
to measure the partial Z" width r^fi/F,, and gave a value 

of 0 . 2 2 2 ^ Q ° ^ I ± 0 . 0 1 7 . 

énergies, and that of the charm background reduced. Also, 
the B particels have higher momenta . Consequently, the 
dependence of the mean impact parameter on the mo-
mentum spectrum of the parent B particles is weaker, so 
that systematic effects on the impact parameter connected 
with b quark f ragmentat ion uncertainties play only a mi-
nor rôle. In addition, the smaller beam spot size at L E P 
and the track extrapolation resolution achieved with the 
DELPHI microvertex detector permit a clear lifetime sig-
nal to be seen, even with the second method which uses 
ail the tracks. 

1 Introduction 

In the context of the s tandard model, hadrons containing 
h quarks decay by flavor changing weak transitions in 
which the relative couplings of the quarks are described 
by the Cabibbo-Kobayash i -Maskawa mixing matrix. In 
the spectator model the lifetime of a 5 hadron is given 
by 

where Gp is the Fermi constant, is the b quark mass, 
Brji is the semileptonic branching ratio, and and f^. are 
the products of a Q C D correction term with phase space 
factors. Measuring the lifetime of B hadrons constrains 
the value of | ( ,̂,, | and | P̂ .̂  | , once the branching ratio for 
semileptonic decays and the mass of the b quark are given. 

The présent work, using data f rom the D E L P H I de-
tector at LEP, extracts the average lifetime of B particles 
from the impact parameter distributions of two différent 
charged particie samples. The first analysis uses muon 
candidates with high transverse momentum with respect 
to the jet axis and measures the average lifetime of the B 
hadrons produced in Z" decays weighted by their semi-
leptonic branching ratios. It represents a s tandard tech-
nique and has an advantage in the high purity of the 
sample but the statistics are limited. The second ap-
proach, which is complementary, has not previously been 
used at LEP. It employs ail tracks from hadronic events 
fulfilling the same kinematical cuts as used to defme the 
muon sample, except for the muon identification criteria. 
This procédure takes advantage of the large B decay mul-
tiplicity and measures directly the average lifetime of ail 
the B particles produced at the Z" résonance. The sta-
tistics are higher than in the muon sample but the signal 
to background ratio is lower. In conséquence, higher 
tracking accuracy is needed in order to observe a clear 
signal f rom B decays in the shape of the impact parameter 
distribution. 

There have been several measurements [1-6] of the 
average B lifetime at cm énergies around 30-40 GeV. The 
characteristics of the L E P machine and the tracking per-
formance of the D E L P H I detector provide favourable 
condit ions for this measurement. The production of B 
particles is enhanced at the Z" pôle, relative to lower 

2 The DELPHI detector 

The DELPHI detector has been described in détail else-
where [7]. Only the properties most relevant to this anal-
ysis are summarised here. 

In the barrel région, the charged particie tracks are 
measured by a set of cylindrical tracking detectors whose 
axes are parallel to the 1.23 T solenoidal magnetic field 
and to the beam direction. The time projection chamber 
(TPC) is the main tracking device. It is a cylinder of 30 cm 
inner radius and 122 cm outer radius and a length of 
2.7 m. For polar angles 6 between 21° and 39° and be-
tween 141° and 159°, t rack reconstruction in the T P C is 
based on at least four space points. Fo r polar angles 
between 39° and 141° up to 16 points can be used. 

Additional précise r<f) measurements, in the xy plane 
perpendicular to the magnetic field, are provided at larger 
and smaller radii by the outer and inner detectors. The 
outer detector (OD) has five layers of drift cells at radii 
between 198 and 206 cm and covers polar angles f rom 
42° to 138°. The inner detector ( ID) is a cylindrical dr i f t 
chamber having inner radius of 12 cm and outer radius 
of 28 cm. It covers polar angles between 29° and 151°. It 
contains a jet chamber section providing 24 r(j) coordi-
nates surrounded by five layers of propor t ional chambers 
providing both rcj) and longitudinal z coordinates. 

The microvertex detector (VD) [8] used in this analysis 
was installed before the start of the 1990 run. It consists 
of two independent half-shells inserted between the beam 
pipe and the ID. Each half-shell contains two concentric 
layers of capacitatively coupled silicon microstr ip detec-
tors located at radii of 9 and II cm (see Fig. 1). They 
measure coordinates over a length of 24 cm, and cover 
polar angles between 43° and 137°. The strip pitch is 
25 |i,m and every second strip is read out by VLSI chips 
with sériai analogue outputs. The measured intrinsic point 
resolution for single tracks is a-^^^^-^„^^^ = 8 ^m. The high 
intrinsic resolution of the V D demands careful under-
standing of its internai alignment. Position moni tor ing 
Systems, using lasers and capacitive sensors, showed that 
the microvertex detector structure and position were sta-
ble within a few nm throughout the whole period of da ta 
taking. 

The relative positions of the microstrip detector 
modules were measured outside D E L P H I both be-
fore and af ter the data- taking period to an accuracy 
of about 20 nm. Fur ther alignment corrections were 
made using Z" events, especially Z " - » / / * / / " . Thèse 
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Fig. 1. Isometr ic view of the D E L P H I Microver tex dé tec te r . T h e 

24 cm long detector bas t w o iayers of silicon micros t r ip de tec tors 

at radii of 9 and 11 cm. Each layer is segmented az imuthal ly into 

24 part ial ly over lapping modules . Each modu le consists of two 

independen t hal f -modules read ou t at the two ends of the detec tor . 

Each ha l f -module is m a d e of t w o da isy-chained detec tor p laquet tes 

5.8 cm long. In ail there a re 192 p laque t tes and 54254 read-ou t 

channels . T h e whole de tec tor is divided vertically in to two struc-

tural ly independent half-shells, located left a n d right of the beam 

pipe 
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Fig. 2. T h e ' d imuon miss d is tance ' d i s t r ibu t ion . This is d e f m e d as 
the a p p a r e n t séparat ion in the r<p p lane of pairs of t racks in 

Z"-*iu ^fi ~ decays ex t rapo la ted to the in teract ion région. T h e fitted 
G a u s s i a n bas a widtb CT = 95 ixm which co r r e sponds to a t rack ex-
t r apo l a t i on accuracy of 67 | im 

brought the alignment précision a^^^^^ to about 8 \im and 
the final précision of individual rcj) coordinate measure-
ments in the VD, including alignment errors, 

t o O - v D = (Crfntrinsic + <7.^,,g„ ? = 1 1 \im. 

The extrapolation resolution at the vertex for high 
momentum tracks can be obtained f rom the width of the 
'dimuon miss distance'. This is defined as the apparent 
séparation in the rcj) plane between pairs of tracks from 
Z'^—^ju ̂ fi ' decays extrapolated to the interaction région 
(see Fig. 2). The distribution is independent of the knowl-
edge of the beamspot. The measured width of 95 |j,m im-
plies an extrapolation resolution of 67 nm for 45 G e V / c 
particle tracks. 

Muon identification in the barrel région is based on 
a set of muon chambers (MUB). The M U B covers polar 
angles between 53° and 127°. It consists of six active 
planes of drift chambers, two inside the return yoke of 
the magnet after 90 cm of iron (inner layer) and four 
outside after a further 20 cm of iron (outer and peripheral 
Iayers). The inner and outer layers have the same azi-
muthal coverage and the peripheral layer covers with a 
small overlap the dead spaces between them. Typically, 
therefore, a muon traverses either two inner layer cham-
bers and two outer layer chambers, or just two peripheral 
layer chambers. Each chamber measures the r<^ coordi-
nate to + 6 mm. Measuring r<^ in both the inner layer 
and the outer or peripheral layer détermines the azi-
muthal angle (/) of muon candidates leaving the hadron 
calorimeter (HCAL) within about ± 1°. Thèse errors are 
much smaller than the effects of multiple scattering on 
muons traversing the calorimeters. 

The background of misidentified hadrons in the se-
lected muon sample was evaluated using the HCAL. This 
is a sampling gas detector incorporated in the magnet 
yoke. The calorimeter is divided into super-towers, each 
four layers deep, pointing at the interaction point. The 

energy resolution of the detector is 100%/ I /E. 

3 Data analysis 

i . l Event sélection 

The présent analysis is based on data coUected by the 
D E L P H I detector at LEP during 1990 at seven énergies 
around the Z° pôle. The integrated luminosity of 4.5 pb ' 
provided about 120000 hadronic events. The sample of 
hadronic events was selected by requiring 

� at least 8 detected charged particles with momentum 
p > 0.2 GeV/c , 
� a total energy detected in charged particles greater than 
15GeV, and 
� a total energy detected in charged particles larger than 
5 GeV in each of the two hémisphères with respect to the 
beam axis, i.e. cos 6 <0 and cos 6 > 0. 

Events were further required to have 

� |cos(6i,'i,7us',)| below 0.85, where ̂ f̂ Tusi is the polar 
angle of the thrust axis of the event. 
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� at least two tracks in each hémisphère, and 
� the primary vertex reconstructed as described in 
Sect. 3.3. 

Jets were reconstructed with the L U N D algorithm LU-
CLUS with defauk parameters [9] using charged particles 
only. 

Particles were used in the subséquent analysis only if 
belonging to a jet with 

� thrust axis in the barrel région (defined by 
I cos^ i^UI <0.87) , and 
� at least two charged particles with momentum above 
2 G e V / c . 

Thèse cuts were to ensure that the direction of the thrust 
axis of the jet, defined as the axis maximising the sum of 
the absolute values of the projected longitudinal mo-
menta of the charged particles in the jet, was adequately 
determined. When Computing the p,, the transverse mo-
mentum of a particle relative to the jet thrust axis, the 
jet thrust axis was redetermined after removal of this 
particle. 

3.2 Impact parameter calculât ion 

The impact parameter of a track is defined as its distance 
of closest approach to the Z " production point. Because 
of the much higher reconstruction accuracy in the rcf) 

plane, only the projection of the impact parameter on 
this plane is used. 

The projected impact parameter <J of a track from a 
particle with a proper decay time t is given by 
ô = fiyctsini// sinO, where 6 is the polar angle of the 

Fig. 3. T r a c k impac t p a r a m e t e r déf in i t ion and sign convent ion . T h e 

B part icle travels a d is tance t= pyct a long the flight direct ion ap-
proximate ly reproduced by the jet th rus t axis. T h e impac t p a r a m e t e r 
of decay p r o d u c t cand ida te s is m e a s u r e d with respect to the recon-
s t ructed p r imary vertex V. T h e sign is given accord ing to the point 
of intersect ion X, be tween the ex t r apo la t ed t rack and the thrus t 

axis of the je t . F o r the t rack in cons idé ra t ion , the sign is positive. 
F o r a t rack crossing the th rus t axis on the oppos i t e side of the 

vertex the sign would be reversed 

parent particle and the angle of the track with respect 
to the flight direction of the parent particle, projected in 
the r(f) plane. For large values of Py, this factor is on 
average cancelled by the decrease of the angle |̂/, so that 
the ratio <(Î>/CT, where T is the average proper lifetime, 
becomes independent of Py. 

The jet thrust axis is used to estimate the direction of 
the decaying B particle. Thus the projected impact pa-
rameter is given a sign according to the position of the 
intersection of the track with the jet thrust axis (see Fig. 3). 
The sign is positive if the intersection point corresponds 
to a positive decay length. 

Tracks reconstructed in the barrel tracking detectors 
were associated with hits in the VD as foUows. First, in 
each layer, the VD hit closest to the extrapolation of the 
track was taken to be associated. The track was refitted 
including thèse hits. Any hit giving an excessive con-
tribution was rejected and the track again refitted without 
it. The track was then extrapolated to the interaction 
région. 

For the impact parameter analysis, tracks were se-
lected by requiring: 

� momentum, p, above 3 GeV/c , 
� momentum transverse to the jet axis, p,, above 
1 GeV/c, and 
� two associated VD hits. 

Asking for two VD hits to be included in the refitted 
track effectively éliminâtes wrong associations and gives 
the most précise extrapolation of the track to the vertex 
région. The kinematical cuts reduce multiple scattering 
effects, thus further improving the average track extrap-
olation accuracy, and also enhance the fraction of par-
ticles from b decay. 

3.3 Primary vertex reconstruction 

The impact parameter resolution is the convolution of 
the track extrapolation accuracy and the précision on the 
détermination of the primary vertex position. Therefore 
the best possible knowledge of the primary vertex posi-
tion is essential to obtain the optimal impact parameter 
resolution. At LEP the projection of the interaction ré-
gion onto the rcj) (x v) plane is elliptical with a Gaussian 
beam profile about 15 |j,m high (CT in y) and 200 ^ m wide 
{a in x). Because of the high extrapolation accuracy given 
by the VD, the impact parameter resolution dépends 
strongly on the azimuthal angle of the track, if just the 
average beam position is used to represent the Z " pro-
duction point. Reconstructing the primary vertex for each 
individual event reduces this effect and thus improves the 
overall impact parameter resolution substantially. 

A two step procédure was used for determining the 
primary vertex. First, primary vertices were reconstructed 
for ail hadronic events. The primary vertex fit was based 
on the Kalman Filter algorithm [10]. This algorithm al-
lows single tracks to be added or removed from the fit 
easily. Tracks were tested for compatibility with the pri-
mary vertex by calculating their individual contribu-
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Fig. 5. Average beam posi t ion as a func t ion of the L E P fill n u m b e r , 
de t e rmined by recons t ruc t ing the event vertices. Only the larger 
e r ro r ba rs are visible 

lions to the vertex fit. After scaling the track reconstruc-
tion errors appropriately the probabihty distribution 
was flat, except for a peak at iow probabilities. Such 
tracks, having a probabihty of less than 1 %, were re-
moved and the vertex refitted. Figure 4 shows the pro-
jected distribution of reconstructed vertices in one fill. 
The vertex reconstruction error depended on the number 
of tracks used in the vertex fit and on the event topology. 
It was typicaliy + 1 1 0 \im in the direction orthogonal to 
the event thrust axis. 

Thèse vertices were used to measure the average po-
sidon and the width of the interaction région for each 
LEP fill (Fig. 5). Typicaliy the mean beam position in a 
fill was reconstructed to better than 20 \im in both x 

and y. 

Due to the small vetical size of the interaction région 
( a l S i i m ) , the reconstruction accuracy achieved in this 
first step can be deduced from the apparent vertical size. 
The horizontal size of the beam spot can then be deter-
mined by unfolding this reconstruction error from the 
apparent horizontal size. This was measured for ail fiUs 
with sufficient statisfics. No significant variadon being 
observed from fill to fill, its means value, 200 \im, was 
used for the analysis. 

As thèse mean beam positions were reconstructed us-
ing a large number of vertices, they are essentially inde-
pendent of any individual event. Therefore, in a second 
step, an optimal estimate of each Z " production point 
was obtained by re-evaluating the vertex position includ-
ing the beam constraint. The mean beam position in the 
fill was used to initialize the fit. Subsequently, tracks were 
tested for compatibility with this vertex position before 
being included in the final primary vertex estimate. After 
this procédure, the small vertical beam size dominâtes the 
y value but the fitted x value is more accurate than the 
average beam position. The impact parameter was there-
fore computed with respect to this fitted vertex. To avoid 
the bias due to the inclusion of the track in the fit, each 
track was removed from the vertex fit before Computing 
its impact parameter. 

This procédure was studied using the full détecter sim-
ulation. For simulated h decays the tracks originating 
directly from the B hadron were identified and the re-
constructed impact parameters studied. No évidence of 
a bias in the estimation of the impact parameter was 
found when Computing the impact parameter with respect 
to the reconstructed primary vertex provided that, as in 
this analysis, the track itself was first excluded from the 
vertex fit. 

Events were used in the foUowing analysis only if four 
or more tracks contributed to the vertex fit and the mean 
beam posidon during the fill was determined with suffi-
cient statistics. 

3.4 Impact parameter resolution 

The impact parameter resoludon obtained when using 
the reconstructed primary vertex was studied as a func-
tion of the charged particle momentum component in the 

plane. The resolution was estimated by fitting a Gaus-
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Fig. 6. Impac t pa rame te r d i s t r ibu t ion fo r had ron ic t racks with a 

m o m e n t u m c o m p o n e n t in the r(p plane, p,^ larger than l O G e V / c . 

T h e impact p a r a m e t e r is measu red with respect to the average beam 

posi t ion in the fil! ( ief t ) and the p r imary vertex of the event recon-

structed using the b e a m cons t ra in t ( r ight) . T h e widths (a) of the 

central Gauss ians descr ibing the resolu t ion are 128 | im and 84 n m 

respectively 
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Fig. 7. Impac t p a r a m e t e r resolut ion vs p,^, t h e m o m e n t u m com-

ponen t in the r4> plane, fo r h a d r o n t racks l inked wi th t w o V D hits. 

The values fo r the parl icles at less than 15° t o the ho r i zon ta l (open 

circles) are smaller as they have a reduced c o n t r i b u t i o n f r o m the 

width of the in terac t ion région. T h e po in t s a re m e a s u r e m e n t s . T h e 

curves represent the effect of the mul t ip le scat ter ing. T h e d o t t e d 

line indicates the a sympto t i c t rack ex t r apo l a t i on accuracy 

sian to the impact parameter distribution, ignoring the 
non-Gaussian tails extending outside two standard dé-
viations. The resolution worsens for lower momenta due 
to the multiple scattering in the beam pipe and the inner 
VD silicon layer. Above l O G e V / c , multiple scattering is 
negligible and the fitted width of the impact parameter 
distribution gives the intrinsic resolution. Using the pri-
mary vertex reconstructed event by event, this asymptotic 
value is 84 nm (Fig. 6 right). For comparison, the impact 
parameter distribution using the average beam position 
is also shown (Fig. 6 left). 

As the height of the LEP beam spot is small, the effect 
of the error in the vertex position on the impact parameter 
is small for tracks at small angles to the horizontal plane. 
This allows the contributions to the impact parameter 
resolution from the track extrapolation error and the ver-
tex reconstruction error to be distinguished. For high 
momentum tracks within + 15° to the horizontal plane, 
the measured impact parameter resolution was 72 \im (see 
Fig. 7). Unfolding from this measured width the residual 
effect of the horizontal beam width and the error on the 
average beam position results in an estimate of 62 \im for 
the extrapolation accuracy for high momentum tracks. 
This compares well with the value of 67 \im extracted 
f rom the dimuon miss distance distribution as discussed 
in Sect. 2. Thèse results imply an average resolution on 
the reconstruction of the event primary vertex of about 

(84^ —62^) '= 57 |xm when including the beam constraint 
in the vertex fit. 

Resolut'on Function [ c m ] 

Fig. 8. Impac t p a r a m e n t e r d i s t r ibu t ion for h a d r o n i c t r acks with 
high p, c o m p o n e n t a long the : axis. T h e s u p e r i m p o s e d fitted curve 

is the sum of t w o Gauss i ans used to p a r a m e t r i z e the resolu t ion 
func t ion . T o reduce d is tor t ions due to res idual l i fe t ime effects , the 
tails on the posi t ive side were excluded f r o m the fit 
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The impact parameter resolution function, R (<5 ), used 
in the subséquent analysis, was determined from the data 
as foUows. The tracks were selected with the same re-
construction quality and kinematical cuts as in the anal-
yses. The subset of thèse tracks lying closest to the plane 
defined by the jet thrust direction and the z axis carry 
reduced lifetime information. They were therefore se-
lected by requiring | sin t^^,, \ < 0.5, where i//^,, is the angle 
between the p, vector and that plane. The impact param-
eter distribution of thèse tracks was then parametrized 
as the sum of two Gaussians (Fig. 8). Both were centred 
at zéro. The resolution function was therefore represented 
by the sum of two Gaussians described by three param-
eters, cr, and CT, giving the two widths and / the fraction 
in the wider Gaussian. The narrower Gaussian had a 
width of 82 nm the wider one had a width of 245 \im and 
contained 22% of the tracks. 

3.5 Muon identification and sample composition 

Détails of the identification procédure and of the analysis 
determining the sample composition are given in [11]. 

The extrapolated track positions were compared with 
the hits reconstructed in the MUB. The combination of 
hits giving the smallest x~ was chosen. Muon candidates 
were then selected by requiring the track to be linked to 
hits in two layers of the muon chambers, or at least in 
the peripheral layer, within 3 standard déviations of the 
track extrapolation both in the coordinate and in the 
(/) angle. 

The efficiency of this sélection was measured using 
dimuon events. To extrapolate this resuit to the case of 
lower energy muons produced inside jets, use was made 
of simulated data in which the chamber efficiencies and 
the rate of spurious hits were tuned to reproduce the real 
data. Four muons above 3GeV/c , the efficiency was 
found to be (78.5 + 3.5)%, and to have no significant 
dependence on the energy of the muon or its momentum 
transverse to the jet axis. 

The contamination from hadrons was measured from 
the real data. For high energy pions from T->-3 TT decay, 
the misidentification probability e^^ was found to be 
(1.1 ± 0 . 3 ) % . At low energy, between 3 and 5 GeV/c , „ 
was found to be below 1% for pions from K°-*n*n~ 

decay. Both thèse évaluations include the contributions 
of decays in flight but are limited by statistics. 

To improve the précision, the energy deposit distri-
butions of the candidates in the four layers of the H C A L 
were compared with those expected for hadrons of the 
same momentum, as predicted by the full detector sim-
ulation program, and with those observed for muons 
from Z°—*^ft^iu~ decay. A correction was made for 
the overlaps between muons and hadrons expected 
inside jets. For particles with momentum between 10 and 
15 GeV/c, this analysis gave e^^ = (0.91 ±0 .12 ±0 .14)%, 
where the second error is the estimated systematic un-
certainty. This does not include the contribution of de-
cays in flight. 

The final composition was evaluated by a fit to the 
data of the 2-dimensional p and p, spectra predicted by 
the Monte Carlo using the full detector simulation. The 

Table 1. In tegra ted sample compos i t i on for m u o n candida tes with 

p > 3 G e V / c and p, > 1 G e V / c 

M u o n source [%] 

M u o n s f r o m direct h decays 50.0 

M u o n s f r o m cascade b decays 13.9 

M u o n s f r o m c decays 11.3 

M u o n s f r o m n, K decays 8.6 

H a d r o n i c con tamina t ion 16.1 

composition was then parametrised as a function of 
the momentum of the muon candidate transverse to the 
thrust axis of the rest of the jet, for muons having mo-
menta above 3 GeV/c . The distribution of the transverse 
momentum for data and Monte Carlo agreed well over 
the whole p, range. The integrated composition is given 
in Table 1 for the p > 3 GeV/c and p, > 1 GeV/c cuts 
used in the analysis. 

4 B lifetime détermination 

4.1 High p, muon sample 

After applying the event and track sélections and using 
the muon identification criteria described above, 839 
muon candidates were found. Their impact parameter 
distribution showed a clear shift towards positive values, 
having a mean value of 151 ± 13 nm (Fig. 9). The h hfe-
time information was extracted from this distribution by 
an unbinned maximum likelihood fit. 

The likelihood function used was the product of the 
inverse probability density functions 
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Fig. 9. Impac t p a r a m e t e r d i s t r ibu t ion of high p, m u o n s . T h e m e a n 

impact p a r a m e t e r is 151 ± 13 (im 
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corresponding to the observation of a muon with a given 
value of impact parameter <5, for the individual event. 

For each track, /, the fitting function P{ô-,rg) was 
defined as the sum of the contributions from five sources: 

� muons from direct b^n decays, 
� muons from cascade b^c—*ju decays and also, but less 
importantly, from b-^c^ju and h^T^fx decays, 
� muons from c-*fi decays, 
� muons from the decay of long lived hadrons (n, K), 

� misidentified hadrons, 

each weighted by the fraction of muons arising f rom that 
source : 

+ / c a s e (Z',) ^casc (^5,; T J + ^ . ( ^ , ) (3) 

+ / d e c (Z',) ^dec + / m , s iP,) Pm,s (^5,) � 

The fractions f j i p , ) , with y'=(/?,case, c, dec, mis), are 
the probabilities that a muon candidate of given trans-
verse momentum p, came from each of thèse sources, as 
discussed in Sect. 3.5. The probability density functions 
Pf describe the impact parameter distributions for the 
various sources. 

The probability density functions for muons from di-
rect and cascade b decays and from c decays were eval-
uated in two steps. 

Firstly the impact parameter distribution expected for 
a référence lifetime Tq was computed by Monte Carlo, 
disregarding tracking resolution effects. Hadronic events 
were generated using the Lund JETSET 7.2 parton shower 

Fig. 10. I m p a c t p a r a m e t e r d i s t r ibu t ion of m u o n s produced in semi-
leptonic b decays, p red ic ted by the M o n t e Car lo , d isregarding t rack-
ing resolut ion effects . T h e d i s t r ibu t ion has been normal ized to 1. 

T h e co r r e spond ing physics func t ion , F^, is derived by fitting sep-
arate ly the posit ive and the négat ive side with two exponent ia ls 

model [9] with retuned parameters, the Peterson form of 
the longitudinal fragmentation function [12], and an im-
proved description of b and c decays. Muons were re-
quired to pass the same p and p, cuts as in the data. The 
impact parameter of each surviving muon track was eval-
uated using the exact trajectory and primary vertex po-
sition, as generated in the Monte Carlo, but its sign was 
determined using the reconstructed jet thrust axis. The 
distributions were then parametrized as the sum of four 
exponentials giving a corresponding "physics funct ion" 
Fj, with j=(b, cas, c). Ff, is shown in Fig. 10. The distri-
bution for any arbitrary lifetime r was then found by 
scaling the référence distribution by the factor T/TQ. The 
F^^^ function describing cascade h decays was scaled with 
only the b lifetime since the b lifetime dominâtes its shape. 
Possible distortions were avoided by choosing a référence 
lifetime TQ giving a scaling factor close to unity, namely 
To= 1.3 ps. The charm physics function F^. was fitted to 
the impact parameter distribution of muons produced in 
simulated charm decays. 

The second step was to convolute thèse scaled func-
tions analytically with the expérimental impact parameter 
resolution function Riô) described in Sect. 3.4: 

PAô;Ts) = \FAô',Ts)R(â'-ô)dô'. ( 4 ) 

The background probability density function due to 
misidentified hadrons, P„^-^, was determined from the data, 
using the tracks that satisfy the same sélection criteria as 
the muon candidates except for the muon identification 
requirement. 

The probability density function due to decays of long-
lived hadrons, P^^^, was studied by Monte Carlo. The 
apparent impact parameter distributions of single decay-
ing and non-decaying mesons from the primary vertex 
were simulated using the fuU D E L P H I detector simula-
tion. The tracks identified as muons were associated to 
VD hits and refitted, as in the real data. This allowed the 
effect of the kink at the decay to be studied. The use of 
the VD, at a small radius from the Z ° production point, 
minimizes the effects of the decays in the detector. Both 
decaying and non-decaying hadrons contain some life-
time information from the b and c decays. To include 
this, a convolution function was found which gave the 
simulated non-decaying mesons the impact parameter 
distribution observed for the real hadrons. The simulated 
impact parameter distribution of the decaying mesons 
was then convoluted with this function to give the best 
estimate of their impact parameter distribution. 

The resuit of the maximum likelihood fit was 
Tg = (1 .30±0.10)ps . Figure 11 shows the resuit of the fit, 
including the contributions from the différent muon 
sources, superimposed on the data. The fitting procédure 
was tested using Monte Carlo data generated with dif-
férent lifetimes. There was good agreement over the whole 
range of input lifetimes (1 to 1.8 ps). 

The b lifetime was evaluated for various subsamples 
of the data, giving the results summarized in Table 2. The 
results obtained from muons of positive and négative 
charge agreed. Because of the good spatial resolution of 
the VD, the track extrapolation to the interaction région 
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fit, split in to the five c o m p o n e n t s considered in the fit. T h e resuit 

of the fit is T^ = ( 1 . 3 0 ± 0 . I 0 ( s t a t ) ) p s 

Table 2. S u m m a r y of consis tency checks on the m u o n sample 

Sélection »[ps] 

S t a n d a r d sélection 839 1 . 3 0 ± 0 . 1 0 

Posit ive charge t r acks 439 1.28 ± 0 . 1 4 

Néga t ive charge t r acks 400 1 . 3 2 ± 0 . 1 4 

cos ^ > 0 415 1 . 4 2 ± 0 . 1 5 

cos 0 < 0 424 I . I 9 ± 0 . 1 4 

cos e > 0 406 1.24 ± 0 . 1 4 

cos 0 < 0 433 1 . 3 5 ± 0 . I 4 

M e a n b e a m posi t ion 839 1 . 3 5 ± 0 . l l 

is determined mainly by the VD information. To check 
whether possible misalignments of a single VD half-shell 
affect the resuit, tracks measured in the two half-shells 
were separated by a eut in cos</). The results agreed. 
Separating the tracks coming from positive and négative 
cos 6 also showed no systematic effect. To check for any 
possible bias arising from the use of a primary vertex 
position reconstructed individually for each event, the 
analysis was repeated using a fixed beam spot given by 
the average beam position measured for each fill. In this 
case it was necessary to reevaluate the resolution function 
to account for the degraded impact parameter resolution. 
This gives rise to a systematic uncertainty in the com-
parison. Within this uncertainty, the value obtained 
agreed with the previous resuit, as expected from the 
Monte Carlo study of Sect. 3.3. 

The systematic errors for the final sample are sum-
marized in Table 3. There are two main contributions. 
The first is due to the uncertain knowledge of the muon 
sample composition, the other to the uncertainties in par-
ametrizing the physics functions and in evaluating the 

Source Systematic e r ro r 

[ps] 

M u o n sample compos i t ion 0.05 
Reso lu t ion func t ion R(ô) 0 .04 

Physics func t ions F, 0.03 
Decay b a c k g r o u n d paramet r iza t ion 0.03 

H a d r o n i c b a c k g r o u n d pa ramet r i za t ion 0.02 
Average z^- 0.02 
F r a g m e n t a t i o n efTect on impact pa r ame te r s 0.01 

T o t a l 0.08 

impact parameter resolution. Thèse errors are now dis-
cussed in turn. 

The value ± 0.05 ps quoted as due to the error in the 
composition of the high muon sample was evaluated by 
changing the various components within their errors, as 
derived from the fit to the muon spectrum. For the éval-
uation of the combined error, the corrélations between 
the errors were taken into account. The error quoted also 
contains the effect of the uncertainty in b fragmentation 
and in the semileptonic branching fractions. 

The effect of the uncertainty in the parametrization of 

the impact parameter resolution function, R(ô), was eval-
uated by varying the three parameters (o-, and cr, g'ving 
the two widths and / the fraction in the wider Gaussian) 
independently within their errors. To account for the cor-
relation between the parameters, the full covariance ma-
trix of the resolution function fit was used, giving a con-
tribution of +0 .04 ps. 

The systematic errors coming from the parametriza-

tions of the physics functions. F^, were evaluated by varying 
their parameters by one standard déviation and account-
ing for corrélations, as above. Summing in quadrature 
the estimated contributions from the F^, F^.^^ and F^. func-
tions gave an error of ± 0.03 ps. 

For the contribution from the decay background 

parametrization, which relied on the Monte Carlo 
model, the effect of changing the K/n ratio and the mo-
mentum spectrum of decaying particles was also evalu-
ated. Adding thèse contributions in quadrature with the 
effect of the uncertainty in the parametrization gave a 
value of ± 0.03 ps. 

The systematic error in the hadronic background 

parametrization was obtained in the same way, by fitting 
the data and varying the parameters of the fitted functions 
according to their errors, giving + 0.02 ps. 

By varying the lifetimes of charmed mesons and 
baryons by one standard déviation, the systematic error 
due to the knowledge of the average was evaluated to 
be 0.02 ps. 

As expected, the b fragmentation uncertainty had little 
effect on the predicted impact parameter distribution. 
Changing the parameter in the Peterson function to 
reproduce its uncertainty gave an effect of ± 0.01 ps. The 
effect on the high p, muon sample composition was al-
ready accounted for. 

Adding ail thèse contributions in quadrature gave a 
total systematic error of + 0.08 ps so that, in conclusion. 
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the resuit of the measurement using the muon sample was 

T a = ( 1 . 3 0 ± 0 . 1 0 ± 0 . 0 8 ) p s . (5) 

4.2 High p, hadron sample 

Charged hadrons were selected by applying the event and 
track sélections given in Sect. 3.1, 3.2 and 3.3. The ab-
solute value of the impact parameter was then required 
to be below 1.5 mm to reduce the contribution from decay 
products of long-lived particles. In addition, the track 
was required to be reconstructed in the O D as well as the 
TPC, and to have momentum below 25 GeV/c . Thèse 
cuts selected 18459 tracks. Their mean impact parameter 
was 40 + 2 |im. 

According to the Monte Carlo, 29% of the selected 
particles were from Z^^bB events. As a check that the 
observed shift was due to a lifetime signal, particles be-
longing to the third or the fourth least energetic jet in a 
multijet event were separated out. In the jet ordering, 
only charged tracks were used. This sample is depleted 
in tracks carrying lifetime information because thèse least 
energetic jets are generally the gluon jets and therefore 
contain relatively few short lived particles. The mean im-
pact parameter was found to be only 15 + 6 |im, com-
pared with 46 + 2 |am for tracks in the two most energetic 
jets. 

The h lifetime was extracted by comparing the impact 
parameter distribution of the whole sample with that of 
a corresponding Monte Carlo sample. For the latter, 
about 60000 tracks fulfilling the same kinematical and 
geometrical acceptance cuts as the data were extracted 
from a set of hadronic events generated with the same 
JETSET 7.2 PS version with Peterson fragmentation as 
was used for determining the physics functions in the 
muon analysis. The resulting impact parameter distri-
bution was convoluted with the measured impact param-
eter resolution. Then the Monte Carlo distribution was 
normalized to the data and the binned was minimized 
with respect to the b lifetime. To avoid generating many 
distinct Monte Carlo data sets with différent b lifetimes, 
a weighting technique was used. Monte Carlo events were 
produced assuming a référence lifetime TQ. Then a weight 
w(t,TQ,Ty) was attributed to each h decay track, where 
T, is the desired lifetime and / the proper decay time of 
the h at the génération : 

w a T o , T , ) = ^ e x p f - / ^ ^ ^ ) . (6) 

The fit procédure was tested on independent Monte Carlo 
samples generated with différent values of T g. Good 
agreement was found over the whole range of input life-
times. 

The resuit of the fit was T^ = ( 1.27+ 0.04) ps, assum-
ing the value of /"/.g//;, = 0.217 for Z " decay, as given 
by the standard model. The fit had x" /n .d . f . = 1.30. 
Figure 12 compares the observed impact parameter dis-
tribution with the Monte Carlo prédiction for the fitted 
h lifetime. 

Impoc: Porometer [ c r n ] 

Fig. 12. Impac t p a r a m e t e r d i s t r ibu t ion of had ron i c t r acks in the 

selected h a d r o n sample . T h e po in t s represent the da ta . T h e solid 

h is togram shows the M o n t e C a r l o s imula t ion giving the best fit 

and cor responding to Tg = 1.27 ps 

Several subsamples were selected for studying possible 
systematic biases. In particular, the mean value of the 
impact parameter distribution was studied as a function 
of 6 and ( f ) to search for indications of local misalign-
ments or misalignments between the two VD half-shells. 
No such effects were found. Also, the minimum number 
of entries in each bin used in the computation, which 
had been set to five, was varied, as was the number of 
histogram bins. The eut on the absolute value of the 
impact parameter was moved from 1.5 mm to 2.5 mm. 
Ail thèse checks gave no indication of any systematic bias. 
The total hadronic track sample was then sub-divided 
into différent subsamples for which the lifetime was de-
termined separately, as for the muon sample, and the 
analysis was repeated using the average beam position in 
the fil! for the Z " production point. AU the results ob-
tained were consistent, as can be seen in Table 4. 

The systematic errors connected with the measured 
impact parameter resolution function and with the Monte 
Carlo model are summarised in Table 5. They were eval-
uated as follows. 

Table 4. S u m m a r y of cons is tency checks fo r the h a d r o n sample 

Sélection ^iracks ^ « [ p s ] 

S tandard sélection 18 459 1.27 ± 0 . 0 4 
Positive charge t r acks 9 144 1.32 ± 0 . 0 6 
Négative charge t r acks 9 3 1 5 1.23 ± 0 . 0 6 

COS 0 > 0 9 607 1.29 ± 0 . 0 6 
cos <j> <0 8 852 1.24 ± 0 . 0 6 

COS > 0 9 359 1.31 ± 0 . 0 6 
cos e < 0 9 100 1.22 ± 0 . 0 6 
M e a n beam pos i t ion 18 459 1.29 + 0 .06 
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Table 5. S u m m a r y of systematic e r ro rs in the h a d r o n sample anal-
ysis 

Source Systemat ic e r ror 

[ps] 

R e s o l u t i o n funct ion 0.08 

b f r agmen ta t ion , 0.05 

Transve r se m o m e n t u m dis t r ibut ion 0 .04 

M e a n charged multiplicity in B decay 0.03 

B b a r y o n p roduc t ion 0 .02 

C b a r y o n p roduc t ion 0.01 

c f r agmen ta t i on , e,. 0.01 

c l ifet imes 0 .03 

T h r u s t axis uncertainty 0 .03 

T o t a l 0.12 

The first source of systematic error is associated to 
the uncertainty of parametrization of the impact parameter 

resolution function. The procédure used was the same as 
for the muon sample. The error is larger than for the 
muon sample because a much smaller proportion of the 
tracks carry hfetime information. 

The second set of systematic errors is connected with 
the Monte Carlo génération, since the predicted com-
position of this sample involves several parameters op-
timized to fit the available data on gênerai event variables 
at the Z ° pôle. 

The Peterson fragmentation function parameter was 
tuned to reproduce the average of the values measured 
by D E L P H I [11] and the other experiments at LEP 
[13-15] of the mean fraction of the beam energy taken 
by B hadrons, (x^;>;, = 0 .695+ 0.012, and varied to re-
produce its uncertainty. A further check was made by 
changing the form of the longitudinal fragmentation 
function. The L U N D symmetric function modified ac-
cording to the Bowler space-time picutre of string évo-
lution [16] implemented in JETSET 7.3 was used. It re-
produced the measured '(x^)^ value within the errors but 
its shape differed from that of the Peterson function. The 
resulting lifetime agreed with that obtained with the Pe-
terson scheme. On the basis of thèse checks, the overall 
systematic error due to the b fragmentation uncertainty 
was estimated to be + 0.05 ps. 

The width of the transverse momentum distribution of 
primary hadrons, a , initially set to 0.37 GeV/c , was var-
ied by + 0 . 0 3 G e V / c and from the change of the fitted 
lifetime a contribution of + 0.04 ps was evaluated. 

The proper tuning of the above parameters ^i and 
could be verified within this analysis. Since they affect 
the p and p, spectra of b and primary particles, a system-
atic change of the measured lifetime as the p and p, cuts 
are varied would indicate an incorrect value of or a^. 

Using the central values, the value of Xg indeed remained 
constant within 2% when the momentum eut was changed 
between 3.0 and 9 . 0 G e V / c and within 5% when the 
transverse momentum eut was varied between 0.8 and 
2.0 GeV/c . The variations were not systematic and were 
fully consistent with being due to statistical fluctuations. 
However, changing or cr,, outside the above ranges 
introduced a systematic corrélation between the values of 
the kinematical cuts and the fitted lifetime. 

The mean charged decay multiplicity in B decay was 
varied according to the uncertainty of the CLEO mea-
surement of 5.5 ± 0 . 2 [17], giving an error of + 0 . 0 3 ps. 

As there is a large uncertainty in the production of B 

baryons at the Z " pôle, the fraction of b decay into 
baryons was changed from the Monte Carlo prédiction 
of 9.6% in the range of 5% to 20%. The corresponding 
systematic error contribution was ± 0.02 ps. 

To account for uncertainties in C baryon production 

its contribution was also changed by a factor two, repro-
ducing the discrepancy between the prédictions of the 
JETSET and H E R W I G [18] generators. This gave an 
additional error of +0 .01 ps. 

At présent, knowledge of charm fragmentation at LEP 
energy is poorer than that of b fragmentation and relies 
on the measurements in [13,14]. Combining thèse with 
an extrapolation to LEP energy from previous measure-
ments of PEP and PETRA [19,20] gives < X £ > , . 

= 0.52 + 0.03. However, this uncertainty contributed a 
systematic error of only +0.01 ps. 

Adding in quadrature ail thèse contributions gave a 
systematic error f rom the uncertainty in the composition 
of the high /j, hadron sample of + 0.07 ps. 

In the Monte Carlo simulation, the lifetimes of ail 

charmed mesons were set to their world average values 
[21] and charmed baryons were attributed the same life-
time as the A,. Ail the charm lifetimes were then increased 
and decreased by one standard déviation. The resuit in-
dicated a systematic error of + 0.03 ps due to the uncer-
tainty in the charm lifetimes. 

An additional source of systematic errors in the Monte 
Carlo model is connected with the reconstruction of the 

jet thrust axis. In order to check its influence on the 
lifetime measurement, data and Monte Carlo variables 
sensitive to the thrust axis reconstruction were studied. 
Firstly the différence in azimuthal angle between the se-
lected particles and the jet thrust was computed. Com-
paring data with the Monte Carlo distribution gave 
value of 135 for 100 bins, showing a reasonable agree-
ment. To study any effect, an extra thrust axis smearing 
was then added to the Monte Carlo. Smearing values 
exceeding 15 mrad significantly increased the value oï 

for this comparison. This value is 25% of the average 
angle between the parent B particle and the reconstructed 
jet thrust axis. The lifetime was evaluated with a Monte 
Carlo sample including such an additional 15 mrad thrust 
axis smearing. As a second check the lifetime was eval-
uated using only particles whose azimuthal angle was 
more than 50 mrad from the jet thrust axis. Thèse par-
ticles are less affected by thrust reconstruction errors and 
by any possible différences between data and Monte 
Carlo. F rom thèse checks a systematic uncertainty of 
0.03 ps was assigned. 

Adding ail thèse contributions in quadrature resulted 
in a total systematic error of ± 0 . 1 2 p s . In conclusion, 
therefore, the resuit of the measurement using the had-
ronic track sample was 

r B = ( 1 . 2 7 ± 0 . 0 4 ± 0 . 1 2 ) p s . (7) 
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5 Results and discussion 

In summary, the average h hadron lifetime was found 
to be (1.30 + 0.10 + 0.08) ps f rom the analysis of the high 
p, muon sample and (1.27 + 0.04 + 0.12) ps f rom the anal-
ysis of the hadron sample, where the first error is statis-
tical, the second systematic. 

The average lifetime f rom the muon sample is weighted 
by the semi-leptonic branching ratios, which are propor-
tional to the lifetimes, while the lifetime measured f rom 
the hadron sample is weighted by the mean charged mul-
tiplicity of the différent B species. If then the lifetimes of 
différent B particles produced in Z " decays differ signif-
icantly, the value measured f rom the two samples should 
also differ. Assuming equal production of two dominant 
B species, as of charged and neutral B mesons, with dif-
férent lifetimes, and r", the ratio of the two average 
values can be predicted as a funct ion of the ratio of the 
lifetimes. This prédiction can then be compared with the 
observed ratio. However, the présent data only constrain 
the ratio between and T° to be below 3 at 68% con-
fidence level. For comparison, processes outside the spec-
tator model are expected to lead to a lifetime différence 
between various B particles of no more than about 10% 
[22]. In the following, it was therefore assumed that the 
two lifetimes are equal. 

The two lifetime measurements can be combined using 
a weighted least squares procédure. As the systematic 
errors are only partially decoupled, the corrélations must 
be taken into account . This was donc by constructing a 
corrélation matrix p-j between the various error sources 
in the two measurements. The covariance of the meas-
urements is then given by C O V ( T ^ , T , , ) = 2 P/y^^./CT;, j . 

The systematic errors were grouped as shown in Table 6. 
The correlated errors are those f rom common sources, 
namely the uncertainties in fragmentat ion, in and in 
the expérimental resolution. The corrélation coefficient 
p for thèse errors was conservatively assumed to be max-
imal (i.e. p = \). F o r ail other errors p = 0 was taken. 
Due to the overlap between the two event samples, the 
statistical errors of the two measurements are also par-
tially correlated. This was taken into account by evalu-
ating a corrélation coefficient p = 0.3 for the statistical 

Table 6. The systemat ic e r ro r s (in ps) cor re la ted be tween the t w o 
anlyses grouped accord ing t o their c o m m o n sources , togc the r wi th 

the statistical e r ro r a n d o the r uncor re la t ed sys temat ic e r ro r s 

E r r o r source P M u o n 
sample 

H a d r o n 

sample 

Corre la ted Reso lu t ion 1 0.04 0.08 
F r a g m e n t a t i o n 1 0.02 0.05 
(� l ifetime 1 0.02 0.03 
Statistical 0.3 0.10 0.04 

Uncor re la ted Systemat ic 0 0.07 0.06 

errors. The combined lifetime was then derived by the 
least squares estimate giving 

TB=(1.28 + 0 . 1 0 ) p s . (8) 

This value agrées well with previous measurements at 
lower cm énergies and also with a récent measurement at 
L E P [23]* (see Table 7). 

This lifetime measurement can be used to constrain 
the Cabibbo-Kobayashi -Maskawa matrix élément | V^.^ \ 

(see (1)). The ratio | ^^,/,| /1 K .̂/,| has been determined to 
be 0.1 to 0.2 in a model dépendent way [5]. The semilep-
tonic branching ratio Br .̂/ = (10.4 + 0.6 + 0 .5)% has been 
derived using D E L P H I da ta [11]. The phase space and 
Q C D correction terms f^, and f^. have been evaluated 
following [22] but imposing the quark mass différence 
value - w,, = (3.30 + 0.02) G e V / c - [27], which was ob-
tained by fitting the lepton spectrum in semileptonic B 

decays, and using a , (m^) = 0.20 + 0.02, which has been 
obtained by extrapolation f rom the newly measured 

D E L P H I value of a , ( w ^ ) = 0.113̂ '̂5î|î̂  [28]. Neglect-
ing I then gives 

I F,/, I = (0.045 + 0.002 ± 0.002) � (4.95/m^ ) (9) 

where the first error is associated to this measurement of 
Tg, the second to the uncertainties in — m,., in the Q C D 

* Since the comple t ion of this paper , a m e a s u r e m e n t [24] of the B 

l ifetime of (1.32 + 0.12) ps us ing high t ransverse m o m e n t u m lep tons 

a t L E P has been p u b h s h e d by the L 3 co l l abo ra t ion 

Table 7. S u m m a r y of m e a s u r e m e n t s of 

using h a d r o n s a t lower énergies or using 

high p, leptons. Thèse m e a s u r e m e n t s d o 
not dépend on the va lue of r^^-. Systemat ic 

and statistical e r ro r s a re a d d e d 
quadra t ica l ly 

Exper iment [ G e V ] Sample r « [ps ] Ré fé rences 

H R S 29 l ep tons 
, „ , + 0.42 

[1] 

M A C 29 h a d r o n s 1.29 + 0.33 [2] 

D E L C O 29 lep tons 
+ 0 3'' 

' � " - 0 . 2 7 [3] 

M A R K II 
T A S S O 

29 
35 

leptons 

h a d r o n s 
0.98 + 0.18 
1.35 + 0.26 

[4] 

[5] 

J A D E 35 h a d r o n s ' � 3 6 - 0 . 2 3 [6] 

A L E P H 

D E L P H I 

91 
91 

leptons 
leptons only 

1.29 + 0.12 
1.30 + 0.13 

[23] 
th is expt . 

W o r l d average 1.24 + 0.07 
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Fig. 13. Var ia t ion of the h l ifetime measu red f r o m the h a d r o n sam-

ple vs r^i^lr,^. The curves show the c o m p u t e d dependence with one 

s t a n d a r d déviat ion errors . T h e hor izon ta l lines represent the wor ld 

average of Xg values tha t are independen t of F^f/Fi,, as given in 

T a b l e 7. T h e vertical line indicates the measu remen t of r^^-//";, 

correction factor, and (most importantly) in the semilep-
tonic branching ratio. The dependence on the value as-
sumed for (in GeV/c^) is displayed explicitly. The 
value of I V,.f^\ is reduced by 0.001 by assuming the ratio 
\V^,\/\K,\=0A5. 

The measurements of the b lifetime with high /?, lepton 
samples in this and in orther experiments and with hadron 
samples at lower énergies are summarized in Table 7. 
Thèse values do not dépend on the partial decay width 
rf,g at the Z " pôle. On the other hand the value from the 
hadron sample obtained in the présent analysis dépends 
strongly on the standard model value for F/,/;. Therefore 
F/^/; can be constrained by comparing the value obtained 
from the hadron sample with the other values. To do this, 
the lifetime Xg was evaluated from the hadron sample 
assuming a séries of différent r^/;/r,, values. The resuit 
is shown in Fig. 13, where the apparent b lifetime varies 
inversely with the assumed Z " branching ratio to b quarks. 
Using the world average value of derived from Table 7, 
namely Tg = { 1.24+ 0.07) ps, gave 

r , j r , = 0.222 
+ 0.033 
-0 .031 

±0.017 (10) 

where the first error is due to the combined statistical 
and systematical errors on the présent measurement using 
the hadron sample and the second error is that due to 

the uncertainty in the computed average of the b lifetime. 
Using / ; = 1.726±0.016±0.011 GeV, as measured by 
DELPHI [26], this gives 

r , , = (383 
, + 6 4 
- 6 0 

MeV (11) 

in good agreement with the standard model prédiction. 
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