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Abstract

The fragmentation function for the process e+e� �! h + X, where h represents a hadron,
may be decomposed into transverse, longitudinal and asymmetric contributions by analysis
of the distribution of polar production angles. A number of new tests of QCD have been
proposed using these fragmentation functions, but so far no data have been published on the
separate components. We have performed such a separation using data on charged particles

from hadronic Z0 decays at Opal, and have compared the results with the predictions of QCD.
By integrating the fragmentation functions, we determine the average charged particle multi-
plicity to be nch = 21:05 � 0:20. The longitudinal to total cross-section ratio is determined to
be �L=�tot = 0:057 � 0:005. From the longitudinal fragmentation function we are able to ex-
tract the gluon fragmentation function. The connection between the asymmetry fragmentation

function and electroweak asymmetries is discussed.
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1 Introduction

The fragmentation function for the process e+e� �! h +X, where h represents a hadron, is

de�ned as (1=�tot)d�
h=dx, where x may be either the fractional momentum, xp = 2p=Ecm, or

the fractional energy, xE = 2E=Ecm, carried by the hadron, Ecm is the centre of mass energy

and �tot is the total hadronic cross-section. Although perturbative QCD is unable to predict

the form of such fragmentation functions, it can predict how they should evolve with Ecm [1, 2].

Such scaling violations may, for example, form the basis of a measurement of the strong coupling

constant �s [3].

It can be shown [4, 2] that the most general form of the di�erential cross-section for the

production of a hadron h via a spin one Z0 or photon is (for the case of unpolarized e� beams,

and averaging over polarizations of h):

d2�h

dxdcos �
=

3

8
(1 + cos2 �)

d�hT
dx

+
3

4
sin2 �

d�hL
dx

+
3

4
cos �

d�hA
dx

(1)

where � is the angle between the hadron and the e� beam. These three contributions to the
fragmentation function are referred to as the transverse, longitudinal and asymmetric parts. By

analysis of the distribution of production angles � for any value of x, the fragmentation function
may therefore be decomposed into its longitudinal, transverse and asymmetric components.

A number of new tests of QCD have been proposed using these fragmentation functions [2],
which makes them of interest beyond their relevance to studies of scaling violations. For
example, in the absence of QCD radiation, and assuming standard model couplings for the Z0=,
the Z0= are produced only in transverse polarization states and the longitudinal fragmentation

function should be zero. The leading contribution to the longitudinal fragmentation function is
therefore proportional to �s, and a measurement of the longitudinal fragmentation function at
small values of x is expected to be particularly sensitive to the gluon fragmentation function.
This study is therefore complementary to other Opal studies of gluon fragmentation, which
have been based on tagged three-jet events [5, 6]. The asymmetry term represents parity

violating e�ects, which are expected to arise in the electroweak interaction.

So far no experimental data have been published on the separate transverse, longitudinal and
asymmetry components. In the present study we perform such a separation of the fragmentation

function using data on hadronic Z0 decays from Opal. In essence this involves measuring the
hadron production as a function of cos � at many values of x. The procedure, and the assessment
of systematic uncertainties, are discussed in Sections 2 and 3. In Section 4 we compare the

results, and in particular the longitudinal and transverse cross-sections which may be obtained

by integrating the fragmentation functions, with the predictions of QCD. We also investigate
the possibility of inferring the gluon fragmentation function from the data, and discuss the

relationship between the asymmetry fragmentation function and electroweak asymmetries in
Z0 decays.
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2 Experimental Procedure

The Opal detector has been described in detail elsewhere [7]. The present analysis depends on

measuring the momenta and production angles of charged particles, and therefore relies almost

entirely on the central tracking system. This consists of a silicon microvertex detector [8]

and three drift chamber systems, all of which lie within an axial magnetic �eld of 0.435 T. A

precision vertex drift chamber, of outer radius 24 cm and a length of 100 cm, provides space

points with a resolution of about 50 �m in the r-� plane�. The vertex detector contains 12

axial wires per �-sector, followed by 6 stereo wires, inclined at an angle of � 4� to the z-axis to

improve the z-resolution. Surrounding this is a large jet chamber, of outer radius 185 cm and

length about 400 cm, which provides up to 159 digitizations per track with an r-� resolution of

around 130 �m. Using charge division a resolution of about 6 cm in z may be obtained for each

wire in multihadronic events. On the outside lies a system of z-chambers { thin drift chambers,

with a resolution of about 300 �m in z, which serve to improve the determination of �, as

discussed below. In addition, the Opal detector contains an electromagnetic calorimeter based

on lead glass and equipped with presamplers, a hadronic calorimeter formed by instrumenting

the iron return yoke of the magnet, all surrounded by a muon detection system.

Hadronic events were selected for this analysis using standard cuts as described in Refs. [9, 10].
The number of charged tracks was required to be at least seven, in order to reduce �+�� and
two-photon background. The thrust axis [11] was determined using clusters of energy in the
lead glass electromagnetic calorimeter, and was required to satisfy jcos �j < 0:95. This cut was

based purely on the calorimetry in order to reduce any bias to the track information used for
the main analysis. Under these criteria, 3 056 609 events were selected from the data recorded
by Opal from 1990 to 1994. Of these, approximately 90% were recorded at the Z0 peak, and
the remainder at c.m. energies within �3 GeV; the inclusion of o�-peak data has a negligible
inuence on the results. Samples of Monte Carlo events (based on the Jetset 7.3 parton

shower model [12]) processed through the Opal detector simulation program [13] were used to
correct for detector resolution, acceptance and initial state radiation; in total 3 733 725 Monte
Carlo events were used, of which 94.1% satis�ed the event selection criteria.

Tracks to be used in the analysis were selected according to the following criteria: momen-
tum greater than 0.1 GeV/c, at least 20 reconstructed points in the jet chamber, extrapolation
to the nominal collision point within 2 cm in r-� and 25 cm in z and measured momentum

less than 65 GeV/c. With these criteria, 20.0 tracks were selected per event on average. Cuts

were then imposed on the azimuthal position of tracks (extrapolated to the point of exit from
the jet chamber) in order to eliminate tracks pointing at gaps between z-chamber panels or
at z-chambers which were inactive for signi�cant periods of time; these cuts removed 24.4%

of the accepted tracks, but signi�cantly increased the likelihood of a track having z-chamber

information.

The present analysis depends upon measurements of the momenta and polar angles of

charged tracks. The resolution on the momentum in the r-� plane is given by �pT =pT =q
0:0202 + (0:0015pT =(GeV=c))2 for tracks in the barrel region of the detector. In order to

improve the resolution in cos �, tracks were constrained to emanate from the primary vertex

�The Opal coordinate system is de�ned so that z is the coordinate parallel to the e� beam, r is the coordinate

normal to this axis, � is the polar angle with respect to z and � is the azimuthal angle about the z-axis.
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point in z, within its errors. With this constraint the resolution in cos � for tracks which also

had hits in the z-chambers was approximately 0.001, averaged over all momenta. After the cut

on � mentioned above, approximately 89% of tracks in the region jcos �j < 0:64 have hits in the

z-chamber system, a �gure which rises to 93% when tracks having xE > 0:01 are considered. For

tracks passing through the ends of the jet chamber (roughly jcos �j > 0:74), the end of the last

wire which registered a hit in the jet chamber may be taken to be the point at which the track

exited from the chamber. The measurement of cos � may be signi�cantly improved by using

this endpoint information. Approximately 80% of tracks in this region have such information,

rising to 90% for xE > 0:01, with a resolution in cos � of about 0.001. For the � 16% of tracks

which have neither z-chamber nor endpoint information, the determination of � comes mainly

from charge division measurements in the jet chamber, yielding a resolution in cos � of roughly

0.01; also these charge division measurements are relatively susceptible to systematic problems.

For about one third of these tracks in the region jcos �j < 0:75, further information is available

from the barrel presampler detector; this only provides a small improvement in the resolution,

but is expected to reduce systematic uncertainties.

Distributions of cos � were formed for each of 22 bins of xE, the pion mass being assumed in

computing E. The bins are speci�ed in Table 1. In order to be sensitive to the asymmetry term,

we multiply cos � by the particle charge, q. The width of the bins in xE is much greater than the
expected resolution. The bin width in cos � was chosen to be 0.01, which is well matched to the
poorer resolution of the 16% of tracks which have neither z-chamber nor endpoint information.
The data in each range of xE were then corrected for experimental acceptance and resolution
using Monte Carlo events, as follows. We de�ne

g(x; q � cos �) =
1

N

�n

�x�(q � cos �)
(2)

where N is the total number of events and �n the number of tracks in a bin of widths �x and
�(q � cos �). We then calculate gdet(x; q � cos �) from the Monte Carlo sample including detector
simulation using events and tracks satisfying the same cuts as used for the data (\detector
level"), and ghad(x; q � cos �) for all stable charged particles in all events without detector sim-

ulation and without initial state radiation (\hadron level"). In this context, particles having
mean lifetimes shorter than 3 � 10�10 s are deemed to be unstable. At the hadron level, the
true mass from the Monte Carlo is used in computing xE. The value of gobs(x; q � cos �) from
the observed data is then corrected by multiplying by the ratio ghad(x; q � cos �)=gdet(x; q � cos �)

inferred from the Monte Carlo. In order to estimate the statistical errors on the correction fac-

tors, taking account of correlations between the numerator and denominator, we have divided
the Monte Carlo sample into independent subsets, and examined the di�erences between the

corrections inferred from each subset.

3 Extraction of Fragmentation Functions

The analysis is based on all charged particles satisfying the above cuts. Fig. 1 shows a corrected
q � cos � distribution for a typical bin of xE, together with the correction factors. The azimuthal

cut removes 24.2% of the geometrical acceptance, and the correction anticipated on the basis

of this cut alone is shown by the horizontal line in �g. 1(b). In the barrel region, roughly
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jcos �j < 0:6, the correction factors are rather uniform, and close to the expected level. Around

jcos �j = 0:7 they exhibit some structure, and the corrected distribution is not smooth. This

corresponds to a gap in acceptance between the z-chamber system and the endpoint region {

in this gap the tracks have signi�cantly poorer resolution. Although these e�ects are largely

simulated by the Monte Carlo, the structure in the corrected data shows that there remain

systematic problems in this region which are imperfectly simulated. In the endcap region,

jcos �j > 0:8, the correction factors rise with jcos �j as a consequence of the experimental cuts.

Nevertheless, it is desirable to extend the analysis into the endcaps if possible, in order to

reduce the statistical errors. The analysis depends on distinguishing the (1 + cos2 �) and sin2 �

components of the angular distribution, and these components di�er most in the endcaps.

The transverse, longitudinal and asymmetric components of the fragmentation functions

are then inferred by �tting the corrected g(x; q � cos �) distribution in each bin of xE to the

function:

g(x; q � cos �) =
3

8
(1 + cos2 �)FT (x) +

3

4
sin2 �FL(x) +

3

4
q � cos �FA(x) ; (3)

where FT (x) = (1=�tot)d�
ch
T =dx etc, the superscript ch implying the sum over all charged

particles. By default we �t in the region jcos �j < 0:9, since the correction factors at greater
values of jcos �j are large, and we eliminate the region 0:64 < jcos �j < 0:76 where systematic
e�ects are seen to be signi�cant; 156 bins in cos � therefore remain to be used in the �ts.
Alternative �t regions are considered as systematic checks on the results. We show in Fig. 2
the result of a �t to two typical ranges of xE, 0:04 < xE < 0:05 and 0:20 < xE < 0:25, together

with the residuals of the �t. Bins eliminated from the �t are shown with zero errors. The
�ts are reasonably satisfactory, having �2/d.o.f. = 213=153 and 210/153 respectively, and the
residual plots show no undesirable structure. We note that the bin at lower xE has a sizeable
longitudinal component, while the asymmetry term is very close to zero. At higher xE the
longitudinal term becomes proportionally smaller, while the asymmetry becomes perceptible.

Considering the �ts in the 22 regions of xE, the poorest �t by far occurs for the bin at smallest

xE, xE < 0:01, where �2/d.o.f.=8.0. In this bin the measurement of cos � is signi�cantly worse
because of a small proportion of z-chamber and endpoint measurements. This bin contributes
relatively little to the subsequent analysis, and is assigned a rather large systematic error.
Amongst the other bins of xE the average value of �2/d.o.f. is 1.36. Since the values of �2/d.o.f.
for all bins of xE tend to be slightly greater than unity, this probably indicates the presence of

small systematic e�ects in the data which are not corrected by the Monte Carlo, as discussed

below.

The values of FT (x), FL(x) and FA(x) derived from the data are listed in Table 1, together
with their statistical errors. We also give values for the transverse, longitudinal and asymmetry

cross-sections, which are de�ned through an energy conservation sum rule:

�T =
X
h

Z 1

0
dx
x

2

d�hT
dx

(4)

and similarly for �L and �A. Clearly, �T + �L = �tot, since the sum of the values of x=2 over

all particles in an event must equal unity. In the present analysis we only measure charged

hadrons, so we refer to the cross-sections as �chT , �chL and �chA , and they are measured as a
fraction of the total hadronic cross-section �tot. In order to perform the integration, we take
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the average value of x for each bin from the Jetset or Herwig[14] Monte Carlo programs

(which yield consistent values). We note that the values obtained for FL(x) become negative

for x > 0:5, however they are consistent with zero within errors.

It is next necessary to assess the likely systematic uncertainties on these measurements,

which, in view of the systematic e�ects noted above, may be expected to be signi�cant. We

use two basic approaches { we vary the region of q � cos � over which the data are �tted so as

to exclude various regions where problems may be expected, or we change the event and track

selection criteria.

Variation of �t region

We consider the following alternative �t regions for the standard data sample:

� We remove the data points close to the edges of the standard �t region, by demanding

jcos �j < 0:88 and also excluding a wider region 0:60 < jcos �j < 0:80.

� We restrict the analysis to the barrel region, jcos �j < 0:64. The statistical errors are

roughly doubled by this restriction.

� We restrict the analysis more tightly to the barrel region, jcos �j < 0:60.

We take as a systematic error the largest change seen under any of the above conditions.

Variation of selections

We vary the following cuts:

� The cut on the distance of closest approach to the collision point in r-� was tightened
to jd0j <1 cm or loosened to jd0j <5 cm .

� The cut on the z-coordinate at the point of closest approach to the collision point
in r-� was tightened to jz0j <10 cm.

� The minimum track momentum cut was replaced by a requirement that the momen-

tum component in the r-� plane be greater than 0.15 GeV/c.

� The cut on the number of jet chamber hits, NCJ , was tightened to 40.

� The cut on the thrust axis was changed to jcos �j < 0:90.

� The barrel presampler information was not used.

� For the data recorded in 1993-4 the microvertex detector was upgraded to provide

z-coordinate readout. These z-measurements were not used by default, but the
analysis was repeated with them included where available.

In order to be conservative, the changes resulting from each of these modi�cations to the

analysis were combined in quadrature to obtain an estimate of the systematic uncertainty.

The total error quoted in Table 1 was obtained by combining the statistical, �t range and

selection cuts errors in quadrature. The systematic error may be seen to be signi�cantly larger

than the statistical uncertainty for the longitudinal and transverse fragmentation functions,

while for the asymmetry term the two are comparable. The accuracy of measurements of FL(x)
is typically 10% in the region 0:02 < xE < 0:1, and the error becomes comparable with the

measurement for xE > 0:3. The longitudinal cross-section, �chL is determined to an accuracy of
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about 9%. In Table 2 we show a detailed breakdown of the systematic error contributions to

�chT , �chL and �chA .

As a check on the control of systematic e�ects it is instructive to derive FT (x), FL(x) and

FA(x) from each year of data separately. We �nd that there are signi�cant di�erences if only

statistical errors are considered. However, the data are compatible within the systematic errors

we have estimated, and the �nal values quoted in Table 1 are consistent with all separate years'

results within the systematic errors.

We have also made a check in which cos � is not multiplied by the particle charge, and

the analysis repeated. In this case the asymmetry for positive and negative particles should

cancel. We �nd that the �ts yield values for FA(x) which are consistent with zero within

the statistical errors, while the values of FT (x) and FL(x) do not di�er signi�cantly from the

standard results. The regions around the z-chamber cathodes (every 50 cm in z) are found to

contribute signi�cantly to the large values of �2/d.o.f. noted above; eliminating these regions

reduces �2/d.o.f., with a negligible inuence on the �tted parameters.

We note that the average charged particle multiplicity should be given by the integral of the

transverse and longitudinal fragmentation functions, i.e. nch =
Z 1

0

"
d�chT
dx

+
d�chL
dx

#
dx. From the

data in Table 1 we obtain nch = 21:05 � 0:01 � 0:20 . This measurement is in agreement with
a previous Opal determination of 21:40 � 0:02 � 0:43 [15] based on the measurement of the
charged multiplicity distribution, and has a smaller uncertainty. The systematic error includes
an additional small contribution for this measurement arising from the use of the Herwig

model instead of Jetset for the corrections, in order to be compatible with Ref. [15].

4 Comparisons with QCD

4.1 Comparison with QCD Monte Carlo models

In Fig. 3 we show the measurements of FT (x) and FL(x) (for charged particles) as a function
of xE, including their systematic errors as given in Table 1. We note that the longitudinal

fragmentation function FL(x) falls much more rapidly with xE than the transverse fragmenta-

tion function. For comparison, we show the predictions of the parton shower models, Jetset

and Herwigy. The fragmentation functions for the models were separated using the weighting
method described in Ref. [2]z. The measurements of FT (x) are in reasonable agreement with
both models over most of the range of xE, though some discrepancies are seen for xE > 0:6.

In the case of FL(x) the data are compatible with both models within the errors, which are

strongly correlated.

yThe parameters of the models were deduced from �ts to global event shapes, as described in Ref. [16]. We

used Jetset version 7.3 with parameters as given in Ref. [16] and Herwig version 5.6 with parameters given

in Ref. [5].
zThe transverse component of the fragmentation function may be projected out by weighting each particle

by (5 cos2 � � 1) while the appropriate weight function for the longitudinal component is (2� 5 cos2 �) and for

the asymmetry component is (2 cos �).
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In Fig. 4 we show the measurements of FA(x) (for positively charged particles plus negative

particles reected about cos �=0) as a function of xE, including their systematic errors as given

in Table 1. The measurements only di�er signi�cantly from zero for xE > 0:15. For comparison,

we again show the predictions of the Jetset and Herwig models. The model calculations,

based on 10 million events, have signi�cant statistical errors, indicated by the uctuations in the

curves, but they agree well with the data, especially in the case of Jetset. The measured value

of the integrated asymmetry cross-section, �chA = �0:0037�0.0007, agrees with the prediction of

Jetset (�0:0041� 0:0001), though it is somewhat smaller in magnitude than the expectation

from Herwig (�0:0055 � 0:0001). We discuss FA(x) further in Sect. 4.4.

4.2 The Longitudinal Cross-section

There are QCD predictions [2] for the longitudinal and transverse cross-sections to O(�s):

�T = �0 ; �L =

�
�s

�

�
�0 (5)

where �0 is the Born cross-section, i.e. the hadronic cross-section in the absence of QCD
radiation. Thus the whole of the leading order QCD correction to the total cross-section

appears in �L. The higher order terms are not yet known. It is known [17] that the O(�2
s) and

O(�3
s) contributions to the total hadronic cross-section are relatively small, � 3% and � �2%

of the O(�s) contribution respectively. Our measurements of �L and �T are based on charged
particles only; to compare with the calculations we need to correct for the e�ect of neutrals. To
do this, we assume that the ratio of the charged to neutral contributions are the same for �T and

�L. This assumption is veri�ed, to a precision much better than the experimental uncertainties,
by the Jetset model, which yields �chT =�T = 0:6150 � 0:0001 and �chL =�L = 0:609 � 0:002 and
by Herwig which gives �chT =�T = 0:6197 � 0:0001 and �chL =�L = 0:616 � 0:002. We therefore

multiply our measured values of �chT and �chL by the factor
�T + �L

�chT + �chL
=

�tot

�chT + �chL
= 1=0:623

determined from data. After taking account of systematic uncertainties as before we obtain:

�T=�tot = 0:943 � 0:005

�L=�tot = 0:057 � 0:005 .

These may be converted to measurements of �T=�0 and �L=�0, using measurements of the Z0

lineshape [18] which yield �tot=�0 = 1:043 � 0:002.

Taking the value of �s=0.123�0.006 [19] which is derived from jet rates and global event

shapes, and which also describes well the total hadronic cross-section [17], we would expect

�T=�tot = 0:962 � 0:002 and �L=�tot = 0:038 � 0:002. The data therefore indicate that higher
order corrections to the longitudinal and transverse cross-sections and/or hadronization e�ects

are not negligible. In Fig. 5 we show the predictions of the QCD Monte Carlo program Jetset
for the longitudinal cross-section �L=�tot as a function of centre-of-mass energy. The predictions

of the Jetset parton shower model are shown for the produced hadrons and for the partons at

the end of the parton shower. The di�erence between these gives an indication of the inuence
of hadronization e�ects, which clearly fall rapidly with increasing centre-of-mass energy, but

which are not completely negligible at the Z0 mass. The contribution of non-perturbative
(hadronization) e�ects to the ratio �L=�tot is expected to exhibit a power behaviour of the form

10



1=Ecm { estimates have been made in Ref. [20], yielding approximately (0.8 GeV)/Ecm, and in

Ref. [21], giving (0:9 � 0:1 GeV)/Ecm, in good agreement with the expectation from Jetset.

The Herwig model gives similar results. The predicted values of �L=�tot at Ecm =MZ0 for the

two models are:

Jetset parton shower { hadron level 0:0592 � 0:0004

Jetset parton shower { parton level 0:0519 � 0:0004

Herwig parton shower { hadron level 0:0564 � 0:0004

Herwig parton shower { parton level 0:0485 � 0:0004

The experimental value of �L=�tot = 0:057� 0:005 therefore lies very close to the model expec-

tations at the hadron level. It appears that both hadronization and O(�2
s) and higher order

perturbative e�ects contribute signi�cantly to the di�erence between the O(�s) prediction and

the observed value. The inuence of heavy quark mass e�ects on �L has been estimated in

Ref. [2] to be of order 1:2(mq=Ecm)
2, where mq is the quark mass, and may thus be expected

to be small at LEP energies.

4.3 The Gluon Fragmentation Function

As discussed in Ref. [2], the longitudinal fragmentation function may be related to the gluon
fragmentation function Dg(z), where z is the fraction of the energy of a gluon carried by a
hadron:

FL(x) =
�s

2�
CF

Z 1

x

dz

z

�
FT (z) + 4

�
z

x
� 1

�
Dg(z)

�
+O(�2

s) ; (6)

where the colour factor CF = 4

3
. At large values of x (where our measurements are poor)

FL(x) is expected to be dominated by the FT term in the integral (representing the quark
contribution), which we have measured. The contribution from the gluon fragmentation Dg is
greatest at small values of x, where our data are most signi�cant, and we may therefore hope

to make a useful measurement of Dg(z) at small values of z. We choose to extract Dg(z) (for
charged particles) in the following way. We de�ne a new function Fg(x)

Fg(x) �
�

2�sCF

FL(x)�
1

4

Z 1

x

FT (z)

z
dz =

Z 1

x

�
1

x
�

1

z

�
Dg(z)dz ; (7)

which may be computed from the measured values of FL(x) and FT (x) given in table 1. The
integration of FT (z)=z was performed by taking the average value of 1=z across each bin from
Jetset. The value of �s was taken to be that satisfying the leading order QCD prediction

for the integrals of the fragmentation functions, i.e. �L=�T = �s=�, and thus �s=0.190. This

procedure may be expected to account crudely for unknown higher order e�ectsx. The gluon

fragmentation function Dg(z) is then parametrized by the form

Dg(z) = Ae�c ln
2 zzp(1� z)q : (8)

This functional form may be justi�ed by noting that it �ts both FT (x) and FL(x) satisfactorily
in the region xE > 0:02. The exponential term is motivated by the leading log prediction of

xThis could alternatively be viewed as making a choice of the renormalization scale � = x�Ecm with

x�=0.105, which would yield �s(MZ0 )=0.123 when evolved to the Z0 mass scale.
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a Gaussian spectrum in ln 1=z [22], which is observed experimentally to be a good approxima-

tion [23]. We then �t the experimental distribution of Fg(x) to infer Dg(z). The �t is performed

over the region 0:02 < xE < 1, and a good �t with �2/d.o.f.=1.07 is obtained. The �tted pa-

rameters are A = 0:0036� 0:0003, c = 0:81� 0:01, p = �5:89� 0:04 and q = �0:2� 0:3, where

the errors are purely statistical {. The measured distribution of Fg(x) together with the �tted

function are shown in Fig. 6. For xE > 0:5 and for the bin 0:25 < xE < 0:3 the measured values

of Fg(x) prove to be slightly negative, though compatible with zero within the statistical errors;

we include them in the �t nonetheless. The �tted curve passes above the data for xE < 0:02;

a satisfactory value of �2/d.o.f. is not obtained if these points are included in the �t.

The distribution ofDg(z) extracted from this �t is shown in Fig. 7, and tabulated in Table 3.

For convenience of presentation the �tted function has been binned in the same way as the

fragmentation functions. Contributions to the systematic errors on Dg(z) were estimated by

repeating the extraction of Dg(z) for the FT (x) and FL(x) distributions obtained in each of the

systematic checks described in Sect. 3. The changes in Dg(z) in each bin were then combined

in the same way as the systematic errors on FT (x) and FL(x) to yield the overall uncertainties

shown in Fig. 7, which are consequently highly correlated. In the case of some of the systematic

checks, the �tted parameters describing Dg(z) are considerably di�erent (for example the most

extreme set has A = 0:050, c = 0:53, p = �4:29 and q = 3:9), and consequently the systematic
uncertainties become large for z < 0:05, and also for large values of z. However, in the region
roughly 0:05 < z < 0:25 the �ts give generally consistent results for Dg(z).

For comparison we also show in Fig. 7 the predictions of the Jetset model for the frag-
mentation of gluon jets, generated as back-to-back gluon pairs at centre-of-mass energies 91.2
and 20 GeV, thus corresponding to gluons of 45.6 and 10 GeV. The e�ect of scaling violations

is clearly seen in the Monte Carlo. However, the calculations of Ref. [2] to O(�s), which we
are using here to extract Dg(z), do not incorporate scaling violations, and therefore the corre-
sponding energy scale for this measurement is not well de�ned. Opal has also studied gluon
jet fragmentation in Ref. [5, 6] using tagged three-jet events, However, a direct comparison
with those data is not yet possible, since the data of Ref. [5, 6] were not corrected for detec-
tor response, because the main objective of those analyses was to establish the existence of

quark-gluon di�erences in a model independent fashion.

4.4 The Asymmetry Fragmentation Function

In discussing Fig. 4 we noted that Jetset and Herwigmodelled the asymmetry fragmentation
function F ch

A (x) reasonably well. The general structure of a positive asymmetry for xE less than

0.05, with a negative asymmetry at higher xE is well reproduced by both models. As discussed

in Ref. [24], at large values of xE the produced hadron is likely to contain the primary quark
from the Z0 decay, and thus preferentially to have the same sign of charge. Allowing for the
forward-backward asymmetries resulting from parity violation in the weak interactions, one

{The �tted value of q is negative, though consistent with zero. This leads to an unphysical divergence in

Dg(z) as z ! 1. An alternative parametrization, using the function Azp(1� z)q , i.e. omitting the exponential

term, �ts the data slightly less well, with �2/d.o.f.=1.44, yielding A = 13:9 � 8:5, p = �0:85 � 0:18 and

q = 9:2 � 1:4. This parametrization of Dg(z) agrees within errors with our quoted result, and falls to zero at

large z.
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would thus expect to see a negative value of FA for d-, s- and b-quark events, and a positive

value for FA for u- and c-quark events, at large xE. These expectations are con�rmed by Monte

Carlo studies. Since d-, s- and b-quarks are produced more copiously than u- and c-quarks in

Z0 decays, the overall FA is negative, as observed. According to the Monte Carlo models, the

change in sign of FA at xE < 0:05 is associated with D�+ ! D0�+ decays in c- and b-quark

events. In this decay, the small energy release forces the pion to small xE, thus providing a

mechanism whereby the charge of a pion at low xE is correlated with the primary quark charge

in the case of c ! D�+ ! D0�+ and anticorrelated in the case of b ! c ! D�+ ! D0�+,

hence generating a positive asymmetry for both c- and b-quark events.

We show in Figure 8 the experimental values for the ratio R � FA(x)=(FT (x) + FL(x)); we

note that the magnitude of R grows with xE, indicating that information about the primary

quark charge tends to be most strongly retained by the large xE particles. In Ref. [24] pre-

dictions are made for the ratio R in the \valence dominance" approximation, i.e. under the

assumption that a high xE hadron contains one of the primary quarks. Monte Carlo studies in

Ref. [24] suggest that this approximation may be reasonable for xE > 0:6. Under this assump-

tion, a �+ at high xE will originate from a primary u- or d-quark, and the ratio R� is predicted

to be �0:034 for a weak mixing angle sin2 �W = 0:2322. We may apply a similar argument to

K+ production, which may arise from a primary u- or s-quark, but with the formation from
a u-quark suppressed by a factor � representing the reduced probability of exciting an s-quark
from the sea. In the Jetset model, a value of � � 0:30 � 0:05 is able to account for strange
meson production, in which case we would expect RK = �0:090 � 0:006 (the error coming
from the assumed uncertainty in �). Applying a similar argument to proton production yields

Rp = +0:116 [24]. Opal measurements of charged hadron production [25] indicate that �+,
K+ and protons are produced in the ratios 55� 3% : 40� 3% : 5� 1% for xE > 0:44, and thus
we would predict R = �0:049 � 0:004, shown as a shaded band in Fig. 8. The data in Fig. 8
are clearly compatible with this simple model at large xE; integrating the data from table 1
over the region xE > 0:6 yields R = �0:049 � 0:014.

5 Discussion and Summary

We have measured the longitudinal, transverse and asymmetry fragmentation functions for

charged particles using Opal data on hadronic Z0 decays. The integrated longitudinal cross-

section is expected (to leading order in QCD) to be

�
�s

�

�
�0, where �0 is the Born cross-section,

i.e. the hadronic cross-section in the absence of QCD radiation. It is therefore a small part of
the total cross-section, which may be identi�ed from its inuence on the angular distribution

of hadrons.

The measurement therefore relies on high statistics and good control of the systematic errors
on the angular distributions of produced hadrons. Using 3.06 million events from the 1990-
1994 Opal data sample, we �nd that the statistics permit a measurement of the longitudinal

fragmentation function up to xE � 0:5, and of the longitudinal cross-section with a statistical

precision of about 1%. However, the high statistics data reveal signi�cant systematic e�ects

in the cos � distributions at the � 1% level, which are not reproduced by the Monte Carlo

detector simulation program. We estimate the possible inuence of these problems by changing
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the �t regions or analysis cuts, and conservatively estimate the systematic uncertainty on the

longitudinal cross-section to be around 9%. When these systematic e�ects are taken into

account, a useful measurement of the longitudinal fragmentation function may be made out

to xE � 0:3 . By integrating the fragmentation functions, we determine the average charged

particle multiplicity to be nch = 21:05� 0:01� 0:20, where the �rst error is statistical and the

second systematic.

We �nd that the measured value of the longitudinal to total cross-section ratio,

�L=�tot = 0:057 � 0:005

agrees well with the expectations of the Jetset and Herwig parton shower models. However,

it lies considerably above theO(�s) QCD prediction of 0:038�0:002. It appears from the Monte

Carlo studies that slightly less than half of this di�erence can be attributed to hadronization

e�ects and the remainder to O(�2
s) and higher order perturbative e�ects.

Using the leading order QCD calculations, it is possible to extract the gluon fragmentation

function Dg(z) from the measurements of FL(x) and FT (x). Given the present experimental
errors, it proves possible to make a reasonable measurement in the region approximately 0:05 <

z < 0:25. Opal has also investigated gluon fragmentation using three-jet events in which the
less energetic quark is tagged via a heavy avour decay [5, 6]. However, in those studies the
assignment of hadrons to jets has potentially some ambiguities, since it depends on the use of
a jet �nder. The present analysis therefore o�ers a useful complementary approach which does
not depend on jet �nding.

The measurements of the asymmetry fragmentation function are in agreement with QCD

models. The asymmetry at large xE can be understood in terms of the electroweak asymmetries
in quark production from Z0 decays, and the expectation that hadrons at high xE will tend to
contain a primary quark.
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Central values:
�
ch

T

�tot

= 0:5880
�
ch

L

�tot

= 0:0354
�
ch

A

�tot

= �0:0037

Error contribution ��chT =�tot ��chL =�tot ��chA =�tot

Statistical �0:0005 �0:0004 �0:0003

jcos �j < 0:60 or 0:8 < jcos �j < 0:88 �0:0026 +0:0015 +0:0002

jcos �j < 0:64 +0:0017 �0:0011 +0:0006

jcos �j < 0:60 +0:0010 �0:0006 +0:0006

jd0j <1 cm +0:0008 +0:0010 0:0000

jd0j <5 cm �0:0008 �0:0004 0:0000

jz0j <10 cm �0:0040 +0:0009 0:0000

pT >0.15 GeV/c �0:0002 +0:0001 0:0000

nCJ �40 +0:0015 �0:0008 0:0000

j cos �Thrustj <0.9 �0:0028 +0:0021 +0:0001

No presampler info. �0:0009 +0:0007 �0:0002

Use silicon z (where available) �0:0003 +0:0002 +0:0001

Total (statistical+systematic) �0:0060 �0:0031 �0:0007

Table 2: Contributions to the errors on the transverse, longitudinal and asymmetry cross-
sections; the sign gives the direction of change when the analysis was altered.
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z Dg(z)

0:02 � 0:03 152 � 168
0:03 � 0:04 146 � 82

0:04 � 0:05 125 � 40

0:05 � 0:06 102 � 22
0:06 � 0:07 82 � 14

0:07 � 0:08 66:0 � 9:4
0:08 � 0:09 52:9 � 6:6
0:09 � 0:10 42:6 � 4:9

0:10 � 0:12 31:2 � 3:3
0:12 � 0:14 20:9 � 1:7

0:14 � 0:16 14:3 � 1:0

0:16 � 0:18 9:95 � 0:84
0:18 � 0:20 7:08 � 0:80
0:20 � 0:25 4:16 � 0:73
0:25 � 0:30 2:02 � 0:59

0:30 � 0:40 0:82 � 0:38
0:40 � 0:50 0:28 � 0:20
0:50 � 0:60 0:11 � 0:11
0:60 � 0:80 0:04 � 0:05
0:80 � 1:00 0:01 � 0:03

Table 3: Values of the gluon fragmentation function, Dg(z), inferred from the longitudinal and
transverse fragmentation functions. The errors include statistical and systematic contributions,
and are highly correlated. The data are presented in Fig. 7.
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Figure 1: (a) Corrected q � cos � distribution, g(x; q � cos �) for tracks having 0:04 < xE < 0:05.

(b) The corresponding correction factors. The line shows the level expected on the basis of the
azimuthal angle cuts applied.
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Figure 2: (a) Fit to the corrected q � cos � distribution, g(x; q � cos �) for tracks having 0:04 <
xE < 0:05. The shaded regions are excluded from the �t. The �tted contributions shown

are: transverse (dashed), longitudinal (dotted), asymmetry (dot-dashed) and total (solid). (b)

Residuals of the �t.
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Figure 2: (c) as (a), for tracks having 0:20 < xE < 0:25. (d) Residuals of the �t.
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Figure 3: Measurements of FT (x) and FL(x) for charged particles; statistical and systematic

errors are combined. The predictions of the QCD Monte Carlo programs Jetset and Herwig

are also shown. The data points are plotted at the bin centres, and the model predictions are

averaged over the same bins and drawn as curves passing through the bin centres.
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Figure 4: The Asymmetric component of the fragmentation function, FA(x) derived from the

OPAL data. The inset shows the high xE region on an expanded scale. The predictions of the
QCD Monte Carlo programs Jetset and Herwig are also shown.
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Figure 5: Dependence of �L=�tot on centre-of-mass energy Ecm as predicted by the Jetset

model. The predictions are shown for the parton shower model both for the hadrons and for

the partons at the end of the parton shower. The leading order prediction �s=� is also shown,

taking �s=0.123.
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the �tted region; the extrapolation to low xE is shown as a dotted line.
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Figure 7: Gluon fragmentation function Dg(z) for charged particles extracted from the longitu-

dinal and transverse fragmentation functions. The errors include systematic contributions, and
are highly correlated. Numerical values are given in Table 3. The predictions of the Jetset

model for the fragmentation of gluon jets (in a gluon-gluon system) at two energies are shown.
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Figure 8: The asymmetry fragmentation function as a fraction of the total fragmentation
function, R � FA(x)=(FT (x)+FL(x)). The shaded band shows the simple theoretical prediction

discussed in the text.
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