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Abstract

The Michel parameters of the leptonic τ decays are measured using the OPAL detector at LEP. The
parameters ρℓ, ξℓ, (ξδ)ℓ (with ℓ = e, µ) and ηµ are extracted from the energy spectra of the charged
decay leptons and from their energy-energy correlations. A new method involving a global likelihood
fit of Monte Carlo generated events with complete detector simulation and background treatment has
been applied to the data recorded at center-of-mass energies close to

√
s = mZ0 corresponding to an

integrated luminosity of 155 pb−1. If e-µ universality is assumed and inferring the τ polarization from
neutral current data, the measured Michel parameters are:

ρ = 0.781 ± 0.028 ± 0.018, ξ = 0.98 ± 0.22 ± 0.10,

η = 0.027 ± 0.055 ± 0.005, ξδ = 0.65 ± 0.14 ± 0.07,

where the value of η has been constrained using the published OPAL measurements of the leptonic
branching ratios and the τ lifetime. Limits on non-standard coupling constants and on the masses
of new gauge bosons are obtained. The results are in agreement with the V−A prediction of the
Standard Model.
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M. Gruwé27, G.G. Hanson12, M. Hansroul8, M. Hapke13, C.K.Hargrove7, C.Hartmann3,

M. Hauschild8, C.M. Hawkes5, R.Hawkings27, R.J.Hemingway6, M. Herndon17, G.Herten10,
R.D. Heuer8, M.D. Hildreth8, J.C.Hill5, S.J.Hillier1, P.R. Hobson25, A. Hocker9, R.J.Homer1,
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K. Stoll10, D. Strom19, R. Ströhmer34, R. Tafirout18, S.D. Talbot1, S. Tanaka24, P. Taras18, S. Tarem22,
R. Teuscher8, M. Thiergen10, M.A. Thomson8, E. von Törne3, E.Torrence8, S. Towers6, I. Trigger18,
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1 Introduction

A measurement of the Michel parameters in τ decays is presented which involes a novel method to
fit the energy spectra and energy-energy correlations of the charged decay leptons. The τ -pair data
set used was produced in e+e− collisions at center-of-mass energies close to

√
s = mZ0 , corresponding

to an integrated luminosity of 155 pb−1. The parameters are fitted to the lepton spectra of three
event classes, electron–hadron, muon–hadron and electron–muon, depending on the decay modes of
the two τ decays in the event. Previous measurements of the Michel parameters in τ decays exist that
were performed at LEP [1, 2] and at other e+e− colliders [3–11]. Unlike previous measurements the
presented analysis makes use of a binned maximum likelihood fit of fully simulated events to the data.
It accounts for radiative corrections, detector effects, background processes and selection efficiencies
in a comparatively original way.

1.1 Lorentz structure

In the Standard Model the charged weak interaction is described by the exchange of left-handed W
bosons, i.e., by a pure vector coupling to only left-handed fermions. Thus, in the low-energy four-
fermion ansatz, the Lorentz structure of the charged current is predicted to be of the type “V−A ⊗
V−A”. With this formalism the dominant features of nuclear β decay and of µ decay are correctly
described [12]. Deviations from this behavior would indicate new physics and might be caused by
changes in the W-boson couplings or through interactions mediated by new gauge bosons [13]. The
dominant contribution would then be either the one with the largest coupling or the one being mediated
by the lightest boson. This means that if there exist contributions to the leptonic decay structure
other than V−A, for example a right-handed vector coupling arising from a heavy right-handed W
boson, WR, or a scalar coupling to a charged Higgs boson, these would emerge first in the decay of the
massive τ lepton. Among all its decay modes, the decays τ → e νeντ and τ → µ νµντ are the only ones
in which the electroweak couplings can be probed without disturbance from the strong interaction.
This makes the purely leptonic τ decays an ideal system to study the Lorentz structure of the charged
weak current.

The leptonic decay amplitude can be generalized by adding current-current terms for all possible
bilinear covariants. The most general, derivative-free, four-lepton interaction matrix element for the
τ → ℓ νℓντ decay that is local and Lorentz invariant can be written as (see e.g. [14]):

M = 4
G0√

2

∑

γ=S,V,T

ǫ,ω=R,L

gγ
ǫω 〈 ℓǫ|Γγ |νℓ〉 〈ντ |Γγ |τω〉. (1)

Here γ denotes the type of the interaction (scalar, vector or tensor) and Γγ are 4× 4 matrices defined
in terms of the Dirac matrices:

ΓS = 1, ΓV = γµ, ΓT =
1√
2

σµν ≡ i

2
√

2
(γµγν − γνγµ). (2)

The indices ω and ǫ denote the chiralities of the τ lepton and its charged decay lepton, ℓ, respectively.
For given (ω, ǫ) the chiralities of the neutrinos are uniquely determined. Tensor interactions exist only
for opposite chiralities of the charged leptons. This leads to 10 complex coupling constants, gγ

ǫω, for
which the Standard Model predicts gV

LL=1 and all others being zero. Choosing the arbitrary phase by
defining gV

LL to be real and positive leaves 19 real numbers to be determined by experiment. As long
as one is interested in the relative strengths of the couplings, it is convenient to require the following
normalization condition:

N ≡ 1
4

(
|gS

LL|
2
+ |gS

LR|
2
+ |gS

RL|
2
+ |gS

RR|
2
)

+
(
|gV

LL|
2
+ |gV

LR|
2
+ |gV

RL|
2
+ |gV

RR|
2
)

+ 3
(
|gT

LR|
2
+ |gT

RL|
2
)

= 1.

(3)
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This restricts the allowed ranges of the coupling constants to |gS| ≤ 2, |gV| ≤ 1 and |gT| ≤ 1√
3
. The

overall normalization can be incorporated into G0 which then accounts for deviations from the Fermi
constant GF.

1.2 Michel parameters

At the Born level, neglecting radiative corrections and terms proportional to ( mℓ

mτ
)2, only four different

combinations of these coupling constants, denoted by ρ, ξ, δ and η, determine the shape of the decay
spectra. In the τ rest frame, the leptonic decay width can, for massless neutrinos, be written as:

d2Γτ→ℓ νℓντ

dΩ dx∗ =
G2

0m
5
τ

192π4
x∗2

{
3(1 − x∗) + ρℓ

(
8

3
x∗ − 2

)
+ 6 ηℓ

mℓ

mτ

(1 − x∗)

x∗

−Pτ ξℓ cos θ∗
[
(1 − x∗) + δℓ

(
8

3
x∗ − 2

)]}
. (4)

Here x∗ = Eℓ
∗

Emax
ℓ

is the scaled energy of the charged decay lepton in the τ rest frame with Emax
ℓ =

m2
τ+m2

ℓ

2mτ

being its maximal energy and cos θ∗ is the angle between the τ -spin direction and the momentum of
the decay lepton. Pτ is the average τ polarization. After integration over cos θ∗ and boosting into the
Z0 rest frame, the spectrum has the form:

H(x) = f(x) + Pτ g(x), with (5)

f(x) = a(x) + ρ b(x) + η e(x), g(x) = ξ c(x) + ξδ d(x), (6)

where f(x) and g(x) describe the isotropic and the τ -spin-dependent part, respectively, and a(x) . . . e(x)
are known third-order polynomials in the scaled energy x = Eℓ

Eτ
. Hence, allowing the most general

couplings, the shape of the spectra can be described by the four Michel parameters [15, 16] for which
the Standard Model predicts the values ρ = 3

4 , ξ = 1, δ = 3
4 and η = 0 according to a V−A structure

of the charged weak current. Their definitions read in detail:1

ρ =
3

4
|gV

LL|
2
+

3

4
|gV

RR|
2
+

3

16
|gS

LL|
2
+

3

16
|gS

LR|
2
+

3

16
|gS

RL|
2
+

3

16
|gS

RR|
2

+
3

4
|gT

LR|
2
+

3

4
|gT

RL|
2 − 3

4
Re(gS

LRgT∗
LR) − 3

4
Re(gS

RLgT∗
RL) ,

ξ = |gV
LL|

2
+ 3|gV

LR|
2 − 3|gV

RL|
2 − |gV

RR|
2
+ 5|gT

LR|
2 − 5|gT

RL|
2

+
1

4
|gS

LL|
2 − 1

4
|gS

LR|
2
+

1

4
|gS

RL|
2 − 1

4
|gS

RR|
2
+ 4Re(gS

LRgT∗
LR) − 4Re(gS

RLgT∗
RL) , (7)

ξδ =
3

4
|gV

LL|
2 − 3

4
|gV

RR|
2
+

3

16
|gS

LL|
2 − 3

16
|gS

LR|
2
+

3

16
|gS

RL|
2 − 3

16
|gS

RR|
2

−3

4
|gT

LR|
2
+

3

4
|gT

RL|
2
+

3

4
Re(gS

LRgT∗
LR) − 3

4
Re(gS

RLgT∗
RL) ,

η =
1

2
Re
[
gV
LLgS∗

RR + gV
RRgS∗

LL + gV
RL(gS∗

LR + 6gT∗
LR) + gV

LR(gS∗
RL + 6gT∗

RL)
]
.

One of the parameters, η, can also lead to a change in the leptonic decay width of the τ lepton.
If contributions from other couplings exist, they are not necessarily the same for τ → e νeντ

and τ → µ νµντ . Therefore, the Michel parameters for decays into electron and muon are measured
independently. Because the ηℓ-term is suppressed by a factor mℓ

mτ
, there is almost no sensitivity to

1Since by definition δ contains a factor 1

ξ
it is convenient to use (ξδ) instead of δ.
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ηe from the τ → e νeντ decay spectrum. Thus in the following ηe is set to zero. This leaves the 7
parameters ρe, ξe, (ξδ)e, and ρµ, ξµ, (ξδ)µ, ηµ to be determined.

To test the Standard Model prediction the parameters will also be fitted under the assumption of
e-µ universality. It is possible to test explicit extensions, for example by focusing on vector couplings,
or by allowing only one additional scalar contribution. In this way, mass limits for a right-handed W
boson, WR, as well as for a charged Higgs boson are determined.

1.3 Lepton-lepton correlations

At LEP, τ pairs are produced with almost perfect spin correlation.2 This allows one to measure the
spin-dependent part of the decay spectra with high sensitivity by employing the correlations between
both τ decays in the event [17, 18]. For parallel τ spins the correlation function can be written as:

I(x1, x2) = f(x1)f(x2) + g(x1)g(x2) − Pτ [ f(x1)g(x2) + f(x2)g(x1) ] , (8)

where f(x) and g(x) are the above third-order polynomials and Pτ is the average polarization of
the τ− lepton. In contrast to uncorrelated single decay spectra (eq. 5) here the product of the two
spin-dependent parts, g(x1)g(x2), without the suppression by the τ -polarization. Thus, in case of two
leptonic decays in the event, the correlation function provides high sensitivity to the parameters ξ and
ξδ whereas the more frequent events with single leptonic decays contribute with high statistics to the
measurement of ρ and η.

1.4 Tau polarization

In addition to the charged current couplings which determine the decay of the τ lepton, the couplings
to the neutral current which are responsible for τ production influence the shape of the spectra. The
difference in the left- and right-handed Z0 couplings causes the τ leptons to be produced polarized
affecting the spin-dependent part of the decay spectra. In principle, the average τ -polarization, Pτ ,
could be measured along with the Michel parameters. However, this introduces additional correlations
between the fit parameters and limits the accuracy of the Michel parameter measurements while it
does not reveal anything new about the decay structure. Since extensions to the charged sector of the
weak interaction do not a priori change the neutral current, a different approach is pursued in this
analysis. Instead of testing both sectors simultaneously at the expense of less sensitivity, the charged
current is investigated in the most general way, while the neutral current (i.e., the τ -polarization) is
assumed to be described by the Standard Model couplings with adequate accuracy.

Since all direct measurements of Pτ from e+e− → τ+τ− data at
√

s = mZ0 implicitly have assumed
a V−A coupling in the τ decay, the use of these results as input to this analysis would introduce a bias.
Therefore, measurements of the neutral current which are independent of the charged sector have been
used to calculate Pτ using the zfitter [19] package. The uncertainty arising from this procedure has
been studied with the systematic errors. Its impact on the Michel parameter measurement is smaller
than the one that would have been introduced through correlations between the parameters and the
polarization if Pτ were fitted.

As input to the Pτ calculation the following values were used [20]: the preliminary LEP measure-
ment of the Z0 mass mZ0 = (91.1884 ± 0.0022)GeV, the CDF/D∅ combined value for the top mass
mt = (175 ± 6)GeV, mH0 = 300GeV with 60GeV < mH0 < 1TeV, αs(mZ0) = 0.118 ± 0.003 and
α(mZ0)−1 = 128.90± 0.09. These values yield the predicted value of the τ -polarization at the Z0 peak
as Pτ = −0.1391+0.0069

−0.0055 , where the dominant uncertainty is due to the unknown Higgs boson mass. In
this analysis, data taken at

√
s = mZ0 are used together with data below and above mZ0 . Averaging

over the energy dependence of Pτ according to the data set used yields the same quoted value. Over
the full range this leads to an uncertainty in Pτ of approximately 5% which is still smaller than the
error of the current measurements (see e.g. [21]).

2For V and A type couplings in the production, the τ+ and τ− have opposite chiralities.
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2 Event selection

2.1 OPAL detector

The OPAL detector is described in detail elsewhere [22, 23]. Here, only a brief summary of the main
components shall be given. The innermost subdetector is a micro-vertex detector with two layers of
double-sided silicon-strips. It is enclosed by a system of three different drift chambers, a precision
vertex chamber with axial and stereo wire readout, a large cylindrical drift volume (jet chamber)
with 24 azimuthal sectors of 159 signal wires each, and a surrounding set of z-chambers with wires
perpendicular to the beam direction. The central tracking system is contained inside a magnetic
coil which provides a solenoidal field of 0.435 Tesla. This leads to a resolution of the transverse
momentum of σpt/pt ≈ 1.5 · 10−3 · pt (GeV). In addition, the specific energy loss, dE/dx, of charged
particles is measured in the jet chamber. The electromagnetic calorimeter (ECAL) is built of 11,704
lead glass blocks of approximately 25X0 radiation lengths, providing an energy resolution of typically
σE/E ≈ 12%/

√
E (GeV). In front of the ECAL, a thin gas detector (the presampler) measures

electromagnetic showers beginning in the material of the inner detector components. The ECAL is
surrounded by the iron return yoke of the magnet which is instrumented with limited streamer tubes to
serve as a hadron calorimeter (HCAL). The whole detector is enclosed by 4 layers of muon chambers,
giving the position and the direction of the penetrating particles.

As observables for the fit, different variables in the two leptonic decay channels are chosen. In case
of the τ → µ νµντ decays, the track momentum of the muon measured in the jet chamber, ptrack, is
taken, whereas for the τ → e νeντ decays the energy deposited by the electron in the electromagnetic
calorimeter, Ecluster, is used. The cluster energy includes a large fraction of final state photon radiation
from the electron and is thus less dependent on the modeling of the photon radiation in the generator
and detector simulation. Both variables are scaled to the beam energy which is used as the estimator
for the maximal energy of the decay lepton.

2.2 Tau pair selection

From the data collected with the OPAL detector during the years 1990–1995, τ -pair events are selected
in several steps. The selection follows the strategy described in earlier OPAL publications [21, 24] and
given in detail in [25]. First, lepton pairs are preselected by requiring exactly two charged jet-cones
of 35◦ half-opening angle with low track and cluster multiplicity. Two-photon events are rejected
by requiring either a large visible energy or an unbalanced transverse momentum sum, and a small
acollinearity.

From this sample Bhabha events are removed based on a large sum of cluster energies or a large sum
of track momenta in conjunction with large cluster energies. Afterwards, µ-pair events are eliminated
if consistent with high track momenta, small energy deposit in the calorimeter or signals in the muon
chambers. The remaining 147 042 events are almost entirely τ pairs (see section 2.5 for the remaining
background in the used event classes). The geometrical acceptance of this selection covers the region
| cos θ| < 0.95.

2.3 Tau decay mode identification

A likelihood selection is used to identify the τ -decay modes in the two cones. It distinguishes between
the 1-prong decays τ → e νeντ , τ → µ νµντ and τ → h ντ where h is either π/K, ρ or a1 → π2π0. It
makes use of a set of variables which allow the discrimination of different channels.3 These variables
include:

Ecluster/ptrack – the ratio of the energy deposited in the electromagnetic calorimeter (ECAL) with
respect to the track momentum measured in the central detector,

3Kaons are not separated from pions and are counted among the corresponding π-channels in the following.
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dE/dx – the specific energy loss in the jet chamber,

N90%
blocks – the number of ECAL blocks that contain 90 % of the measured energy in the cluster

associated to the track,

Eneutral/Econe – the fraction of ECAL energy in the cone that is not associated to the track,

(∆φ)max – the maximum angle between the track and a presampler cluster assigned to the
cone,

Wpres – the width of the largest presampler cluster,

Nhits/Nlayers – the average number of hits per active layer in the hadronic calorimeter (HCAL),

N7hits – the number of hits in the last 3 HCAL layers and in the 4 layers of the muon
chambers,

Wmuon – the matching probability between the extrapolated track and a muon chamber track
segment.

The measured variables are then compared to a set of reference distributions that have been produced
by a Monte Carlo simulation of the considered decay modes (see section 3.3).

Based on the variable xi, the expected fraction of decay modes of the type j is given as:

ℓj
i (xi) =

f j
i (xi)

∑Nmodes

j=1 f j
i (xi)

, (9)

where f j
i are the normalized probability densities taken from the reference distribution for the respec-

tive variable i and Nmodes = 5 is the number of considered decay modes. The information from all the
variables is then combined into the product likelihood for the hypothesis j:

Lj(x1, . . . , xNvariables
) =

Nvariables∏

i=1

ℓj
i (xi) . (10)

Normalized to all considered alternatives the expression yields the relative likelihood of the decay
being of type j:

P j =
Lj

∑Nmodes

j=1 Lj
, (11)

which in the case of uncorrelated variables can be interpreted as a probability. To obtain high purity
samples, the cones involving the lepton are required to be identified with a relative likelihood of
P j > 90%. The simulated reference distributions are checked against the data using a tagging
technique. For that purpose, the likelihood variables of each detector component are compared between
data and Monte Carlo based on a clear decay mode identification from the other components. A
comparison of some of the variables can be found in [26].

2.4 Selection efficiency

Throughout the analysis, the simulated events and the data are treated in an identical manner. Thus,
the efficiencies for the event selection and the decay mode identification are accounted for in the fit as
modeled in the Monte Carlo. The validity of the simulation has been tested by comparing Monte Carlo
efficiencies as a function of energy / momentum with data control samples (see section 4.1). Table 1
lists the efficiencies for the decay mode identification within the fiducial volume of | cos θ| < 0.95. The
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Identified mode

Generated mode τ → e νeντ τ → µ νµντ τ → π ντ τ → ρ ντ τ → a1 ντ

τ → e νeντ 96.5 − 1.1 1.7 0.7

τ → µ νµντ 0.3 92.2 7.0 0.5 −
τ → π ντ 1.4 3.3 82.1 9.5 3.6

τ → ρ ντ 0.3 0.2 10.3 67.8 21.3

τ → a1 ντ 0.1 − 1.3 25.8 72.7

Table 1: Efficiencies in % for the likelihood identification of 1-prong τ decay modes within the fiducial
region. The diagonal values are the efficiencies for the true identified modes whereas the off-diagonal
values represent the misidentification probabilities.

inefficiency of the muon channel originates mainly from the low x region where the separation from
pions becomes poorer.

Based on the decays of both τ leptons, the events are divided into mutually exclusive samples:
lepton-lepton correlations (e–µ) and single-lepton decays (e–hadrons, µ–hadrons). As mentioned in
section 1.3, the correlation spectra have a high sensitivity to the spin-dependent parameters (ξ, ξδ)
while the single decays provide high statistics for the isotropic parameters (ρ, η).

Decay correlations in e–e and µ–µ events are subject to large background contamination from
e+e− → e+e− and e+e− → µ+µ− processes as well as from two-photon events γγ → e+e− and
γγ → µ+µ−. These background sources distort the correlation spectra in the two most sensitive
regions where both leptons have high energies or both have low energies, respectively. Due to the
uncertainties in the estimation of these backgrounds, the e–e and µ–µ event classes would contribute
with a dominant systematic error to the fit result. For this reason they are not included in this
analysis.

In table 2 the overall efficiencies for the three event classes are given. The additional inefficiencies
with respect to the decay mode identification arise from geometrical cuts that are performed on the
individual event classes to exclude insensitive or inadequately simulated regions of the detector. These
regions include the proximity of the anode wire planes of the jet chamber, φsector < 0.4◦, the extreme
forward region of the electromagnetic calorimeter, | cos θ| > 0.9, and a few small regions not covered
by the muon chambers.

Event Class

τ1 → e νeντ τ1 → µ νµντ τ1 → e νeντ

τ2 → h ντ τ2 → h ντ τ2 → µ νµντ

Sample size 19369 21190 5834

Efficiency 83.1% 88.6% 85.8%

Table 2: Selection efficiencies for the three considered event classes.

Figures 1(a) and 1(b) show the selection efficiencies for the single leptonic decay samples e-h and
µ-h as a function of the scaled energy xE and scaled momentum xp, respectively.

2.5 Background

Various sources of background in the τ -pair sample and in the τ → e νeντ and τ → µ νµντ samples
have been investigated. The main contribution comes from misidentification of the hadronic τ decays.
Due to the distinctive signatures of electrons and muons in the detector, cross-talk between the two
channels is negligible. The main backgrounds for the τ → e νeντ mode originate from τ → π ντ and
τ → ρ ντ decays. For the τ → µ νµντ mode the dominant background source are τ → π ντ decays.
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Table 3 lists the different backgrounds in the three event samples. For simplicity, the three identified
hadron channels have been summed up. For the single decay spectra, double lepton events in which
the recoil lepton has been misidentified as a hadron are also quoted as background.

Background source Event class

e–h µ–h e–µ

leptonic τ e–e 0.73% − 0.00%

e–µ 1.70% −
µ–e − 0.99%

µ–µ − 1.64% 0.12%

hadronic τ h–h 0.72% 1.55% −
e–h − 1.73%

h–µ − 0.78%

non-τ e e → e e 0.06% − 0.00%

e e → µµ − 0.56% 0.06%

γγ → e e 0.03% − 0.00%

γγ → µµ − 0.21% 0.04%

Total 3.3% 5.0% 2.8%

Table 3: Identified events and background from τ decays, Bhabha, µ-pair and two-photon events. For
simplicity the three hadronic channels have been summed up.

Furthermore, Bhabha and µ-pair events may pass the selection and contaminate the samples. This
can occur, for example, for an e+e− → e+e− event where one electron is misidentified as τ → ρ ντ

decay, or to an e+e− → µ+µ− event where one muon fakes a τ → π ντ decay.
As mentioned earlier, the presented method allows to account for all backgrounds that are simu-

lated in the Monte Carlo. Since either the background shapes do not depend on the Michel parameters
(hadronic and non-τ background) or their dependence has, due to the small fraction, no significant
impact on the shape of the signal distribution, the residual events can be independently added to the
fit spectrum.

3 Fitting method

To extract the Michel parameters from the observed spectra, a binned maximum likelihood fit of a
set of Monte Carlo spectra has been applied to the data. Compared to fits that involve analytical
functions to describe the data distributions, this method has several advantages. It includes radiative
corrections at the generator level where their description is more easily accessible than it is through
the convolution of photon radiation probability functions. It provides a full simulation of the detector
response and thus accounts for the energy and momentum resolution as well as for the selection
efficiency in an elegant way. It also accounts for contamination from misidentified τ decays and from
other background sources, like Bhabha events, µ-pair events and two-photon events. This makes it
unnecessary to unfold resolution and efficiency effects from the data. A particular benefit is that
selection criteria which restrict the phase space do not present a problem for the fit because all
requirements can be placed identically on data and Monte Carlo. In addition, observables for each
decay mode can be chosen to accommodate the particular capabilities of the detector rather than to
facilitate the theoretical description.
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3.1 Linear combination

Since the single decay spectra depend linearly on the Michel parameters, it is possible to decompose
any observed spectrum into different basis spectra with each representing a specific set of parameters.
To describe the whole parameter space including the constant term, five spectra have to be mixed with
coefficients that add up to unity. For a particular choice of the basis parameter sets, the corresponding
coefficients can be calculated by solving the respective equation system. This allows one to determine
the values of the 4 Michel parameters by fitting the coefficients with respect to a given basis (i.e. the
relative contributions of the basis spectra) to the data.

In the case of the energy-energy correlation spectra between two leptonic decays in each event
(double decay spectra) this method is still applicable. These spectra can be represented by a compo-
sition that is bilinear in the 2 × 4 Michel parameters of the τ decays into electron and muon (or of
second order in the 4 parameters if the leptons in both hemispheres are identical). The correlation
basis is then the tensor product of two single decay bases. Now, 25 coefficients appear in the decom-
position, but are not all independent. From these, the 2 × 4 Michel parameters for e and µ decays,
respectively, can again be calculated by matrix inversion (see section 3.2). In this formalism, the e-e
and µ-µ correlations with only 4 free Michel parameters are just a special case of the e-µ correlations.4

They will not be discussed explicitly since they are not used for the analysis.
With this method, which is based on Monte Carlo event generation, it is possible to describe any

value of the Michel parameters with a finite sample of events by varying the appropriate contribution
to the spectrum.

3.2 Parameter basis

To describe the entire Michel parameter space, a basis has to be chosen which accounts for any possible
combination. It is obvious that the parameter sets corresponding to pure S,P,V,A,T couplings do not
fulfil this requirement because they do not involve any interference terms between different couplings.
Also, the canonical basis with (ρ, ξ, ξδ, η) = (1, 0, 0, 0), (0, 1, 0, 0), . . . etc. is not physically meaningful,
because it is not possible to have ξδ=1 and all other Michel parameters zero. However, it is desirable to
have a “nearly orthogonal” set in order to avoid large correlations between the coefficients. Examples
of different couplings and the corresponding Michel parameters can be found in table 10.

Taking this into consideration, the following basis has been chosen:



ρ

ξ

ξδ

η




= c1




3/4

1

3/4

0




+ c2




1

0

0

0




+ c3




0

1

0

0




+ c4




3/4

0

0

1/2




+ c5




0

0

0

0




, (12)

with
∑

i ci = 1. Here, each vector on the right-hand side stands for a spectrum generated with the
quoted set of Michel parameters.

In a more general notation5, one can write for the case of the single lepton spectra:

qℓ = Mℓ · cℓ, (13)

where qℓ is the vector (1, ρℓ, ξℓ, δℓ, ηℓ), cℓ is the vector of coefficients (c1, c2, c3, c4, c5), and Mℓ is a 5×5
matrix given by

Mℓ =




1 1 1 1 1

ρℓ1 ρℓ2 ρℓ3 ρℓ4 ρℓ5

ξℓ1 ξℓ2 ξℓ3 ξℓ4 ξℓ5

δℓ1 δℓ2 δℓ3 δℓ4 δℓ5

ηℓ1 ηℓ2 ηℓ3 ηℓ4 ηℓ5




. (14)

4They are formally analog to e-µ-correlations under the assumption of e-µ universality.
5To simplify the notation, δ is written instead of ξδ in this section.
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Here ρℓ1 denotes the value of ρℓ in the first basis spectrum, ρℓ2 its value in the second spectrum and
so forth. Hence, for a given set of Michel parameters the coefficients with respect to the basis Mℓ can
be calculated from

cℓ = (Mℓ)
−1 · qℓ. (15)

Analogously, for the case of the double e-µ spectra one can write:

qeµ = Meµ · ceµ, (16)

where the vector qeµ is the outer product of the vectors qe and qµ ( qeµij = qei · qµj ), Meµ is the
corresponding outer product of the matrices Me and Mµ, and ceµ = (c1, . . . , c25) is the coefficient
vector. Again, for a given set of 8 Michel parameters the corresponding 25 coefficients in the actual
basis are obtained by multiplying the vector qeµ = (1, ρe, ξe, δe, ηe, ρµ, ρeρµ, ξeρµ, . . . , ηeηµ) with the
inverse of the 25 × 25 matrix Meµ.

3.3 Monte Carlo simulated samples

The τ -pair Monte Carlo sample was generated using the koralz-3.8 [27] generator and a modified
version of the tauola-1.5 [28] decay library which was extended to include the full generalized matrix
element [29]. This allows the variation of the Michel parameters over their whole range.

The tauola-1.5 version was preferred over the newer version tauola-2.4 [30, 31] since it has
a more general approach to real photonic corrections. The tauola-1.5 library uses a factorization
ansatz in order to produce real photons, where each charged particle radiates independently of its
decay matrix element by internally applying the photos [32] package. On the other hand, the newer
version tauola-2.4 contains full O(α) corrections to take the interference between photons radiated
from the τ and photons radiated from the decay lepton into account. Although this might be more
precise in the low energy regime, it assumes a V−A type of interaction and is thus model dependent.
The former version, tauola-1.5, is capable of producing photons for all possible decay structures at
a reasonable level of accuracy. It has therefore been chosen for this analysis.

Since finite Monte Carlo samples are used to describe possibly small variations in the shape of the
spectra, it is vital to keep statistical fluctuations under control. If the distinct spectra were generated
independently their differences would be smeared by Gaussian errors. In particular, it could happen
that in a certain bin, the theoretical prediction for one spectrum is higher than for another but the
generated number of events is lower. To avoid such fluctuations, each event is used for as many spectra
as possible. This means that most of the Monte Carlo spectra share a large fraction of common events.
An acceptance/rejection method is used where an event is flagged as accepted for each spectrum for
which the generated random weight is below the prediction (and not just the standard V−A) and it
is rejected only if it belongs to none of the considered spectra. This procedure guarantees that the
difference of any two spectra has the right sign in all bins. As a side effect, it makes the generation of
the Monte Carlo samples much more efficient.

Non-τ background sources such as Bhabha, µ-pair and two-photon events have been generated
using the babamc [33, 34], koralz [35] and vermaseren [36, 37] generators, respectively. The re-
sponse of the detector to generated particles is modeled using a simulation program [38] based on the
geant [39] package. The simulated detector response has been checked with various control samples
(see section 4.1).

3.4 Fitting procedure

The appropriate Monte Carlo distributions, each representing a basis parameter set, are prepared
with the identical binning as used for the observed lepton spectra. The coefficients of the spectra,
cℓ, are determined using a binned maximum likelihood fit to the data. To avoid any dependence on
the description of the overall efficiency, no constraint is made on the overall normalization. Since
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the coefficients are not independent, they are not varied themselves, but are calculated from the
corresponding Michel parameters, as has been explained above. Thus, the Michel parameters are
varied and fitted directly. The actual minimization and the determination of the covariance matrix is
performed using the minuit [40] package. In doing this, a likelihood is computed for every mixture,
assuming Poisson errors in each bin. Although the generated Monte Carlo sample is roughly four
times larger than the data sample, some spectra still have bins with only few entries. This occurs
in particular in the correlation distributions in regions of high (x1, x2) as the various couplings may
differ drastically for extreme momentum configurations. It is known that, in the case of small bin
entries, ignoring the Monte Carlo errors biases the mean value of the fit and underestimates its spread.
Therefore, fluctuations of both data and Monte Carlo have been taken into account. To accomplish
this, an adjusted likelihood is calculated [41] by finding in each bin i the most probable expectation
with which data and Monte Carlo are consistent:

lnL =
Nbins∑

i=1

Nspectra∑

j=1

(aji ln Aji − Aji) +
Nbins∑

i=1

(di ln fi − fi) . (17)

Here Nspectra is the number of Monte Carlo basis spectra (5 or 25), di is the observed number of data
events, aji is the generated number of Monte Carlo events in spectrum j and Aji is the best estimator
for the Monte Carlo in the light of the data. The Monte Carlo expectation fi =

∑
j pjAji is the

composition of the best estimators using the mixing coefficients pj. The first term of the adjusted
likelihood (17) accounts for the agreement between the actual Monte Carlo distribution (aji) and the
ideal distribution (Aji) for all spectra j. The second term accounts for the agreement between the ideal
composition (fi) and the data (di). The likelihood is maximized with respect to both the coefficients
pj and the estimators Aji.

6 In the case of the double lepton spectrum, the index i is replaced by
two indices. For clarity, all the following expressions correspond to the single lepton spectra. The
generalization to the double lepton case is straightforward.

The above equation represents the correct treatment of the problem, provided that the generated
numbers, aji, are statistically independent. As described before, this is not the case for the prepared
Monte Carlo spectra because they have (most) events in common. It is, however, possible to rewrite
the expectation in each individual bin by means of independent numbers. To this end, the spectra are
ordered by increasing numbers of events in the considered bin, and the coefficients are recalculated in
terms of the differences between the bins as follows. If one writes for a particular composition (setting
b0i := 0):

f ′
i =

Nspectra∑

j=1

cj bji =

Nspectra∑

j=1

pj (bji − bj−1,i), (18)

where bji is the generated number of events in bin i of basis spectrum j, then the differences aji =
bji − bj−1,i are all independent. It follows that:

pj =

Nspectra∑

k=j

ck, (19)

where the coefficients ck are expressed in terms of the Michel parameters as described above (sec-
tion 3.2):

ck = (M−1)kl · ql. (20)

After this transformation the above expression for the likelihood is applied.

6For each set of coefficients pj the numbers Aji can be calculated by solving an equation system.
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3.5 Constraint on the eta parameter

It has been mentioned in section 1.2 that the Michel parameter η corresponds to a change in the
partial decay width when it deviates from zero. However, to eliminate any dependence on the overall
efficiency, Monte Carlo predictions are always normalized to the data. Due to the large correlation of
η with the ρ parameter, configurations are possible where the spectral shape is changed only slightly
while the value of η is inconsistent with the observed branching ratio.7

Such a situation is avoided by constraining the branching ratios to their measured values through-
out the fit. In the general ansatz for the Lorentz structure, the leptonic width is in lowest order
changed to:

Γℓ(ηℓ) = Γ
(SM)
ℓ

(
1 + 4ηℓ

mℓ

mτ

)
, (21)

where Γ
(SM)
ℓ is the Standard Model width (see e.g. [43]). From the measurement of the τ lifetime, ττ ,

the expected branching ratio, Bℓ ≡ B(τ → ℓ νℓντ ), depending on the value of ηℓ can be calculated as:

Bℓ(ηℓ) = Γℓ(ηℓ) ττ . (22)

This relation can be used to calculate the most probable value of η,

η̂ℓ =
1

4

mτ

mℓ

(
Bℓ

Γ
(SM)
ℓ ττ

− 1

)
. (23)

Using the published OPAL results for the τ → µ νµντ branching ratio, Bµ = 0.1736± 0.0027 [44], and
the τ lifetime, ττ = (289.2 ± 2.1) fs [45], one determines:

η̂µ = 0.032 ± 0.073, (24)

which is consistent with zero. The constraint to η is applied by adding the following term to the log
likelihood:

lnLconstraint
ℓ = −1

2

(Γℓ(ηℓ) ττ − Bℓ)
2

(Γℓ(ηℓ)∆ττ )
2 + (∆Bℓ)

2 . (25)

The use of this constraint makes the fit result for ηµ dominated by the branching ratio and lifetime
measurements while the other parameters are still sensitive to the allowed variation in the ηµ-dependent
part of the shape.

3.6 Checks of the fitting method

To verify the reliability of the fit method, various checks have been performed using the Monte Carlo
event samples. First, it has been tested that the fit of the linear composition can reproduce the genuine
parameters of a specifically generated sample. It has also been proven that any genuine spectrum and
its corresponding mixture of basis spectra are consistent within the statistical errors.

Second, the statistical errors of the fit parameters have been checked. For that purpose, the
Monte Carlo sample has been divided into several pairs of subsamples with each pair representing a fit
sample and a fake data sample. Then the fit has been performed for each subset separately, and the
distribution of the fit result has been checked. It has been verified that, when applying the adjusted
likelihood, the individual errors are consistent with the spread of the mean values.

Third, it has been checked whether the particular choice of the parameter basis affects the fit
results. Other sets of basis spectra than the quoted one have been used to describe a given Monte
Carlo distribution. While some bases turned out to be less sensitive to one or more of the parameters,
all alternatives have been found to be consistent within their fit errors.

7 It has been shown that the leptonic branching ratios provide a sensitive observable on the Michel parameter η [42].
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4 Results

The result of the most general global fit to single-e, single-µ and e-µ-correlations with seven free
parameters is shown in table 4. Table 5 gives the individual correlation coefficients. The first

τ → e νeντ τ → µ νµντ

ρe 0.779 ± 0.047 ± 0.029 ρµ 0.777 ± 0.044 ± 0.016

ξe 1.13 ± 0.39 ± 0.14 ξµ 0.79 ± 0.41 ± 0.05

(ξδ)e 0.72 ± 0.31 ± 0.14 (ξδ)µ 0.63 ± 0.23 ± 0.09

ηe 0 (fixed) ηµ 0.010 ± 0.065 ± 0.001

Table 4: Results of the global fit to the e-h, µ-h and e-µ energy spectra. The first error reflects both
data and Monte Carlo statistics, the second error is systematic (see section 4.1). The error on ηµ

includes the errors on the muonic branching ratio and the τ lifetime.

ξe (ξδ)e ρµ ξµ (ξδ)µ ηµ

ρe −0.716 −0.700 −0.249 0.229 0.344 −0.035

ξe 0.592 0.251 −0.337 −0.307 −0.006

(ξδ)e 0.321 −0.289 −0.442 0.037

ρµ −0.427 −0.590 0.461

ξµ 0.271 0.132

(ξδ)µ −0.116

Table 5: Correlation coefficients between the parameters of the global fit.

errors are due to data and Monte Carlo statistics as obtained from the fit, the second ones are due to
systematic uncertainties (see section 4.1). Figures 2 and 3 show the single decay spectra for τ → e νeντ

and τ → µ νµντ decays, respectively. In both figures, the light shaded histogram is the adjusted Monte
Carlo prediction using the Michel parameters from the global fit (table 4).

Note that the fit range for the τ → e νeντ spectrum extends from x = 0 to 0.9 while for τ → µ νµντ

as well as for the e-µ-correlation spectra the full range (x = 0 to 1.0) has been used. This is, because
the background from Bhabha events causes a relatively large systematic uncertainty at high x to single
τ → e νeντ decays which is no longer present in the correlation spectra where the recoil is required to
be a τ → µ νµντ decay. For the τ → µ νµντ single decay (fig. 3) the e+e− → µ+µ− contamination at
high x is well simulated and no restriction of the fit range is necessary.

In the plots below the single lepton spectra the differences between data and Monte Carlo are
shown. Since only the shape of the likelihood function is significant and not its scale, there is no
absolute criterion for the quality of the fit from the maximum likelihood method itself. As an estimator
for the confidence level, the χ2 probability8 for the plotted bins is appended to figures 2 and 3.

Figures 4 and 5 are two different representations of the e-µ-correlation spectrum, displaying slices
of xe for fixed xµ (fig. 4) and vice versa (fig. 5). In all figures the dark shaded histogram represents
the total background from misidentified τ decays and the black one the corresponding fraction of
e+e− → e+e− and e+e− → µ+µ− events. The background decomposition is listed in table 3. The

8 It has to be noted that this χ2 probability is biased towards higher values. Since the number of fit parameters that
constrain a specific spectrum cannot be assigned to the different event classes in a unique way the (number of bins - 1)
has been taken as the number of degrees of freedom.
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fitted Michel parameters of table 4 are consistent with the V−A prediction of the Standard Model
and describe the spectra in figures 2-5 well.

4.1 Systematic errors

Various systematic uncertainties arising from different sources, both detector specific and inherent to
the method, have been investigated. Besides these systematics, uncertainties concerning the Monte
Carlo simulation at the generator level, i.e., radiation effects, branching fractions, process kinematics
etc., have been found to be negligible. The Monte Carlo statistical error is already reflected by the fit
errors as explained above.

For the study of systematic uncertainties imposed by the Monte Carlo simulation various data
control samples have been prepared. Two samples, one of Bhabha and one of µ-pair events, have
been selected using the criteria mentioned in section 2.2. The energy and momentum distributions
of these lepton-pair samples show narrow peaks at the beam energy. Two other samples with single
lepton cones have been prepared using a tagging technique. This has been done with preselected two-
photon events, γγ → e+e− and γγ → µ+µ−, where one lepton is tagged based on a clear decay mode
identification so that the other cone can be investigated. The same has been done with e+e− → e+e−

and e+e− → µ+µ− events.
The following systematic effects, summarized in table 6, remain:

- The absolute scale of the energy and momentum measurement of electrons and muons, respec-
tively, has been varied in the Monte Carlo. The scale uncertainty has been determined by
comparing e+e− → e+e− and e+e− → µ+µ− events from the data control samples with the
corresponding Monte Carlo events. Rescaling the energies and momenta of the Monte Carlo
events used in the fit within the observed uncertainty of 0.3% and 0.2%, respectively, results in
changes of the Michel parameters as given in table 6.

- The uncertaintiy in the energy and momentum resolution has been determined from the same
control samples which have been used for the previous study. Variation of the resolution leads
to the quoted changes.

- The efficiency as determined from the Monte Carlo has been compared to the tagged control
samples that include Bhabha and µ-pair events covering the high x region as well as two-photon
events at low x. The events have been used by tagging one lepton while examining the efficiency
for identifying the other lepton. The ratio of the efficiencies in data and Monte Carlo has been
found to be consistent with unity. The uncertainty on this efficiency ratio has been estimated
by fitting the low and the high x values with a straight line and determining the 1σ bounds of
a possible slope. Since the overall efficiency is not used in the fit only an energy/momentum-
dependent discrepancy could possibly affect the result. This has been accounted for by weighting
the Monte Carlo events within the uncertainty of the possible slopes.

- The background contributions from τ and non-τ sources which are estimated from the Monte
Carlo simulation have been varied in the fit. Previous studies of the decay mode identification
mentioned in section 2.3 showed that the reference distributions of the likelihood variables agree
with those of tagged data samples fairly well. Reweighting the Monte Carlo such that it per-
fectly matches the data causes only slight changes in the resulting purities. The uncertainty of
the background is savely estimated to be at the 10 % level, with the exception of the Bhabha
background which has been varied by a factor of 2. The reason for this is a relatively poor
modeling of the Bhabha background especially in the forward region. Due to the small fraction
of the background, the variation had no significant impact on the fit result.

- The dependence of the fit result on the energy and momentum range has been investigated
by omitting the outer bins at low and high x values. For the single µ and the e-µ spectra the
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variation of the fit with and without the high x bins also reflects the sensitivity to the description
of the e+e− → µ+µ− background. No statistically significant change has been observed.

- Different sets of basis spectra have been used to study the influence of the particular choice of
the Michel parameter basis on the description of the data. The same behavior has been observed
as for the Monte Carlo study mentioned above with the cross checks of the fitting method. Due
to the finite Monte Carlo statistics some bases were less sensitive to the Michel parameters than
the preferred one, however, all alternative fits were consistent within their respective fit errors.
This means that the basis choice does not contribute to the systematic error.

∆ρe ∆ξe ∆(ξδ)e ∆ρµ ∆ξµ ∆(ξδ)µ ∆ηµ

Energy scale 0.017 0.11 0.11 − − − −
Momentum scale − − − 0.013 0.04 0.04 0.001

Energy resolution 0.003 0.03 0.04 − − − −
Momentum resolution − − − 0.004 0.05 0.02 0.001

Energy-dependent efficiency 0.023 0.08 0.08 − − − −
Momentum-dependent efficiency − − − 0.009 0.07 0.01 −
Total 0.029 0.14 0.14 0.016 0.09 0.05 0.001

Table 6: Contributions of systematic uncertainties to the error of each Michel parameter for the global
fit. A hyphen indicates that the listed effect contributes less than 0.001 (ρ, η) or 0.01 (ξ, ξδ) to the
Michel parameter error. Note that the value of ηµ is dominated by the branching ratio constraint.

4.2 Lepton universality

With the assumption of universality between electron and muon, i.e., with all couplings gγ
ǫω being

the same for τ → e νeντ and τ → µ νµντ , one set of Michel parameters can be used to describe both
leptonic decays. The fit then yields the results in table 7. The systematic erros have been determined
using the same procedure as for the general fit. The correlation coefficients for this fit are listed in
table 8. The results are in agreement with the prediction of a V−A structure of the charged weak
current.

τ → ℓ νℓντ

ρ 0.781 ± 0.028 ± 0.018

ξ 0.98 ± 0.22 ± 0.10

ξδ 0.65 ± 0.14 ± 0.07

η 0.027 ± 0.055 ± 0.005

Table 7: Result of the e-µ universality fit.

ξ ξδ η

ρ −0.521 −0.492 0.348

ξ 0.273 −0.022

ξδ −0.094

Table 8: Correlation coefficients for the e-µ universality fit.
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4.3 Limits on the couplings

From the measurement of the Michel parameters, limits on the absolute values of the couplings gγ
ǫω

(see eq. 1) can be extracted. This is done by constructing positive-semidefinite expressions from the
measured parameters. A general approach to find such expressions is to use the boundaries of the
physically allowed parameter space as shown in figure 6. In three dimensions, the physically allowed
region of the three parameters ρ, ξ and ξδ forms a tetrahedron [46].9

An upper bound on |gV
RL| as well as weak upper bounds on |gS

RL| and |gT
RL| can be set from the

expression 1 − ρ. Limits on |gV
RR| and |gS

RR| can be retrieved from the expression ρ − ξδ. Limits on
the remaining couplings |gS

LR| and |gT
LR| follow from the probability for the decay of a right-handed τ

lepton which is given below. An even stronger limit on |gV
LR| can be set by regarding a plane in the

3-dimensional parameter space (ρ, ξ, ξδ) which yields the expression 1 − ρ + 1
3 ξ − 7

9 ξδ. The explicit
dependence of these expressions on the couplings is:

1 − ρ =
1

4
|gV

LL|
2
+ |gV

LR|
2
+ |gV

RL|
2
+

1

4
|gV

RR|
2
+

1

16
|gS

LL|
2

+
1

16
|gS

LR + 6gT
LR|

2
+

1

16
|gS

RL + 6gT
RL|

2
+

1

16
|gS

RR|
2
, (26)

ρ − ξδ =
3

2
|gV

RR|
2
+

3

8
|gS

LR − 2gT
LR|

2
+

3

8
|gS

RR|
2
, (27)

1 − ρ +
1

3
ξ − 7

9
ξδ = |gV

LR|
2
+

1

4
|gV

RR|
2
+

1

16
|gS

LR + 6gT
LR|

2
+

1

16
|gS

RR|
2
. (28)

Only the coupling |gS
LL| cannot be constrained since it cannot be distinguished from the Standard

Model coupling |gV
LL| on basis of the four Michel parameters. An upper bound on |gS

LL| would require
the measurement of correlations between one of the neutrinos and the charged lepton [47] or of the
cross section for the process ντ ℓ→τνℓ [12].

The probability that the τ lepton decays as a right-handed particle can be calculated as the sum
of all couplings of the type gγ

ǫR normalized according to equation 3:

QR =
1

4
|gS

LR|
2
+

1

4
|gS

RR|
2
+ |gV

LR|
2
+ |gV

RR|
2
+ 3 |gT

LR|
2

=
1

2

(
1 +

1

3
ξ − 16

9
ξδ

)
. (29)

Using the correlations between the parameters the e-µ universality fit yields:

QR = 0.089 ± 0.131 < 0.304 (90 % C.L.) . (30)

From the result of the global and of the e-µ universality fit, respectively, the bounds given in table 9
can be set at the 90 % confidence level. Figure 7 shows the limits on the universal coupling constants
normalized to their maximum values (gS

max = 2, gV
max = 1 and gT

max = 1√
3
) introduced in section 1.1.

4.4 Mass of a charged Higgs boson

In models with two scalar field doublets, such as the Minimal Supersymmetric Standard Model
(MSSM), the existence of a charged Higgs boson is assumed which contributes to the τ decay through
a scalar coupling. The value of the additional coupling is, assuming vanishing neutrino masses [48–50]:

gS
ℓ = −mℓ mτ

(
tan β

mH±

)2

. (31)

9The three plots in figure 6 show the projections of this tetrahedron.
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τ → e νeντ τ → µ νµντ τ → ℓ νℓντ

|gS
RR| < 1.36 < 1.25 < 1.05

|gS
LR| < 1.40 < 1.27 < 1.10

|gS
RL| < 2.00 < 2.00 < 2.00

|gS
LL| ≤ 2 ≤ 2 ≤ 2

|gV
RR| < 0.68 < 0.62 < 0.53

|gV
LR| < 0.43 < 0.39 < 0.35

|gV
RL| < 0.56 < 0.55 < 0.52

|gV
LL| ≤ 1 ≤ 1 ≤ 1

|gT
LR| < 0.41 < 0.37 < 0.32

|gT
RL| < 0.52 < 0.52 < 0.51

Table 9: 90 % confidence limits on the coupling constants for the global fit and under the assumption
of e-µ universality. As mentioned in the text, no limits can be set on the couplings gS

LL and gV
LL which

are listed only for completeness.

Here mH± is the mass of the charged Higgs boson, tan β is the ratio of the vacuum expectation values
of the two Higgs doublets and ℓ denotes either e or µ. Under the assumption that the neutrinos are still
left-handed, the couplings are of the type gS

RR. After applying the normalization Nℓ = |gV
LL|2+1

4 |gS
RR,ℓ|2,

the Michel parameters can be written as:10

ρℓ =
3

4
,

ξℓ =
1 − (gS

RR,ℓ/2)
2

1 + (gS
RR,ℓ/2)

2
, (32)

(ξδ)ℓ =
3

4
ξℓ ,

ηℓ = −
gS
RR,ℓ/2

1 + (gS
RR,ℓ/2)

2
.

Using the above relations, the value of mH±/ tan β can be fitted directly to the data. The likelihood
function saturates for high Higgs boson masses or small values of tan β. From the log likelihood a
limit can be extracted as:11

mH± > 0.97 × tan β GeV (95 % C.L.). (33)

4.5 Left-right symmetric model

In left-right symmetric models, parity violation of the charged current is caused by spontaneous
symmetry breaking. In such models a second W boson is assumed [51, 52]. The mass eigenstates
W1,2 are not necessarily identical to the weak eigenstates WL,R as mixing can occur. The model is
parameterized by the mass ratio β of the physical eigenstates,

β =
m2

W1

m2
W2

, (34)

10This can be verified by inserting the normalized gV
LL and gS

RR into the definition of the Michel parameters given in
equation 8.

11The following limits are determined as the value at which the log likelihood has dropped by the amount that
corresponds to the quoted confidence level .

18



and by the mixing angle ζ that connects the physical masses to the masses of the weak eigenstates:

m2
W1,2

=
1

2

(
m2

WL
+ m2

WR
±

m2
WL

− m2
WR

cos 2ζ

)
. (35)

In this model the Michel parameters can be written as:

ρ =
3

4
cos4 ζ

(
1 + tan4 ζ +

4β

1 + β2
tan2 ζ

)
,

ξ = cos2 ζ
(
1 − tan2 ζ

) 1 − β2

1 + β2
, (36)

ξδ =
3

4
ξ ,

η = 0 .

A limit on β can be transformed into a limit on mW2
by using the direct measurement of the W mass:

mW1
= (80.43 ± 0.08)GeV [20].

For arbitrary mixing the upper plot of figure 8 shows the one, two and three σ contours of the log
likelihood as a function of β and ζ. Integration of the two-dimensional likelihood over ζ yields the
corresponding function shown in in the lower left plot of the same figure. From this likelihood a limit
on mW2

which is valid for arbitrary mixing can be extracted as:

mW2
> 137GeV (95 % C.L.). (37)

Similarly, integration over mW2
allows one to set bounds on the mixing angle independently of the

W2 mass (lower right plot):
|ζ| < 0.12 (95 % C.L.). (38)

For ζ = 0, W2 and WR become identical, and a limit on mWR
can be given from a fit of the Michel

parameter ξ alone. In this case there is no mixing but an additional coupling to a pure right-handed
W that is proportional to its inverse mass:12

gV
LL,RR ∼ 1

mWL,R

. (39)

Under the assumption of no mixing the following limit is extracted from the log likelihood function:

mWR
> 145GeV (95 % C.L.). (40)

5 Summary

The Michel parameters of the leptonic τ decays have been measured from the data collected with
the OPAL detector in the years 1990 to 1995. The parameters ρℓ, ξℓ, (ξδ)ℓ and ηµ (with ℓ = e, µ)
were extracted from the energy spectra of the charged decay leptons and from their energy-energy
correlations. A new method has been presented which involves a global likelihood fit of Monte Carlo
generated events with radiative corrections at the generator level and complete detector simulation
and background treatment. In the framework of the most general Lorentz structure for both leptonic
decays the result of the global fit is:

12 Inserting the normalized gV
LL and gV

RR into the definition of the Michel parameters (eq. 8) yields the above relations
for ζ = 0.
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ρe = 0.779 ± 0.047 ± 0.029, ρµ = 0.777 ± 0.044 ± 0.016,

ξe = 1.13 ± 0.39 ± 0.14, ξµ = 0.79 ± 0.41 ± 0.05,

(ξδ)e = 0.72 ± 0.31 ± 0.14, (ξδ)µ = 0.63 ± 0.23 ± 0.09,

ηµ = 0.010 ± 0.065 ± 0.001,

where the value of η is dominated by a constraint using the previously published values of the leptonic
branching ratios and the τ lifetime. The τ polarization has been inferred from neutral current data.
The Michel parameters have also been measured under the assumption of e-µ universality and in terms
of specific models. The e-µ universilty fit yields:

ρ = 0.781 ± 0.028 ± 0.018, ξ = 0.98 ± 0.22 ± 0.10,

η = 0.027 ± 0.055 ± 0.005, ξδ = 0.65 ± 0.14 ± 0.07.

Limits have been obtained on the individual coupling constants as well as on the masses of new gauge
bosons, such as a right-handed W boson, WR, and a charged Higgs boson. No indication for new
physics processes has been observed. The results are in agreement with the V−A prediction of the
Standard Model.
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Figure 1: Selection efficiencies for the e-h (µ-h) event samples as a function of the scaled lepton
energy (momentum), xE (xp), as determined from the Monte Carlo after the preselection including all
fiducial cuts.
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Figure 2: The scaled τ → e νeντ electron energy decay spectrum from e–h events. The quoted Michel
parameters are the subset from the global fit that determines the plotted electron Monte Carlo spectrum.
The dotted line represents the Standard Model expectation.
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spectrum. The dotted line represents the Standard Model expectation.
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Figure 4: The correlated τ → e νeντ and τ → µ νµντ decay spectra from e–µ events together with
the Monte Carlo distribution from the global fit. The spectrum of the scaled energy, xE, of the decay
electron is shown in slices for each bin of the scaled muon momentum, xp. The dotted line represents
the Standard Model expectation.
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Figure 5: The correlated τ → e νeντ and τ → µ νµντ decay spectra from e–µ events together with the
Monte Carlo distribution from the global fit. The spectrum of the scaled momentum, xp, of the decay
muon is shown in slices of each bin of the scaled electron energy, xE. The dotted line represents the
Standard Model expectation. (The plots show the same bins as figure 4 in a different order.)

26



0

0.25

0.5

0.75

1

-3 -2 -1 0 1 2 3

0

0.25

0.5

0.75

1

-3 -2 -1 0 1 2 3

0

0.25

0.5

0.75

1

-3 -2 -1 0 1 2 3

0

0.25

0.5

0.75

1

-3 -2 -1 0 1 2 3

-3

-2

-1

0

1

2

3

-1 -0.5 0 0.5 1

-3

-2

-1

0

1

2

3

-1 -0.5 0 0.5 1

-3

-2

-1

0

1

2

3

-1 -0.5 0 0.5 1

-3

-2

-1

0

1

2

3

-1 -0.5 0 0.5 1

0

0.25

0.5

0.75

1

-1 -0.5 0 0.5 1

0

0.25

0.5

0.75

1

-1 -0.5 0 0.5 1

0

0.25

0.5

0.75

1

-1 -0.5 0 0.5 1

0

0.25

0.5

0.75

1

-1 -0.5 0 0.5 1

ξ

ρ

ξ

ρ

SM

ξ
ρ

ξ
ρ

SM

ξδ

ξ

ξδ

ξ

SM

ξδ

ξ

ξδ

ξ

SM

ξδ

ρ

ξδ

ρ

SM

ξδ

ρ

ξδ

ρ

SM

τ → e νe ντ τ → µ νµ ντ

OPAL

Figure 6: Presentation of the global fit result in 2-dimensional projections of the Michel parameter
space. Shown are the 1 and 2 σ ellipses of the fitted parameters. The outer (solid) line encloses the
physically allowed region of the parameters. The dashed line confines the area that remains when the
parameter which is not plotted is fixed to its Standard Model value. The closed circles indicate the
basis spectra used in the fit. The labeled one represents the Standard Model.

27



τ → lνν

1

i

-1

-i

1

i

-1

-i

1

i

-1

-i

1

i

-1

-i

1

i

-1

-i

1

i

-1

-i

1

i

-1

-i

1

i

-1

-i

1

i

-1

-i

1

i

-1

-i

gεω
γ

RR

LR

RL

LL

S V T

OPAL

Figure 7: 90 % confidence limits on the normalized coupling constants gγ
ǫω/gγ

max (with gS
max = 2,

gV
max = 1 and gT

max = 1√
3
) under assumption of e-µ universality. The Standard Model coupling gV

LL

which is not constrained is chosen to be real and positive.

28



100

200

300

400

500

600

700

800

900

1000

-0.5 -0.4 -0.3 -0.2 -0.1 0 0.1 0.2 0.3 0.4 0.5

100

200

300

400

500

600

700

800

900

1000

-0.5 -0.4 -0.3 -0.2 -0.1 0 0.1 0.2 0.3 0.4 0.5

-15

-10

-5

0

5

10

200 400 600 800 1000

-10

-5

0

5

10

-0.4 -0.2 0 0.2 0.4

ζ

M
(W

2)
 (

G
eV

)

1 σ

2 σ

3 σ

OPAL

M(W2) (GeV)

lo
g 

L
ik

el
ih

oo
d

M(W2) > 137 GeV (95% C.L.)

ζ

lo
g 

L
ik

el
ih

oo
d

| ζ | < 0.12  (95% C.L.)

Figure 8: Log likelihood as a function of the mass of a second W boson, mW2
, and the mixing angle ζ

in the left-right symmetric model (upper plot). From this likelihood function limits on mW2
(lower left

plot) and ζ (lower right plot) are calculated after integration of the likelihood over the second variable.

29



Type of interaction Coupling constants Michel parameters

ℓ-νℓ-vertex ⊗ τ -ντ -vertex ρ ξ ξδ η

V−A ⊗ V−A gV
LL

= 1 3/4 1 3/4 0

V+A ⊗ V+A gV
RR

= 1 3/4 −1 −3/4 0

V ⊗ V gV
LL

= gV
RL

= gV
LR

= gV
RR

= 1/2 3/8 0 0 0

A ⊗ A gV
LL

= −gV
RL

= −gV
LR

= gV
RR

= 1/2 3/8 0 0 0

V−A ⊗ V+A gV
LR

= 1 0 3 0 0

V+A ⊗ V−A gV
RL

= 1 0 −3 0 0

S+P ⊗ S−P gS
LL

= 2 3/4 1 3/4 0

S−P ⊗ S+P gS
RR

= 2 3/4 −1 −3/4 0

S ⊗ S gS
LL

= gS
RL

= gS
LR

= gS
RR

= 1 3/4 0 0 0

P ⊗ P −gS
LL

= gS
RL

= gS
LR

= −gS
RR

= 1 3/4 0 0 0

S+P ⊗ S+P gS
LR

= 2 3/4 −1 −3/4 0

S−P ⊗ S−P gS
RL

= 2 3/4 1 3/4 0

T ⊗ T gT
LR

= gT
RL

=
√

1/6 1/4 0 0 0

50% V−A ⊗ V−A, 50% S ⊗ S gV
LL

= gS =
√

1/2 3/4 1/2 3/8 1/4

50% V−A ⊗ V−A, 50% S−P ⊗ S+P gV
LL

=
√

1/2, gS
RR

=
√

2 3/4 1 0 1/2

50% V∓A ⊗ V∓A, 50% S±P ⊗ S∓P gV
LL

= gV
RR

= 1/2, gS
RR

= gS
LL

= 1 3/4 0 0 1/2

50% V−A ⊗ V−A, 50% V+A ⊗ V−A gV
LL

= gV
RL

=
√

1/2 3/8 −1 3/8 0

50% V+A ⊗ V+A, 50% V−A ⊗ V+A gV
RR

= gV
LR

=
√

1/2 3/8 1 −3/8 0

50% V−A ⊗ V+A, 50% V+A ⊗ V−A gV
LR

= gV
RL

=
√

1/2 0 0 0 0

67% V−A ⊗ V+A, 33% V+A ⊗ V−A gV
LR

=
√

2/3, gV
RL

=
√

1/3 0 1 0 0

75% S±P ⊗ S±P, 25% T ⊗ T gS
LR

= gS
RL

=
√

3/2, gT = −
√

1/24 1 0 0 0

12.5% S±P ⊗ S±P, 50% V∓A ⊗ V±A, 37.5% T ⊗ T gS
LR

= gS
RL

= gV
LR

= gV
RL

= 1/2, gT = 1/4 0 0 0 1

Table 10: Example coupling constants and corresponding Michel parameters
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