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ABSTRACT

This study makes direct measurements of turbulent fluxes in the mixed layer in order to close heat and

momentum budgets across the air–sea interface and to assess the ability of rigid-boundary turbulence

models to predict mean vertical gradients beneath the ocean’s wavy surface. Observations were made at 20

Hz at nominal depths of 2.2 and 1.7 m in �16 m of water. A new method is developed to estimate the fluxes

and the length scales of dominant flux-carrying eddies from cospectra at frequencies below the wave band.

The results are compared to independent estimates of those quantities, with good agreement between the

two sets of estimates. The observed temperature gradients were smaller than predicted by standard rigid-

boundary closure models, consistent with the suggestion that wave breaking and Langmuir circulation

increase turbulent diffusivity in the upper ocean. Similarly, the Monin–Obukhov stability function �h was

smaller in the authors’ measurements than the stability functions used in rigid-boundary applications of the

Monin–Obukhov similarity theory. The dominant horizontal length scales of flux-carrying turbulent eddies

were found to be consistent with observations in the bottom boundary layer of the atmosphere and from

laboratory experiments in three ways: 1) in statically unstable conditions, the eddy sizes scaled linearly with

distance to the boundary; 2) in statically stable conditions, length scales decreased with increasing down-

ward buoyancy flux; and 3) downwind length scales were larger than crosswind length scales.

1. Introduction

The turbulence dynamics of the upper ocean dra-

matically affect the way that horizontal momentum and

heat are transported from the surface to depth. Indeed,

the century-old results of Ekman (1905) are quite sen-

sitive to the choice and spatial structure of the turbulent

diffusivity of momentum (e.g., Madsen 1977; Lentz

1995). Any attempt to parameterize accurately the ef-

fects of turbulent mixing on momentum and heat flux

must account for the physical mechanisms responsible

for generating turbulence.

In the ocean’s surface boundary layer (mixed layer),

the physical mechanisms thought to be important in

turbulence production include boundary stress, bound-

ary buoyancy flux, wave breaking, and Langmuir circu-

lation. This study was undertaken in conditions condu-

cive to the formation of turbulence by all of these

mechanisms, and we hope that it will aid in our under-

standing of mixed layer turbulence dynamics and in our

ability to parameterize such turbulence in closure mod-

els. Boundary stress and boundary buoyancy flux form

the basis for most closure models in use today, which

assume that the mixed layer behaves like a fluid flow

past a rigid plate. These common models include Mel-

lor–Yamada (Mellor and Yamada 1982), k–� (Hanjalic

and Launder 1972; Jones and Launder 1972), k–� (Wil-

cox 1988), and Monin–Obukhov (MO) (Monin and Ya-

glom 1971), which is adapted for the ocean as the K-

profile parameterization (Large et al. 1994). In recent

years, several studies have adapted these closure mod-
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els to account for the effects of wave breaking and

Langmuir circulation. However, the dynamics of these

processes are not fully understood, and improving pa-

rameterizations of these processes will require in-

creased understanding of how they affect mixed layer

turbulence.

The effects of surface wave breaking on mixed layer

turbulence have been examined observationally by sev-

eral authors beginning with Agrawal et al. (1992) and

Terray et al. (1996), and in models by Craig and Banner

(1994) and Terray et al. (1999). Those authors sug-

gested that wave breaking could be incorporated into

the Mellor–Yamada model by introducing a source of

turbulent kinetic energy at the ocean surface and by

changing slightly the model’s length scale equation.

Breaking waves may also generate much larger-scale

coherent structures, as observed in the laboratory by

Melville et al. (2002). Those authors found that after a

wave had broken, it left behind a coherent vortex

reaching depths greater than 20% of the wavelength.

This effect has yet to be observed in the field or con-

sidered in numeric models.

The effects of Langmuir circulation on mixed layer

structure have also been studied observationally

(Plueddemann and Weller 1999) in large-eddy simula-

tions (LES) (e.g., McWilliams et al. 1997; Li et al. 2005),

and through laboratory experiments (Veron and

Melville 2001). These studies have suggested that Lang-

muir circulation enhances effective diffusivity and de-

creases vertical gradients of temperature and velocity in

the boundary layer. LES models have also suggested

that Langmuir circulation is quite common in the ocean

(Li et al. 2005), so that its effects must be considered in

mixed layer models. An attempt has been made by

Kantha and Clayson (2004) to include Langmuir circu-

lation in turbulence closure models by adding a Stokes

drift production term to the turbulent kinetic energy

(TKE) equation.

Direct measurements of turbulent fluxes in the ocean

have only recently become reliable. In an experiment

similar to the one described here, momentum flux in

the surface boundary layer was measured by Cavaleri

and Zecchetto (1987) as being 100 times larger than the

wind stress. This mismatch was explained by Santala

(1991) to be at least partly due to surface waves reflect-

ing off the observation platform, leading to significant

covariances of wave velocities. More recently, small un-

certainties in sensor orientation have been identified as

producing significant contamination of turbulent flux

measurements by surface gravity waves (Trowbridge

1998; Shaw and Trowbridge 2001). Trowbridge (1998)

and Shaw and Trowbridge (2001) also described and

implemented two methods of separating turbulence in-

formation from wave contamination that rely on the

assumptions that turbulent and wave velocities are un-

correlated and that the waves are coherent between

sensors. With these methods, Shaw et al. (2001) and

Trowbridge and Elgar (2003) made measurements of

turbulent fluxes and other properties of turbulence

close to the sea bed.

The present study has two principal objectives: 1) to

close momentum and heat balances spanning the air–

sea interface in the presence of surface waves using

cospectral estimates of the turbulent fluxes, and 2) to

determine the extent to which classical views of rigid-

boundary turbulence describe turbulence structures,

turbulent fluxes, and mean gradients in the ocean sur-

face boundary layer. This is accomplished by means of

simultaneous measurements on both sides of the air–

sea interface and interpretation of the results in light of

predictions based on theories from studies of the bot-

tom boundary layer of the atmosphere. The following

section describes the measurement and analysis proce-

dures. In section 3 we present the results of our obser-

vations. These results are discussed in section 4, and

finally, section 5 offers succinct conclusions of this

study.

2. Methods and analysis

a. Data collection

The observations reported here were made using in-

struments deployed in the ocean and atmosphere at the

Martha’s Vineyard Coastal Observatory’s (MVCO’s)

Air–Sea Interaction Tower, during the Coupled

Boundary Layers and Air–Sea Transfer Low Winds ex-

periment (CBLAST-Low) between 2 and 25 October

2003 [see Edson et al. (2007) for more details about the

atmospheric measurements]. The tower is located

about 3 km to the south of Martha’s Vineyard in ap-

proximately 16 m of water (Fig. 1). The shoreline and

bathymetric contours near the tower are oriented

roughly east–west. Currents are dominated by semidi-

urnal tides, which are dominantly shore-parallel, and

the mean wind direction is from the southwest.

Both oceanic and atmospheric instruments were de-

ployed to be exposed to the dominant atmospheric

forcing direction, on the southwest side of the tower.

Atmospheric measurements were made at several

heights between 5 and 22 m above the sea surface and

include velocity, temperature, humidity, and upwelling

and downwelling short- and longwave radiation (Fig.

2). Both bulk formula (Fairall et al. 2003) and direct

covariance estimates of turbulent heat and momentum
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fluxes were made in the atmosphere, and they agree

well over most wind speeds (Edson et al. 2007). The

bulk formula estimates were used here to avoid data

gaps in the direct covariance measurements.

In the water, measurements of turbulent velocities in

the ocean were made with six Sontek 5-MHz Ocean

Probe acoustic Doppler velocimeters (ADVs) mounted

on a beam fixed to the tower legs (Fig. 2). The sample

volumes of the ADVs were at three different depths:

2.2, 1.7, and 3.2 m below the mean surface. The deepest

ADV also contained a fast-response pressure sensor.

The ADVs sampled at a rate of 20 Hz in �19-min

bursts, with gaps of �1 min between bursts. All sensors

were operational for the full measurement period ex-

cept for occasional times when one or more ADVs mal-

functioned; these times were easily identified because

they corresponded to velocity measurements of pre-

cisely zero. To minimize the effects of flow distortion

through the tower, only those flows toward compass

directions less than 120° clockwise from north were

analyzed (Fig. 2). To avoid velocities larger than per-

mitted by the ADV sensitivity, analysis has been lim-

ited to times when the standard deviation of vertical

velocity was less than 0.16 m s�1, corresponding to sig-

nificant wave heights (Hs) less than �1.4 m.

Fast response thermistors (Thermo-metrics

BR14KA302G) were located near each ADV, but only

two thermistors returned reliable data (ADV locations

marked with u, �, w, T in Fig. 2). The thermistors were

located approximately 15 cm below the sample volumes

of the ADVs. Following Kristensen et al. (1997), this

separation is expected to cause measured heat fluxes to

deviate from actual heat fluxes by a few percent. The

thermistors were operational between 11 and 25 Octo-

ber 2003 and measured turbulent temperature fluctua-

tions. An upward-looking radiometer measured down-

welling shortwave radiation at 4-m depth, but signifi-

cant biofouling allowed only limited use of these data in

the analysis presented here.

Salinity and temperature were measured at eight

depths (1.4, 2.2, 3.2, 4.9, 6, 7.9, 9.9, and 11.9 m) using

SeaBird MicroCATs sampling at 1-min intervals. Ve-

locity profiles were measured with two upward-looking

Nortek Aquadopp profilers. One was mounted on the

bed and measured velocities in 0.5-m vertical bins. The

second was mounted on the submerged beam at 4-m

FIG. 1. Maps showing measurement location of data used in this study (dot south of Martha’s Vine-

yard). Contours show isobaths between 10 and 50 m. The inset map shows the area in the immediate

vicinity of the study site.
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depth and measured velocities in 0.2-m bins. Twenty-

minute average pressure, for estimating tide height, was

measured with a Paros pressure sensor at the MVCO

seafloor node, about 1 km onshore of the measurement

tower, in 12 m of water.

Because the study focused on the fluxes of momen-

tum and heat in the boundary layer, we have analyzed

flux measurements only when the ADVs were well

within the mixed layer. Mixed layer depth was com-

puted as the minimum depth at which the burst-mean

temperature was more than 0.02°C less than the burst-

mean temperature at the uppermost MicroCAT (fol-

lowing Lentz 1992). Results presented in this study are

from times when the mixed layer base was at least 3.2 m

below the mean sea surface.

Velocities in each burst were rotated into downwind

coordinates using the mean wind direction for that

burst so that x and y are coordinates in the downwind

and crosswind directions, respectively, and z is the ver-

tical coordinate, positive upward, with z � 0 at the

burst-mean height of the sea surface, determined from

pressure measurements. Instantaneous values of tem-

perature or velocity in the (x, y, z) directions are de-

noted by T and (u, �, w). Conceptually, velocity and

temperature observations were decomposed into mean,

wave, and turbulent components, and although a spe-

cific definition is not necessary for the analysis pre-

sented here, we define wave-induced motions as those

that are coherent with displacements of the free sur-

face (e.g., Thais and Magnaudet 1996). The decompo-

sition is

u � u � ũ � u�,

T � T � T̃ � T�, 	1


FIG. 2. Photograph, looking north, and schematic drawing of Air Sea Interaction Tower at MVCO. The platform is 12 m above the

sea surface. In the schematic diagram of the instrument tower, ellipses represent the tilted tower legs (which join above the sea surface).

Small filled circles with three arms each represent ADVs and thermistors. The large filled circle represents the middepth ADCP. Mean

wind and wave directions are shown by boldface arrows, and the range of flow directions (0°–120°) used in this study is shown to the

left.
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with similar equations for � and w. Overbars represent

a time mean over the length of the burst, T̃ and (ũ, �̃, w̃)

denote wave-induced perturbations, and T� and (u�, ��,

w�) denote turbulent perturbations. By definition,

means of wave and turbulent quantities are zero. In

practice, the signals were decomposed in the time do-

main into mean parts and perturbation parts. The per-

turbation parts of the signal were further separated in

frequency space into turbulent motions and wave mo-

tions.

The vertical Reynolds stress � and sensible heat flux

Qs are related to turbulent velocity and temperature

covariances in the following way:

�

�0

� �u�w�, 	2


Qs

�0Cp

� T�w�, 	3


where 0 is a reference density and Cp is the specific

heat of water.

b. Model prediction of cospectra

The principal analysis of this study involves the com-

parison of observed cospectra Co�w (given by the real

part of the cross-spectra of � and w, where � is u or T),

with a two-parameter model of the turbulent cospectra

based on observations from the surface boundary layer

of the atmosphere. We first describe the model.

Studies in the bottom boundary layers of the atmo-

sphere and ocean (Kaimal et al. 1972; Wyngaard and

Coté 1972; Soulsby 1980; Trowbridge and Elgar 2003)

have led to a semitheoretical prediction of one-

dimensional turbulence cospectra as functions of wave-

number k, where k � 2�/� and � is a turbulent length

scale:

Co�w	k


��w�
� A

1�k0

1 � � k

k0
�

7�3
. 	4


For one-sided spectra,

A �
7

3�
sin�3�

7 �.

The “rolloff wavenumber” k0 characterizes the inverse

length scale of the dominant flux-carrying eddies or,

equivalently, the location of the peak of the variance-

preserving cospectrum. Spectra of this form are ap-

proximately constant at small wavenumber and roll off

as k�7/3 at high wavenumber (Kaimal et al. 1972; Wyn-

gaard and Coté 1972; Soulsby 1980). The variable pa-

rameters in the model, which are defined by the turbu-

lence conditions, are the covariance ��w� and the rolloff

wavenumber k0.

Previous studies of turbulence over rigid boundaries

(Wyngaard and Coté 1972; Kaimal et al. 1972; Trow-

bridge and Elgar 2003) have used Monin–Obukhov

scaling to relate the rolloff wavenumbers to fluxes of

buoyancy and momentum such that

k0|z| � f	|z|�L
,

where |z| is the magnitude of the depth and the Monin–

Obukhov length is defined as

L �
�0	���0
3�2

�g��w�
.

Here g is the acceleration due to gravity, � is the den-

sity perturbation, and � is von Kármán’s constant,

taken to be 0.4.

c. Observed cospectra

1) WAVE CONTAMINATION

Our array of sensors gives high-resolution frequency

cospectra that contain both wave and turbulence con-

tributions. By means of the frozen turbulence hypoth-

esis (Taylor 1938), the model wavenumber spectrum

[(4)] can be transformed into a frequency spectrum for

comparison to our observations. Frequencies (inverse

transit times of turbulent eddies) are related to wave-

numbers (inverse length scales of turbulent eddies) by

� � kUd, 	5


where Ud is the steady drift speed (computed as 20-min

means), and � is radian frequency. In this study surface

waves occupy the band from roughly 0.07 to 0.6 Hz, and

turbulence spans frequency space below, within, and

above this band.

By definition, the covariance of two signals, � and w,

is the integral of the cospectrum:

��w� � �
0

�max

d�Co�w	�
, 	6


where �max is the Nyquist frequency. Unlike the theo-

retical prediction [(4)], the observed Couw and CoTw

have significant contributions in the wave band (Fig.

3b). If the cospectra are integrated over their entire

frequency range, the resulting covariances are consid-

erably scattered, and are typically one–two orders of

magnitude larger than the values expected from the

surface fluxes (see section 3b for discussion of the ex-

pected fluxes). This contamination has been observed

in previous studies (Trowbridge and Elgar 2001; Shaw

et al. 2001; Cavaleri and Zecchetto 1987) and is likely
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caused by a combination of sensor misalignment

(Trowbridge 1998) and reflection of waves off the mea-

surement platform (Santala 1991). Because wave veloc-

ities are typically much larger than those associated

with turbulent motions, even a small phase shift will

lead to a significant bias in the estimates of momentum

and heat fluxes. In addition, the standing wave pattern

due to the interference between the incident waves and

those reflected from the measurement tower has a non-

vanishing covariance between vertical and horizontal

wave velocities, and thus contaminates the estimate of

turbulent stress (note that reflected waves do not make

a similar contribution to the heat flux). Following San-

tala (1991), we estimated the order of magnitude of this

effect by computing the wave field reflected from a

single vertical cylinder (Mei 1989) and found that it

easily could account for the mismatch between the ex-

pected and observed momentum fluxes.

Besides contaminating the frequency cospectra, en-

ergetic surface waves can have an effect on the frozen

turbulence hypothesis as addressed by Lumley and Ter-

ray (1983). Because surface waves produce oscillatory

advection, even “frozen” turbulence will not have the

simple relationship between wavenumber and fre-

quency [(5)]. Instead, some low-wavenumber energy

will be aliased into the wave band by the unsteady ad-

vection. Using a one-dimensional advective model, we

found that unsteady advection is likely to affect our

results significantly only in cases of relatively energetic

waves or slow drift (see the appendix), so we have lim-

ited our observations to instances of �U /Ud � 2, where

�U is the root-mean-square wave velocity. Under this

FIG. 3. (a) Autospectra of vertical velocity fluctuations for a single burst. The dashed line is the mean spectrum

from the velocity records at four ADVs, and the solid line is the spectrum from a single pressure sensor and

assuming a linear wave transfer function to determine the velocity spectrum [(7)]. The pressure spectrum at

frequencies above 2 rad s�1 is dominated by white noise, causing the lack of agreement between the spectra at high

frequency. The frequency band in which the two spectra overlie one another is the wave band. The thick vertical

line is the wave band cutoff �c used for separating below–wave band (turbulence) motions from wave band

motions. (b) Variance-preserving cospectra of vertical and horizontal velocity fluctuations. The solid line is an

observation from a single 20-min burst on 12 Oct 2003. The dashed line is from the model [(4)] transformed by (5).

The high-energy region of the data cospectrum between 0.4 and 1.5 rad s�1 is the part contaminated by surface

waves. The low-frequency ends of the cospectra are blown up on the right to aid comparison of the model and

observations. The thin vertical line is the rolloff frequency �0 for the model spectrum. The model-fitting procedure

described in the text was only performed using information from frequencies lower than the wave band cutoff.
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restriction, Taylor’s (1938) formulation based on the

mean flow speed is approximately valid, and we will use

(5) to relate wavenumber and frequency spectra for

frequencies lying below the wave band.

2) SEPARATION OF WAVES AND TURBULENCE

Because the wave spectrum overlaps the turbulence

close to the rolloff frequency k0Ud, we would, ideally,

separate the waves and turbulence across all of fre-

quency space and integrate the full turbulence cospec-

tra to estimate the covariances of heat and momentum,

as was done by Trowbridge and Elgar (2001) and Shaw

et al. (2001). Unfortunately, the application of filtering

schemes similar to theirs did not succeed in separating

waves and turbulence in our surface layer data. Instead,

we isolated the low frequency (below wave band) com-

ponents of the turbulent cospectra for use in computing

fluxes and flux-carrying length scales. Before describing

the details of that analysis, we comment briefly on the

failure of the spatial filtering approach developed by

Trowbridge (1998) and Shaw and Trowbridge (2001).

Those authors were successful in applying their tech-

niques to estimates of turbulent fluxes in the bottom

boundary layer. However, in the case of surface layer

observations, we found that because of the wave envi-

ronment and the proximity of our instruments to the

tower, the approach was unsuccessful in separating

waves and turbulence. Filtering our observations re-

duced the scatter in the estimated covariances, relative

to unfiltered data, but the variation was still an order of

magnitude greater than the values expected based on

the surface fluxes. This may be because the perfor-

mance of the filter is degraded when more than one

wave direction is present at each frequency. Multidirec-

tional waves typically occur in surface layer measure-

ments because of the presence of directionally spread

seas, and also occur in these measurements because of

the wave reflection from the tower legs. Not only does

wave reflection contaminate the covariance estimates

as discussed previously, it also complicates the separa-

tion of waves and turbulence by degrading the filters of

Trowbridge (1998) and Shaw and Trowbridge (2001).

To separate velocities in the wave band from the

below–wave band turbulent motions, we determined a

wave band cutoff �c (see Fig. 3) for each burst. Below

this cutoff, motions are presumed to be dominated by

turbulence, whereas above this cutoff motions are

caused by a combination of turbulence and the much

more energetic surface waves. To determine the cutoff

frequency we compared vertical velocity spectra de-

rived from velocity measurements to vertical velocity

spectra derived from pressure measurements using the

assumption of linear surface waves (e.g., Mei 1989):

Sww
	 p
 � Spp

k2

�0
2
�

2
tanh2k	z � h
, 	7


where S(p)
ww is the vertical velocity spectrum derived

from pressure measurements, Spp is the pressure spec-

trum, and h is the water depth. At low frequencies,

most of the vertical velocity fluctuations are related to

turbulent motions, so S( p)
ww is expected to be smaller than

Sww, the vertical velocity spectrum derived directly

from velocity measurements. In the wave band, how-

ever, the vertical velocity fluctuations are dominated by

wave motions, so S( p)
ww is expected to be approximately

equal to Sww. The wave band cutoff was chosen as the

frequency at which S( p)
ww equaled 30% of Sww (see Fig.

3a) such that

Sww
	 p


	�c
 � 0.3Sww	�c
.

The cutoff frequency represents the transit time past

the sensors of the smallest eddies resolved in the be-

low–wave band flux estimates. By means of (5), the

cutoff frequency gives a cutoff wavenumber, kc, which,

in turn, gives the minimum resolved length scale of the

below–wave band turbulence. These minimum resolved

length scales are generally less than twice the measure-

ment depth (Fig. 4). Note that the cutoff wavenumber

kc is a property of the wave field, whereas the rolloff

wavenumber k0 is a property of the turbulence.

FIG. 4. Histogram of nondimensional cutoff wavenumber, kc|z|,

the scale of the smallest turbulent eddies measured by the below–

wave band cospectral method, normalized by depth. A second

x-axis scale gives the equivalent cutoff length scales, � � 2�/kc, at

a nominal depth of 2.2 m.
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d. Cospectral estimates of turbulent fluxes and

rolloff frequencies

Estimates of covariance explained by turbulent mo-

tions, u�w� and T�w�, and rolloff wavenumbers, k0uw

and k0Tw, were computed by fitting the model cospec-

trum (4) to the observed below–wave band cospectra.

Our hypothesis in this fitting is that momentum and

heat are transported in the upper ocean by turbulence

with scales similar to those predicted based on studies

in the bottom boundary layers of the ocean and atmo-

sphere. If that hypothesis is correct, then the results of

this fitting procedure should give reliable estimates of

the turbulent properties, u�w�, T�w�, k0uw, and k0Tw,

which will be tested as described in sections 3b and 3e.

Although the model was developed for turbulence in

the atmospheric boundary layer, we believe that it is

adequate for describing the low-wavenumber cospectra

that are expected from turbulent fluctuations in the

mixed layer. The model cospectrum describes turbu-

lence created at a large length scale, �0 � 2�/k0, that

cascades to smaller scales in an inertial range with a

logarithmic spectral slope of �7/3. The principal differ-

ence that we might expect in the mixed layer is a dif-

ferent spectral slope; because the fitting is done only for

low wavenumbers, the model fitting procedure is rela-

tively insensitive to the value of that spectral slope.

Because the instrument array had four ADVs at

2.2-m depth, the four velocity cospectra at that depth

were averaged together before the fitting was per-

formed. In all other cases (Couw at 1.7 m, and CoTw at

2.2 and 1.7 m) cospectra from a single ADV or ADV–

thermistor pair were used in the fitting. Sensitivity

analyses showed that for kc � 2k0, the fitting procedure

does not return reliable estimates of covariance or

rolloff wavenumber, so fitting was limited to times

when the wave band cutoff kc was at least twice the

model prediction of the rolloff wavenumber k0. Ap-

proximately 15% of the observed spectra that met the

criterion of kc being at least twice the predicted k0 could

not be fit by the model with physically reasonable pa-

rameters. Criteria of distinguishing poor fits were re-

sults that deviated by a factor of 10 or more from values

expected from full water column estimates or standard

boundary layer theory. It is uncertain why these spectra

were not well represented by the model, but they are

excluded from further analysis.

3. Results

a. Quality of parameter estimates

We have applied two tests to ensure that the model

cospectrum is an accurate representation of the ob-

served below–wave band cospectra. First, we examine

the nondimensional cospectra to ensure that they col-

lapse to the form predicted by (4). The cospectral en-

ergies are normalized by the covariance estimates, u�w�

or T�w�, and the wavenumbers are normalized by the

rolloff wavenumber estimates, k0uw and k0Tw. With

these normalizations, the observed cospectra collapse

very close to the model prediction (Fig. 5).

Second, we compare the velocity covariance esti-

mates from the model fit, u�w�, to covariance estimates

computed by integrating the below–wave band part of

the cospectrum, u�w�int, where

u�w�int � �
0

kc

dkCouw	k
. 	8


The model predicts that in the conditions studied here,

at least 80% of the turbulent covariance is explained by

below–wave band motions. The remaining 20% is ex-

plained by motions with wavenumbers within or above

the wave band. Therefore, u�w� should be nearly the

same as, but slightly larger than, u�w�int. Comparison of

these two covariance estimates (Fig. 6) indicates that

the fitting procedure estimates fluxes larger than the

direct integration estimates by about 20%, consistent

with expectations.

Both of these tests suggest that the estimates of

u�w�,T�w�, k0uw, and k0Tw, derived from the fit of (4) to

the observations, are accurate measures of the below–

wave band part of the cospectra.

b. Momentum and heat budgets

The method described above is a new technique for

making cospectral estimates of turbulent covariances in

the ocean. It is useful, therefore, to compare the fluxes

derived from these covariance estimates with indepen-

dent estimates of turbulent heat and momentum fluxes.

This comparison is made by closing momentum and

heat budgets across the air–sea interface. We show the

development of the momentum budget for the Reyn-

olds-averaged momentum equation in the downwind

direction. The heat budget follows a similar develop-

ment, and only the resulting budget will be shown. The

starting momentum equation is

	u

	t
� u · �u � f 
 � �

1

�0

	p

	x
�

1

�0

	�

	z
, 	9


where t is time, �u/�t is the evolution of the 20-min

mean velocity, u is the three-dimensional velocity vec-

tor, f is the Coriolis frequency, and p is pressure. Hori-

zontal stress divergence has been neglected.

Terms in the heat and momentum budgets not mea-

sured in this study were the barotropic and baroclinic
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pressure gradients, and the advective transports of heat

and momentum. There was an array of moorings

around the measurement tower, but their separations

from the tower (1 to 10 km) are larger than the tidal

excursion, and the array is therefore unable to measure

the horizontal gradients at sufficient resolution for es-

timates of these terms. Instead, we rewrite the momen-

tum budget [(9)] as deviations from its depth-averaged

form:

	

	t
	u � �u�
 � u · �u � �u · �u� � f 	
 � �
�
 �

�
1

�0

	

	x
	p � �p�
 �

1

�0

	�

	z
�

1

�0h
	�w � �b
, 	10


where

�u� �
1

h
�

�h

0

dz u

is the vertically averaged velocity; and �w and �b are

wind and bottom stress, respectively. This still leaves

unmeasured the baroclinic pressure gradient and the

depth-varying parts of the advective fields. In the rela-

tively well mixed conditions studied here, those terms

are expected to be small and are neglected in these

budgets.

In the momentum budget we also neglect the wave

growth term and the Coriolis–Stokes drift term (dis-

cussed by Hasselmann 1970; McWilliams and Restrepo

FIG. 6. Comparison of stress estimates from the two-parameter

model fit ( y axis) and those from the integral of below–wave band

cospectra (x axis). Stresses are shown here, rather than covari-

ance, to aid comparison with later figures.

FIG. 5. Normalized variance-preserving cospectra: (top) kCouw/covuw and (bottom) kCoT�w�/

covT�w� vs normalized wavenumber k/k0. Dots are bin averages of observations, with vertical

error bars showing two standard errors of the distributions, and horizontal error bars showing

the range of k/k0 in each bin. The dashed lines show the model predictions [(4)].

1062 J O U R N A L O F P H Y S I C A L O C E A N O G R A P H Y VOLUME 38



1999; Mellor 2003; and Polton et al. 2005). Estimates of

the maximum possible sizes of these terms showed

them to be much smaller than the other terms in the

momentum budget.

We are interested in the budget between the mea-

surement depth and the surface, so we integrate (10)

from the measurement depth z to the surface. Neglect-

ing the depth-varying parts of the advective term and

the pressure gradient we get

�0�
z

0

dz
	

	t
	u � �u�
 � �0 f�

z

0

dz	
 � �
�
 � �w � �w

z

h

� �b

z

h
� �	z
. 	11


The last term on the right-hand side is the turbulent

momentum flux and is the term that will be compared

with the cospectral stress estimate. Rearranging terms,

this equation becomes

�	z
 � �w�1 �
z

h
� � �b

z

h
� �0�

z

0

dz
	

	t
	u � �u�


� �0f�
z

0

dz	
 � �
�
. 	12


All of the terms on the right-hand side of (12) were

evaluated from observations. The wind stress was de-

termined from atmospheric observations, the velocity

integrals were approximated using the discrete mea-

surements of the ADCPs, and the bottom stress was

estimated from the velocity of the bottom ADCP bin

using a quadratic drag law:

�b � Cdu�u2 � 

2,

where Cd � 2.0 � 10�3 (based on unpublished direct

covariance estimates of bottom stress obtained from a

near-bottom array).

The heat budget is developed in an analogous way.

By assuming that the heat flux through the bed is neg-

ligible and that the horizontal advective terms are ver-

tically uniform, one obtains the sensible heat flux,

Qs	z
 � Q0�1 �
z

h
� � Qr	z
 � �0Cp�

z

0

dz
	

	t
	T � �T�
,

	13


where Q0 is the total surface heat flux (including sen-

sible, latent, and radiative fluxes) and Qr(z) is the ra-

diative heat flux in the ocean past the measurement

depth. Here Qr was computed assuming that the incom-

ing solar radiation followed a double exponential decay

profile for Jerlov type III water (Paulson and Simpson

1977; Jerlov 1968). These exponential estimates of pen-

etrating radiation are nearly identical to the measure-

ments of the in situ radiometer before it became sig-

nificantly biofouled.

We have computed momentum and heat budgets for

both measurement depths: 1.7 and 2.2 m (Fig. 7). As

shown by the clustering of �w(1 � z/h) and Q0(1 � z/h)

near the 1:1 lines, the surface flux terms are usually the

largest terms in the balances. Other terms become im-

portant when surface fluxes are small and during times

of downward (stabilizing) heat flux, when the penetrat-

ing radiation term (sunlight passing through the surface

layer) is about half the magnitude of Q0. All the terms

except the time derivative terms are 20-min average

quantities. The time derivatives were subject to signif-

icant measurement noise over time scales less than 2 h

and were therefore computed as averages over 2-h pe-

riods.

c. Comparison of flux estimates

When we compare the cospectral estimates of turbu-

lent momentum and heat fluxes with the budget esti-

mates described above, we find that the two estimates

are consistent (Fig. 8). Results are shown for sensors at

2.2- and 1.7-m depth, and for all times when mixed

layers were deeper than 3.2 m. The cospectral estimates

of the fluxes are scattered about the expected (budget)

values. A large portion of the scatter in individual burst

measurements of the fluxes is consistent with the sta-

tistical variability of the spectral estimates due to the

finite length of the bursts (e.g., Soulsby 1980; Bendat

and Piersol 2000).

The agreement of these two methods of measuring

momentum and heat fluxes is encouraging and prompts

further analysis of the turbulence dynamics.

d. Rolloff wavenumbers and turbulent length scales

In addition to fluxes, rolloff wavenumbers k0 were

also estimated by fitting the model cospectrum to the

observations of the turbulent cospectra. From these

rolloff wavenumbers, length scales of the dominant

flux-carrying eddies, �0, were computed as

�0 �
2�

k0

. 	14


In this study, k0 and �0 were estimated in the direction

of the mean current, which is dominated by tidal forc-

ing. The wind direction, however, is important for tur-

bulence dynamics because it determines the direction

of the surface stress vector. Previous measurements of

turbulent length scales have been made in the direc-

tions both parallel and perpendicular to the wind or

surface stress vector (Grant 1958; Wyngaard and Coté

1972; Wilczak and Tillman 1980). Grant (1958) found
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that under neutral conditions, turbulent eddies were

coherent over much longer length scales in the stress-

parallel direction than in the cross-stress direction. In

marginally unstable conditions, Wilczak and Tillman

(1980) also found convective plumes to be elongated in

the downwind direction, although as the buoyancy forc-

ing increased relative to the stress, they found that the

crosswind scales increased relative to the downwind

scales.

Wyngaard and Coté (1972) use theoretical fits to at-

mospheric observations to estimate the turbulent

length scales �0 in the downwind direction, where �0/|z|

� g(|z|/L). In their Fig. 5, they show g(|z|/L) for mo-

mentum:

�0uw

|z|
� 8.3,

|z|

L
� 0,

�0uw

|z|
� 8.3�1 � 4.9

|z|

L
�

�1

, 0 
|z|

L
� 0.4

	15


and for heat:

�0Tw

|z|
� 4.4,

|z|

L
� 0,

�0Tw

|z|
� 4.4�1 � 3.8

|z|

L
�

�1

, 0 
|z|

L
� 0.4.

	16


These estimates of turbulent length scales from the

Kansas experiment have three important properties: 1)

they are constant for |z|/L � 0 (unstable buoyancy forc-

ing), 2) they decrease dramatically for |z|/L � 0 (stable

buoyancy forcing), and 3) length scales are smaller for

CoTw than for Couw. Property 1 suggests that during

unstable conditions, the only important length scale in

setting the size of flux-carrying eddies is the distance to

the boundary. Property 2 suggests that under stabilizing

buoyancy flux a shorter length scale is imposed by the

stratification. Finally, property 3 suggests that heat and

momentum are transported by slightly different fami-

lies of eddies, which may suggest that different dynam-

FIG. 7. Terms in the independent estimates of momentum and heat fluxes, based on budgets spanning the water

between the sensor depth (nominally 2.2 and 1.7 m) and the surface. (a) The x axis shows the stress expected from

the momentum budget and the y axis shows the individual terms on the right-hand side of (12). (b) The x axis shows

the sensible heat flux expected from the heat budget, and the y axis shows the terms on the right-hand side of (13).

The diagonal lines are 1:1. Positive heat fluxes denote heat leaving the ocean, and negative heat fluxes denote heat

entering the ocean.
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ics govern the turbulent transports of heat and momen-

tum.

To compare our estimates of �0|z| with the Wyngaard

and Coté (1972) length scales, we estimated |z|/L using

the Monin–Obukhov scale L derived from the local

estimates of momentum and heat flux. The density flux

was computed from the heat flux as �w� � �T�w�,

where � was estimated from a linear regression of

5-min averages of temperature and density over each

20-min burst. More than 85% of our observations of

�0uw and more than 90% of our observations of �0Tw

were made during the time of moderate buoyancy forc-

ing, when �1 � |z|/L � 0.4.

We have separated observations of �0/|z| for times

when the mean current (drift) was approximately

aligned with the wind or across the wind. Drift and wind

were considered aligned when their directions were

within 45° of being either parallel or antiparallel. Drift

was considered crosswind when the wind and drift di-

rections were separated by between 45° and 135°. Sev-

eral features are evident in our estimates of �0/|z| (Fig.

9). First, the downwind length scales are larger than the

crosswind scales (cf. left panels to right panels). This is

consistent with prior observations and with what is ex-

pected from Langmuir circulation. Second, for momen-

tum, in unstable conditions (|z|/L � 0) the observed

�0uw /|z| are roughly constant; that is, there is little evi-

dence for change in length scale with decreasing |z|/L

(Figs. 9a,b). We do not have enough observations to say

conclusively that �0Tw/|z| also is constant with |z|/L, but

given the few observations that we have and the other

similarities between �0Tw and �0uw, we expect that it is.

Third, �0Tw /|z| is generally the same as �0uw/|z|, in both

downwind or crosswind directions (cf. top panels to

bottom panels). This suggests that much of the turbu-

lent heat transport in the ocean surface boundary layer

is accomplished by the same eddies that transport mo-

mentum, which is consistent with the turbulent Prandtl

number being approximately 1. Fourth, in the down-

wind measurements both �0uw and �0Tw decrease

slightly for |z|/L � 0, consistent with the notion that

stratification reduces the turbulent length scale.

e. Comparison of length scale measurements

The turbulent length scales presented above were es-

timated from cospectra using the frozen turbulence hy-

pothesis, and they can be compared with measurements

made using the spatial array of sensors. We make this

comparison by examining the decay of the cross-

covariance function across the ADV array. The array

had four ADVs at 2.2-m depth, from which six unique

sensor spacings can be made. This enables us to esti-

mate E(r), the even part of the cross-covariance func-

FIG. 8. Cospectral estimates of (top) momentum flux and (bottom) heat flux vs independent

estimates from budgets. Dots are individual burst measurements. Data from both 1.7 and 2.2

m are shown here. A preliminary version of this figure appeared in Edson et al. (2007).
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tion of u� and w�, at six values of sensor separation r.

Here E(r) is defined as

E	r
 �
1

2
�u�	x
w�	x � r
 � u�	x � r
w�	x
�. 	17


Position is x, the vector separation between sensors is r,

and r � |r|. By definition, E(0) � u�w�.

A prediction of the even part of the cross-covariance

function comes from the Fourier transform of model

cospectrum [(4)] (Trowbridge and Elgar 2003):

E	r


u�w�
�

A

2 �
��

��

d�

cos�2��r

�0
�

1 � |�|
7�3

, 	18


where � is a dummy variable of integration and A is the

same as in (4). This integral was evaluated numerically

using values of �0 determined by the cospectral fitting

procedure.

Cross-covariance estimates from the spatial array are

contaminated by surface waves in the manner discussed

in sections 2c and 2d, so analogous to (8) we computed

E(r) by integrating only the below–wave band parts of

the spatially lagged cospectra:

u�	x
w�	x � r
 � �
0

kc

dkCou	x
w	x�r
	k
, 	19


where u and w were each measured at different ADVs.

This allows examination of the spatial coherence of mo-

tions with wavenumbers smaller than the wave band

FIG. 9. Here, �0/|z| vs |z|/L. Dots are bin medians of observations, formed from a constant number of observations

per bin; the dashed lines are the momentum results of Wyngaard and Coté (1972) [(15) in this study]; and (c),(d)

the dash–dot lines are the temperature results of Wyngaard and Coté (1972) [(16) in this study]. Vertical error bars

show two standard errors of the distribution of observations within each bin, and horizontal bars show the range

of |z|/L in each bin. (a),(c) The �0/|z| when the wind was aligned with the drift and (b),(d) �0/|z| when the wind was

across the drift; (a),(b) �0uw/|z| and (c),(d) �0Tw/|z|. At a nominal depth of 2.2 m, the dominant length scales shown

in this figure range between �10 and 20 m. This size range is consistent with the horizontal scales of Langmuir

circulation during CBLAST determined by inspection of surface convergence velocities obtained from a fanbeam

ADCP (cf. Plueddemann et al. 2001).
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cutoff kc (Fig. 4). Using only the below–wave band part

of the spectrum should not inhibit this analysis because,

as discussed in section 2d, these scales capture most of

the energy of the cospectra. In addition, we are exam-

ining not the magnitude of E(r), but the ratio E(r)/E(0),

and the model prediction of that ratio does not change

significantly if we use only the below–wave band por-

tion of the spectrum rather than the complete spectrum.

Like the length scales estimated from cospectra, the

observations from the spatial array show that the tur-

bulence is coherent over much larger distances in the

downwind direction than in the crosswind direction.

Measurements of E(r) versus E(0) from the spatial ar-

ray show that in the downwind direction the turbulence

decays over spatial scales similar to, but slightly larger

than, those predicted by (18) using the length scales

from the cospectral estimates (Fig. 10). In the crosswind

direction, E(r)/E(0) decays more quickly in measure-

ments from the spatial array than is predicted from (18)

(Fig. 11). The predictions of E(r)/E(0), shown as

dashed lines, were based on the median �0 for a depth

bin between 2.3 and 2.9 m during unstable conditions

(|z|/L � 0), when �0/|z| is roughly constant. Using a least

squares fit of the observed E(r)/E(0) to the model co-

variance function (18), we were able to determine av-

erage values for �0/|z| from the measurement array dur-

ing unstable periods. In the downwind direction, the

estimate from the spatial array is �0/|z| � 11.5, similar

to, but slightly larger than, the Wyngaard and Coté

prediction [Fig. 9 and (15)]. In the crosswind direction

(using only the three shortest sensor separations in the

average), �0/|z| � 5.

4. Discussion

We have estimated turbulent fluxes of momentum

and heat, as well as the length scales of the dominant

flux-carrying eddies. The downwind length scales are in

agreement with atmospheric observations (Wyngaard

FIG. 10. Plots of �0E(r) vs �0E(0) in the downwind direction for the six ADV separations in this study. The

results shown here are limited to depths of �2.9 m � z � �2.3 m. Dots are bin medians of observations, formed

from a constant number of observations per bin. Vertical error bars show two standard errors of the distribution

of observations within each bin, and horizontal bars show the range of E(0) in each bin. The black line is 1:1. The

dashed line is the expected relationship from (18). The rolloff wavenumber used for these expected relationships

is the median value of the observed downwind �0.
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and Coté 1972), and the difference between downwind

and crosswind scales is consistent with classical labora-

tory measurements of turbulence driven by boundary

stress (Grant 1958). Taken alone, these measurements

do not address the question of whether mixed layer

turbulence is affected by the presence of surface waves

through Langmuir circulation and wave breaking.

However, measurements of the fluxes and mean tem-

perature gradients can be used to test a simple turbu-

lence closure model that does not include these surface

wave effects. A more detailed analysis of the range of

existing closure models is beyond the scope of this pa-

per and is reserved for future research.

We test the ability of the MO closure model to pre-

dict the mean temperature gradient, and we use the

same set of equations to estimate the stability function

for heat �h. We compare our estimate to the �h given

by Large et al. [(1994), their Eq. (B1)]. This comparison

is made for boundary layer thicknesses greater than 6 m.

As in other turbulence closer models, MO theory

predicts

	T

	z
� �

T�w�

Kh

; 	20


Kh is a turbulent diffusivity that in MO theory is de-

fined as

Kh �
u

*
�|z|

�h

, 	21


where u
*

� ��/0. The null hypothesis in this com-

parison is that Langmuir circulation and wave breaking

have no effect on mixed layer structure, and that the

temperature gradient predictions of (20) will agree with

the observed gradients. If the surface wave processes

do play a role in homogenizing the mixed layer, we

expect that the temperature gradients from (20) will be

larger than the measured values.

The observations and model were compared by com-

puting a temperature difference �T between 1.4 and

3.2 m, which are the depths of the MicroCAT tempera-

ture sensors above and below the ADV/thermistor ar-

FIG. 11. Plots of �0E(r) vs �0E(0) in the crosswind for the six ADV separations in this study. These points are

limited to depths of �2.9 m � z � �2.3 m. Symbols are the same as in Fig. 10, and the dashed lines were made

using the median value of the observed crosswind �0.
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ray. For the model prediction, the depth z in (20) was

taken as 2.3 m. The comparison shows that the tem-

perature gradient in the mixed layer is about half as

large as the gradient predicted by MO over most of the

range of expected �T (Fig. 12). At large predicted �T,

however, the modest number of observations is more

substantially smaller than the MO predictions. These

observations show that the ocean mixed layer is much

more effectively mixed than is predicted by standard

boundary layer theories.

The stability function was estimated as

�h �
�T

�z

u
*

�|z|

T�w�
, 	22


using the same sensor separation as above. In stable,

near-neutral, and weakly unstable conditions (�0.3 �

|z|/L) the estimates of �h from our observations are

usually smaller than the values given by Large et al.

(1994), which is consistent with the observed tempera-

ture gradient being smaller than predicted (Fig. 13). In

more strongly unstable conditions (|z|/L � �0.3) the

observed �h are similar to those given by Large et al.

(1994).

The enhanced mixing in the mixed layer is likely a

consequence of turbulence generation by wave break-

ing and Langmuir circulation, which are included nei-

ther in MO nor in classic forms of most closure models.

The enhanced mixing is consistent with expectations

from previous studies of those processes. Langmuir cir-

culation has been predicted by LES models to produce

much gentler temperature gradients than rigid-

boundary processes alone (McWilliams et al. 1997; Li et

al. 2005), and our observations were also made in a

depth range predicted by Terray et al. (1996) to have

enhanced turbulent dissipation rates associated with

wave breaking. Either, or both, of these processes could

be responsible for the small observed temperature gra-

dients.

5. Conclusions

Cospectra of uw and Tw were measured for fluctua-

tions in the ocean surface boundary layer. A two-

parameter model cospectrum developed for the bottom

boundary layer of the atmosphere fits the below–wave

band portion of the observed spectra, suggesting similar

spectral shapes for both atmospheric boundary layer

and ocean surface boundary layer turbulence.

By fitting this model cospectrum to observed cospec-

tra, a new method was developed to estimate turbulent

fluxes of heat and momentum. These cospectral turbu-

lent fluxes were used to close momentum and heat bud-

gets across the air–sea interface. To our knowledge,

these are the first direct measurements of turbulent

fluxes in the mixed layer to do this successfully.

Length scales of the dominant flux-carrying eddies

were also estimated from the fits of the model spec-

trum. Consistent with laboratory and atmospheric mea-

surements, the downwind length scales were larger than

the crosswind length scales, and the downwind scales

were smaller under stabilizing buoyancy forcing than

FIG. 12. Observed and predicted temperature difference be-

tween MicroCATs at 1.4- and 3.2-m depth. Negative values of �T

are statically unstable, and positive values are statically stable.

Predictions were made using Monin–Obukhov length scales de-

rived from the budget estimates of heat and momentum fluxes.

The solid line is 1:1. The dashed line is a best fit to data over the

domain shown by the horizontal extent of the line.

FIG. 13. Comparison of modeled and observed stability func-

tions for heat �h. The line is from the expression of Large et al.

[1994, see their Eq. (B1)] and the dots are observations in the

present study.
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under unstable buoyancy forcing. The cospectral esti-

mates of length scale were consistent with estimates

made by examining the decay of the cross-covariance

function along the array of ADVs.

The flux estimates were used to compare measured

temperature gradients with temperature gradients com-

puted using Monin–Obukhov similarity theory, and to

compare observations of �h with those suggested by

Large et al. (1994). The observed temperature gradi-

ents and stability functions were smaller than the pre-

dictions. This homogenization of the mixed layer is

likely to be caused by the presence of turbulence gen-

erated by mechanisms not accounted for in MO theory:

Langmuir circulation and wave breaking.
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APPENDIX

Effects of Unsteady Advection

In the steadily advected frozen turbulence hypothesis

(Taylor 1938), the frequency response to turbulent mo-

tions at a fixed location is determined by the size of the

turbulent eddies and the rate at which they move past

the sensor. In the presence of surface waves, however,

turbulent eddies move in much more complicated pat-

terns as they are carried by the wave orbits, and the

simple relationship (5) no longer holds. Lumley and

Terray (1983) discussed the consequences of this un-

steady advection for the case of isotropic turbulence,

and Trowbridge and Elgar (2001) extended and com-

pared their predictions to observations in the bottom

boundary layer. The qualitative effect of the unsteady

advection on frequency spectra is to shift energy from

where it would have been expected in steadily advected

spectra. In particular, some energy that would have ap-

peared at frequencies lower than the wave band, if ad-

vection were steady, is found in the wave band in the

case of unsteady advection.

We have developed a model to test the effects of

unsteady advection on the frequency domain represen-

tation of turbulence whose spatial structure is described

by (4). In this simplified model, wave and drift motion

are restricted to a single horizontal direction, x. This

restricted form of wave advection was chosen largely

because of the lack of a model of the three-dimension

spatial structure of the turbulence. It is expected that

the qualitative effects of fully three-dimensional mo-

tions will be similar.

Combining Eqs. (2.2), (2.6), and (2.17) of Lumley

and Terray (1983) and (4) one can predict the fre-

quency domain cospectrum, Ko�w(�), expected in the

presence of this 1D unsteady advection:

Ko�w	�
 �
1

2�
�

��

��

dT�
��

��

dk
Co�w	k


2

� eiT 	kUd��
ek2�c	T 
�c	0
�. 	A1


The temporal autocorrelation function of the wave dis-

placements, c(T ), can be estimated from observed hori-

zontal velocity spectra as

c	T 
 �
1

2�
�

��max

��max

d� ei�T
Suu	�
 � S

	�


�
2

,

	A2


where Suu and S�� are two-sided autospectra of the hori-

zontal velocities. To examine the effects of increasingly

large waves, we computed the transformation for sev-

eral values of �U /Ud, where �U is the standard deviation

of wave velocities and Ud is the steady drift speed.

Compared with the frequency cospectrum in the case

of steadily advected frozen turbulence, the frequency

FIG. A1. Frequency domain variance-preserving cospectra of un-

steadily advected frozen turbulence whose wavenumber spectrum

is described by (4). The wave band cutoff, �c, is shown by the

vertical line at �0.38 s�1. As the wave energy increases, the effects

of the unsteady advection shift more energy from below–wave

band frequencies to wave band frequencies and decrease the ap-

parent rolloff frequency.
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cospectrum of unsteadily advected frozen turbulence

has somewhat less energy below the wave band and

correspondingly more energy in the wave band (Fig.

A1). The magnitude of the distortion is a function of

�U /Ud, and the proximity of the cutoff wavenumber to

the rolloff wavenumber, kc/k0. The location of the peak

of the variance-preserving spectrum, approximately �0,

is decreased by this change in energy distribution. At

larger relative wave energies (larger �U /Ud), and in

spectra when the rolloff is closer to the cutoff (smaller

kc/k0), errors in estimating the covariance and the

rolloff frequency are larger (Fig. A2). To investigate

the magnitude of the estimation error we fit the spectra

described by (A1) (Fig. A1) in the same way as de-

scribed in section 2d. Figure A2 compares the resulting

estimates of covariance and �0 to the values expected in

the case of steady advection.

For �U/Ud  2 and kc/k0 � 2, this 1D model suggests

that the estimates of rolloff frequency and covariance

should be within 15% of the values expected by assum-

ing frozen turbulence advected with a constant velocity,

Ud. We therefore limit our observations to times when

�U /Ud  2 and use the steadily advected form of frozen

turbulence (5) to transform our frequency observations

into wavenumber observations.
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