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Abstract— Measuring the performance of an implementation performance of mobility management protocols in network
of a set of protocols and analyzing the results is crucial to mobility settings. In this paper we use the testbed to mea-
understanding the performance and limitations of the prot@ols ;16 and analyze the handoff performance with NEMO. We
in a real network environment. Based on this information the dapt t handoff f h ts. Fast Rout
protocols and their interactions can be improved to enhancehe adap _WO andoir per O_rmance en . ancements, ras 9“ er
performance of the whole system. To this end, we have develep Advertisements and OptImIStIC DUpllcate Address Detectio
a network mobility testbed and implemented the NEMO Basic to minimize handoff latency for mobile networks. Then we
Support Protocol and have identified problems in the architeture  show that the handoff performance of NEMO, even with these
which affect the handoff and routing performance. To addres  imizations, is still not sufficient for performancetal

the identified handoff performance issues, we have proposeitie L .

use of Make-Before-Break handoffs with two network interfaces ngtwork applications, such as Voice over IP. To overcome
for NEMO. We have carried out a comparison study of handoffs this, we propose a Make-Before-Break handoff scheme. We
with NEMO and have shown that the proposed scheme provides analyze its perfomance, including interference between th

near-optimal performance. Further, we have extended a prev  petwork interfaces and management of the NEMO protocol
ously proposed route optimization scheme, OptiNets. We h& giai6  Through the analysis it is shown that the proposed

compared the routing and header overheads using experimest .
and analysis and shown that the use of the extended OptiNets scheme enables lossless handoffs between networks with ove

scheme reduces these overheads of NEMO to a level comparabld@Pping coverage area. In addition to studying the handoffs
with Mobile IPv6 route optimization. Finally, the paper shows NEMO, we perform extensive measurement and analysis of
that the proposed handoff and route optimization schemes eble  the protocol and routing overheads of NEMO in static and
NEMO Protocol to be used in applications sensitive to delay@  ygpjje scenarios. Again the analysis is used to show that it i
packet loss.

necessary to reduce the overheads of the protocol. We reduce

Index Terms—Network mobility, mobile router, handoffs, these overheads by extending the OptiNets [3] protocol.
route optimization In summary, the contribution of this paper is three-fold:

1) We design and implement a network mobility testbed for
. INTRODUCTION analyzing the performance of NEMO. 2) We propose a novel

With the almost ubiquitous availability of computing andMake-Before-Break handoff scheme which enables lossless
wireless communication capability in most electronic degi handoffs between networks with overlapping coverage areas
the prediction that most devices will be connected to 3) We study the overheads in NEMO signaling and routing
network is fast becoming reality. An emerging form of thizia extensive measurement and analysis and show that these
ubiquitous connectedness is vehicle networks, especially overheads can be minimized by using the extended OptiNets
public transport systems, which will enable groups of peoploute optimization scheme.
to access network services, while on the move. In theseThe rest of the paper is organized as follows. In the next
environments, use of a dedicated device, a Mobile Routegction, we discuss network mobility management with the
reduces the required complexity of the end devices, and pMEMO protocol. In Section Il we present the design and
vides numerous opportunities for optimizing the perforsenimplementation of the network mobility testbed. In Sectign
and operational costs. The IETF Network Mobility workingve propose and analyze MBB handoffs for NEMO. Reducing
group has standardized the NEtwork MObility Basic SuppoREMO overheads using the extended OptiNets scheme is
protocol (NEMO) [1] in which a Mobile Router manages th@resented in Section V. This is followed by related work and
mobility of a moving network. the conclusions in Sections VI and VII respectively.

The performance of a moving network depends on the
performance of the Mobile Router and the overhead of the
network mobility management protocol. Hence, it is impotta
to understand the impact of handoffs and protocol overhead i There are broadly two methods of providing mobility sup-
moving networks. Although numerous research activitie@haport, namely through redirection and indirection. A well-
focused on the effects of IP extensions for providing suppdmown redirection scheme is the Session Initiation Prdtoco
for host mobility, up to now there has been no systematf8IP) [4]. The indirection based schemes use network agents
study of the performance of Mobile Routers and the netwot& transparently re-route information. Mobile IPv6 (MID{B]
mobility management protocols. To address this, we haaed its variants are examples of schemes that use indinectio
designed and implemented a testbed [2] and measured lihnethis paper we will focus on indirection schemes based

II. NETWORK MOBILITY MANAGEMENT



on MIPv6 and NEMO. This section describes how NEMO

manages the mobility of a moving network and presents a
theoretical analysis of the handoff performance with NEMO

and the communications overhead of using NEMO.

A. NEMO Operation

NEMO allows a Mobile Router (MR) to manage the mo-
bility of the nodes inside a mobile network which are known
as Mobile Network Nodes (MNNSs) with the help of a fixed
mobility anchor point, Home Agent (HA). When a MR is in
its home network, it is connected directly to its HA, so thiat a
traffic to and from the mobile network is delivered via the HA
and the MR. The Mobile network is connected to the Internet
via an IP-IP tunnel between the MR and the HA when the
MR is away from home.

When a MR moves to a new network, it obtains a Care-
of Address (CoA) and sends a Binding Update (BU) to
its HA. The BU binds the new CoA of the MR with its
permanent address (home address). The HA sends a Binding
Acknowledgement (BA) to inform the MR of the status of the
update. A tunnel is then established between the CoA of the
MR and the address of the HA. The MR and its HA then
deliver all traffic between the mobile network and the Inégrn
via this tunnel. This overlay routing hides the mobility bkt
MR from the Correspondent Nodes (CNs) and also from the
MNNSs. Thus the MNNs do not need any mobility management
capabilities to take advantage of the mobile Internet acces

A MNN, which is not capable of managing its own mobility,
is known as a Local Fixed Node (LFN). However, a mobil

3)

between 0-500ms, so the average delay for receiving a
Router Advertisement is 0.25s. The total delay of router
discovery consists of the RTT between the MR and the
Access Router and the random delay. After discover-
ing the Access Router, the MR acquires a new CoA
from the foreign network, using either IPv6 stateless
address autoconfiguration or a stateful mechanism, such
as DHCP. The configuration of a new CoA requires the
MR to ensure that the address is unique. In IPv6 this
is done using the Duplicate Address Detection (DAD)
procedure. If the MR uses the standard DAD procedure,
it needs to wait for the procedure to finish before it can
use the address and register its new CoA with its HA.
The latency created by DAD is configuration dependant,
and involves a random delay between 0-1s. Minimum
latency for the whole DAD procedure varies between
1-2s, with an average of 1.5s.

NEMO home registration latency, which represents the
delay of the MR sending a BU to its HA and the HA
replying with a BA. This consists of the propagation
delays of the messages and the HA processing delays.
The HA processing delay is dependent on the need
for the HA to perform proxy DAD. Proxy DAD is
performed only if the MR has a home address from a
physical home link to guarantee that the home address
is not used by another node on the link. Proxy DAD
takes a minimum of 1 second.

Of the above factors, the network attachment latencies are
independent of the access technology and network topology,

device managing its own mobility may enter a mobile networNd We use two techniques to minimize these latencies. The
treating it as a foreign network in which case the MNN jgandom delay associated with router discovery can be rediove

known as a Visiting Mobile Node (VMN). An example of this

by using the Fast Router Advertisement mechanism proposed

is a passenger with a MIPv6 capable mobile device enterilfly [6]- The Duplicate Address Detection delay can be miti-
a train with a mobile network. In this case, the MIPv6 VMNated by using Optimistic DAD (ODAD) [7]. The theoretical

will send a BU to its own HA {1 Ay/N ) informing it to

handoff latencies given in Table | are derived and explained

deliver all traffic to its new CoA using IPv6 tunneling. Thidh Appendix A. The table does not include the link layer and
results in two, nested levels of mobility management sinceNEMO signaling latencies.

MR manages the mobility of the mobile network. However, !t 1S evident from the above analysis, that the use of
the VMN can use MIPV6 route optimization to communicatBrotocol optimizations, such as Fast Router Advertisement

more directly with Correspondent Nodes (CNs) bypassing +pad Optimistic DAD, reduces_ the network attachmen_t latency
HA using its CoA from the mobile network prefix. substantially. However, we still need to address the lijleta
VMN handoff and the NEMO signaling latencies which have a

significant impact on the handoff performance. This will be

B. Handoffs with NEMO _ - ~ discussed further in Section IV-A.
The handoff processs in an IPv6 network mobility setting

can be divided into three main parts: C. Overhead of using NEMO

1) Link layer handoff, in which the MR finds a new Access |, NEMO the MR uses an overlay route via a fixed anchor

Point and associates with it. Thus the link layer ha“doﬁoint to hide the mobility from the nodes in the mobile
latency depends on the time it takes for the network

interface to find a new Access Point and associate with
it. This latency depends on the network technology.

2) IPv6 network attachment follows the link layer handoff.
Network attachment of the MR consists of router dis-

TABLE |
THEORETICALMINIMA FOR NETWORK
LAYER HANDOFF LATENCIES WITHNEMO.

covery and CoA configuration. In router discovery the Handoff type NEMO  With With With Fast
MR sends a Router Solicitation and receives a Router ‘(’)VF'Jttri‘rfT’]Ut Fast RAs ~ ODAD ggi S”d
Advertisement (RA) from a new Access Router._ TheHome_Foreign 5 TES 5Es 1565 15
Access Router waits a random delay before sending theoreign-Foreign  1.75s 1.5 0.25s  Os
0.25s N/A 0.25s Os

Router Advertisement message. This random delay i§oreign-Home



network. This overlay routing leads to less than optimal
routing and adds a protocol header overhead to every packet.
In addition to the protocol header overhead for data packets ' _
NEMO also incurs a signaling overhead between the MR and
its HA every time the MR performs a handoff.

Use of NEMO introduces an overhead to each packet
which a MNN and a CN exchange when the MR is in a
foreign network. The overhead is caused by the IPv6 tungelin
and it is 40 bytes for every packet. The signaling overhead
of NEMO with LFNs is caused by the BU-BA exchange
between the MR and its HA. The size of these messages
depends on how IPsec is used to protect them [8]. The total
mobility management protocol header overhead will be large
if the MNN is a MIPV6-capabIe VMN which uses M|PV6Fig, 1. Logical Network Topology of the Testbed.
to guarantee session continuity and reachability. Thisldea
to higher protocol overheads and also potentially inefficie
routing. If the VMN uses route optimization (RO) with theB. NEMO Implementation
CN, the per packet overhead will be reduced. However, routeThe NEMO implementation is based on the MIPL Mo-
optimization requires extra signaling between VMNs and CNile IPv6 implementation by Helsinki University of Technol
The per packet overhead, per MNN signaling overhead, apgy [10]. It consists of NEMO-based MR and NEMO capable
handoff related signaling overhead are presented in tHe taplA prototypes for testing and measuring the performance of
Il. The values in the table are derived in Appendix B. NEMO and its extensions. The MR uses the information from

In addition to reducing the payload size available to aphe link layer to trigger handoffs when it moves to a new
plications, NEMO also introduces an extra routing leg to thgireless network.
routing path between MNNs and CNs. The effect of routing
packets via a HA depends largely on the network topology. § Hardware and Software Configuration
foreign networks are topologically close to the home nekwor Our hardware consisted of six desktop computers and five
and the HA, then the effect may be negligible, but in thfe " ith ds betw 350MH d 3GH
case of intercontinental mobility the effects may be large g2Plops with processor speeds between Zzan z

applications sensitive to the Round Trip Time (RTT), even End memory sizes between 128MB and 512MB. We used

the long routing legs have no other effects, such as pac
reordering, packet loss or packet duplication.

Home network foreign network 1 foreign network 2

AR: access router

AP: access point

HA: home agent

MR: mobile router

CN: corresponding node

a
»

A5CO 1200 series WLAN Access Points and an integrated
Intel IPW2100 card, a PCMCIA Lucent silver card and a
Demarctech Prism 2.5 based PCMCIA card for our IEEE
802.11b wireless access network.

The use of 802.11b access networks for experiments in

A. Testbed Architecture this paper affects the results of the experiments to some

Our testbed consists of three logical parts: 1) the Wio(gegree. However, since our analysis consists of comparison
area network connecting the Access Routers, théyyy studies between different schemes for handoffs and routing
and HAyg, and the CN, 2) the wireless access netwoFIIQiS isolates the effects of the access technology. .
consisting of two foreign access networks and a home accesYr testbed used three modified software components in
network, and 3) the mobile network which consists of the mAddition to standard IPv6 capable Linux operating systech an
and a MNN connected to the MR via a LAN. The MNN carf NEMO MR and a HA. Firstly, we use_d a mod|f|eddvd
act either as a LFN or as a VMN. This logical topology of thglaemon [11] (_jeveloped at_ Monash Unlve_r5|ty to send Fast
test network is shown in Figure 1. Three IEEE 802.11b AcceBQUter Advertisements [6] in all the experiments. Secondly

Points are used for wireless access. We use NISTNet [9]&gnedified DHCPv6 client and server were used in the MR
emulate the Internet by introducing network latency betwe@nd the Access Router to achieve the extended OptiNets route
the nodes. optimization described in Section V. Finally the CN, the VMN

and the H Ay, were equipped with MIPv6 capabilities
to test nested mobility management. We used MIPL 2.0 for

IIl. NETWORK MOBILITY TESTBED

TABLE I MIPv6 CN and HAyN and a modified VMN based on

OVERHEADS OFNEMO LFN, VMN AND MIPV6 MN IN BYTES. MIPL 1.1
Mob. man Per packet Signaling Signaling OH per
scheme OH OH/s handoff D. Experiment Setup
NEMO LFN 40 N/A 208
NEMO VMN w/o 80 N/A 208 We usedperf [12] to generate and measure UDP and TCP
L"g\xg T/%N " o4 166 208 traffic and ethereal[13] to capture packet traces. To under-
MIPV6 RO W ' stand the effect of NEMO handoffs on real time traffic, we
MIPV6 MN with 24 1.33 424 generated UDP traffic with a small packet size. Additionally

RO we measured TCP traffic to analyze the effect of handoffs,



protocol header and routing overhead on bulk and intemctilbetter connectivity is found, the scanning interface tadesr

TCP traffic. We used the default maximum window size ithe data transmission, and the other reverts to a scanning

Linux for TCP, 16Kbytes, for all measurements. We usewle. This, as well as being access technology independent,

downstream traffic in all handoff experiments, i.e. CN acteallows lossless handoffs with uninterrupted connectivay

as the source of traffic and MNN as the sink which had afata communications since the MR maintains its connection

effect on packet loss to the old network using one interface, while performing a
Table Il contains the one-way latencies between the nodeandoff to a new network using the other interface.

in our testbed. The wireless links between the MR and the

Access Routers in the testbed showed a latency of 2ms

consistently in all experiments. We experimented with iplgt A- Make-Before-Break Handoff Algorithm using Two Network

values for Access Router HAy\r latency, and chose alnterfaces

relatively small value for the Access RouteH-A) R latency  The proposed MBB handoff scheme uses the algorithm in
to emulate the case where the HA is in the network of thggyre 2. The handoff decision can be made using techniques
same ISP. Th_e effept of thlis latency on the overalllhandmféti such as signal to noise ratio comparisons [16] combined
was as described in Sgcnon II-B._We also expenmgnted Willith movement prediction algorithms [17]. The proposalds t
other emulated latencies and noticed that these did not h%\’ﬁ’npare the signal strength of the candidate Access Pt wi
a measurable effect on the handoff performance. Howevg{e current one. If the difference is greater than a threshol
the end-to-end network latency does have an effect on TGRue, MR performs a handoff to the new network. An ideal
performange of the MNNs. Therefore, we haye measured #eshold value would be high enough to prevent ping pong
effect of different end-to-end network latencies on NEMGhoyement, but still trigger handoffs early enough to préven

routing performance in Section V. packet loss. A dynamically adaptive algorithm for choosing
and adjusting the threshold value would allow a MR to make
IV. AM AKE-BEFOREBREAK HANDOFF more optimal handoff decisions and avoid fluctuations betwe
MECHANISM FORLOSSLESSNEMO HANDOFFS access points.

There have been proposals for reducing Mobile IPv6 and
NEMO signaling latencies [14], [15], but these proposalsha ( ctort )
been based on the assumption of the MR being connected tc
only one Access Point (AP) at a time. When the MR can
connect to only one Access Point, it is forced to break the
connection to its current network before reattachingfiteeh i Scan for APS
new network. With this type of handoff, referred to as a Break onlF1
Before-Make (BBM) handoff, packet loss is hard to eliminate
completely. However, if it is possible to simultaneousktédin
to multiple Access Points, the MR could establish a conoacti
to the new network before breaking its current connection,
thus mitigating or reducing the impact of handoff latendyisT
could be done by equipping the MR with multiple interfaces.
We propose the use of two interfaces to enable Make-Before-
Break (MBB) handoffs for reducing packet loss due to handoff
latency.

In the proposed scheme, one interface is used for data com
munication, and the other is used for scanning for networks pertorm vertorm
which can provide better connectivity. Once a network with Handoff to IF1 Handoff to IF2

Switch traffic to IF2

AP found that
is better
than
current one

1The use of upstream traffic would have resulted in packetdosing with
the MR sending a BU in foreign to foreign and foreign to homedudfs,
instead of the HA receiving the the BU.

AP found that

is better NO
than

current one

TABLE Il NO
NETWORK LATENCY BETWEENNODE PAIRS SETBYNISTNET

Node Pair Network Latency YES

MR to AR 2ms

AR to HAMR 10 ms

AR to HA 50 ms

AR to CN VMN 40 ms Switch traffic to IF1 > Sca(?nflo;zAPs
HApR to CN 40 ms

HAVMN to CN 40 ms

HAMR to HAVMN 40 ms

Fig. 2. Make-Before-Break Handoff Algorithm with Two Infaces.



Using the algorithm it is possible to perform completel ™ T
lossless handoffs, provided that the coverage of the oldsgcc ., / v

network and the new access network overlap sufficiently a
the handoff decision is done at the correct time. The reduir
overlap (overiap) depends on the speed of movement,)
and latency of the handoft/(,) : loveriap = Vmr * tho. Thus, §

even with two interfaces it is worthwhile to minimize thea
handoff time. wr

B. Analysis of Factors Affecting Make-Before-Break Hahdc x|
Performance

MBB handoffs are in theory lossless. However, in ov  ° v 2° > ot ” * ’
experiments we found two major causes for packet loss.
Firstly, the MR and its HA have inconsistent protocol statFe'@"m2 ' ' '
during NEMO handoffs due to NEMO signaling and binding ikl f—
management being designed for BBM handoffs. Secondly, oost cramenort
the use of two co-located wireless interfaces in the MR
results in inter-card interference. Addressing these tauses
completely eliminated any packet loss which is evident frorg ocoos
the results in Section IV-C. However, there are more general
issues pertaining to the wireless network environment) sic
fading, which could affect performance also during hargloff £ oo
In this paper we consider only the physical layer effectscihi
are specific to the proposed scheme, namely the interference
between the two co-located network interfaces in the MR. 00038 |

We experimented with several 802.11b/g card pairs and
found that the Intel-Prism card pair performed most consis-

tently. Therefore, we used this pair of cards in our expenitsie
for MBB handoffs. Fig. 4. Effects of Channel Separation on UDP Downstreamfi€réfiring

802.11b/g has several channels, most of which overlap Hgndof-

some extent. Even the non-overlapping channels can cause
interference in the case of co-located wireless interfdo@sto the time it takes for the BU to be delivered from the MR to

the limited adjacent channel (1 and 6, 6 and 1, 6 and 11 or {d HA. During this time the HA will deliver packets to the
and 6) rejection rate in most 802.11 hardware [18]. Theggfolyq coA, but the MR will send packets using the new CoA.
the transmissions on the scanning interface will causeferte NEMO and MIPV6 binding management would lead to the MR
ence when thg active interface is receiving data from an mc%ropping the incoming packets due to the packets containing
Point on a different channel. In the case of MBB handoffg,, incorrect CoA as described in [19]. The packet loss is
this interference occurs in two cases: 1) Active scanning gfe product of MR-HA delay and bandwidth, and thus the
candidate Access Points using the scanning interface andghact of this inconsistency could be significant for fat and
Transr_niss_ions of handpff signaling and outgoing traffic loa t long pipes, e.g a fast satellite connection. To overconse g
scanning interface during the handoff. modified the binding management in the MR to accept packets
With active scanning, the scanning card sends a probe @ the old CoA. This removed the packet loss completely
each channel and waits for a response from Access Poigtging handoffs between foreign networks on channels 1 and
for a certain period before moving on to the next channels However, when performing a handoff between home and
This decreases the scanning time when compared to pasg@ign networks, we observed another cause for packet loss
scanning. However, the active scanning resulted in sigmitic A did not accept tunneled packets after getting the BU from
interference, as shown in Figure 3. the MR before Proxy DAD processing had finished. This
The effects of the inter-card interference during the h&indQesylted in a 1s period during which the HA dropped incoming
depend on the channels that the old and new Access Point gggkets from MR. We resolved this issue by allowing the HA

as can be seen in Figure 4, which compares the channel pgirgrocess incoming tunneled packets from the MR during the
1-11 for non-adjacent channels, 6-11 for adjacent channei$oxy DAD process.

and 10-11 for partially overlapping channels. The handoff
between channels 1-11 was lossless, although the intexiarri ] ]
time fluctuated during the handoff, whereas the handoffs wit- Comparison of NEMO Handoff Performance with Make-
the pairs 6-11 and 10-11 showed some packet loss. Before-Break and Break-Before-Make Handoffs

The network latency between the MR and its HA causesWe measured UDP packet loss for NEMO without Opti-
them to have a different state for the CoA of the MR duringnistic DAD, NEMO with Optimistic DAD and NEMO with

3. Effects of Active Scanning on UDP Downstream Traffic.

0.0048 |-

0.0044 |-

arriv:

0.004

0.0036 . L .

Time (sec)



MBB handoffs using two interfaces. We used the Lucent card
for the BBM handoffs in the comparison study (Section V-
C) since it showed the lowest link layer handoff latency when
compared with the values seen with different cards. Thdtsesu
for UDP packet loss during a handoff for a 100kB stream from
the CN to the LFN are shown in Figure 5. There is no packet
loss for the MBB handoffs performed using two interfaces due
to the simultaneous connectivity to both the old and the new
network, whereas in the BBM handoffs (NEMO unoptimized
and NEMO with ODAD) the handoff latency reflects directly
on the packet loss.

The measurement results for TCP during home-to-foreign
handoffs are presented in Figure 6(a). The negative eftdcts
packet loss in BBM handoffs are amplified by the congestion
control mechanisms, whereas the TCP traffic is not affected
when using MBB handoffs. The foreign to foreign and foreign
to home network handoff results in Figure 6(b) and Figuré 6(c
are as expected for the BBM handoffs. In Figure 6(b), it is
visible that the TCP throughput increases temporarily rayri
the MBB foreign to foreign handoff due to the use of the
new access network for sending acknowledgements, whiile sti
receiving data via the old access network. This increasetis n
visible in the handoffs to and from the home network.

The BBM handoff results presented in this section are
dependent on the link layer technology. However, the result
for MBB handoffs are independent of the link layer handoff
latency. Therefore, the analysis of MBB handoff performeanc
presented in this section is valid also for other link layer
technologies.

In summary, we showed here that a MR can reduce the
impact of handoffs by optimizing the IPv6 network attachinen
procedures with Fast Router Advertisements and Optimistic
DAD. In the case of BBM handoffs packet loss is hard to
avoid. MBB handoffs with two interfaces can achieve fully
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lossless handoffs. However, binding management and @nterfrig. 6. TCP Sequence Number Diagrams for Handoffs.

ence between the interfaces are potential limiting factors
the performance of the handoffs. The impact of interference

depends on the network design, i.e. channel separation B MR by separating the antennas as proposed in [18], or by
tween adjacent cells, and the hardware design of the wirel@8odifying the wireless cards to avoid interference from the
interfaces in the MR. The interference can be minimized @p-located transmitters for example by using bandpasssfilte

Packet loss
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or polarized antennas.

V. REDUCING NEMO OVERHEAD

As discussed in Section II-C employing NEMO protocol
gives rise to non optimal routing and protocol header over-
heads. In this section we extend the OptiNets route optimiza
tion scheme [3] to address these overheads.

A. The Extended OptiNets Route Optimization Scheme for
Visiting Mobile Nodes

In order to cater for the nodes present in the network
that have no mobility capabilities the NEMO Basic Support
protocol assumes that all nodes present in the mobile nktwor
have no MIPv6 capabilities. It is evident that this assump-
tion restricts the MIPv6 enabled nodes from achieving bette
performance.



If the VMNs within the mobile network were aware of the(i.e. avoiding the H Ay, ), and a VMN with OptiNets
current location, then these nodes would be able to perfo(ire. avoiding bothi7 Ay,\N and H Ay r ). We measured the
standard MIPv6 route optimization and avoid indirect rogti performance in a static case, in which the MR was located in a
via both HAs i.e. HA\r and HAy\N - In the OptiNets foreign network and a dynamic case in which the MR moved
scheme this is achieved by having the MR advertise a togmetween two foreign networks. The results for the stati@cas
logically correct network prefix on its ingress interfacénis as shown in Figure 7, indicate that the performance of theroth
enables the MIPv6 capable nodes within the mobile network$ohemes decreases as the latency between the MR and the
auto configure a location specific CoA. The MR acquires thi Ay r increases, whereas the performance of the OptiNets
topologically correct network prefix from the foreign netkko scheme is not affected. The results for the dynamic case in
using DHCPv6 prefix delegation. As a part of the delegatidrigure 8 show that the performance of the OptiNets scheme is
process the Access Router updates its routing table toedelicomparable with the static case. The TCP performance of the
packets to the prefix via the CoA of the MR. This ensures thather schemes was the same as the static case, and therefore
MNNSs will receive packets to their topologically correct& we only show the NEMO LFN performance for comparison.
as long as the MR is connected to the same Access Router.

In our implementation of OptiNets, the MR runs a DHCPv6 ** ™ v 3 3 ' ' T pu——
. . . . . a a VMN NG R@-==¢:z-
client on its egress interface and obtains a prefix from an VNN MIPUO RO -

Access Router running a DHCP server. The MR then ad- *°f
vertises this prefix on its ingress interface using a special |
route optimization prefix option in the Router Advertisemen§ L4
message. Using this prefix the VMNs would auto configuré |
a CoA for route optimization (RO-CoA). The active VMNs & 2
would then send a CoA Test init (CoTi) to the CN with the§
source address being the new CoA. Upon receiving a CoA !
Test (CoT) message from the CN the VMN sends a BU to
the CN by generating a key by combining the new token from °®

the received CoT and the token from a Home Test (HoT).
VMN receives the HoT message similarly as in MIPV6 route *.5 % % w0 s & 0 @ % o
Op“m |Zat|0n . Latency AR - HA (ms)

In this work we improve the OptiNets technique by regig 7. Tcp Performance Comparison in Static Case.
stricting the use of the location specific CoA only for the 1s , , , : :
purpose of route optimization with Correspondent Nodess Th
ensures that only the VMNSs which are actively communicating :s
would perform a handoff when the MR changes its point of
attachment to the Internet. Further we use a special ICMP6 14|
option in the Router Advertisement for the foreign networlg
prefix advertised by the MR in order to ensure that norg ::
mobility capable nodes do not use the prefix to configurg
addresses. N

The extended OptiNets scheme reduces the per-packet over-
head considerably. However, it creates a certain amount of os
extra signaling when compared with NEMO with LFNs. Prefix
delegation is performed every time MR moves and resultsina os -———
total of 180bytes being sent over the air interface in additi Latency AR - HA (ms)
to the BUTB.A exchange betvyeen_the MR and tHeqMR' Fig. 8. TCP Handoff Performance Comparison for LFN, MIPv6é MN
The remaining part of the signaling overhead results froBpinets RO.

MIPv6 route optimization. Every time a VMN switches to

a new CoA, it performs a return routability test for the CoA, The per packet header overhead did not have an effect in the
and sends a BU to the CN. The return routability test for thsrevious two measurements since the TCP performance was
home address is performed every 210s. Based on the messagieed by the end-to-end latency and not by the available
sizes in Appendix B, the OptiNets handoff dependent siggali bandwidth (2Mbits/s) due to the use of the default TCP
overhead is 388 bytes per handoff for MR and 216 per handeffndow size. In Figure 9 we analyze the relative overhead
for each VMN. In addition to this the VMNs perform MIPv6of the different schemes. We used a 64Kbits/s Constant Bit
return routability for their home address with the CN rasglt Rate stream with 220 Byte packets as traffic and calculated th

T T
VMN OptiNets RO —+—
LFN -—-x-—-

T

7

,
#

Avel

1k

T

in a signaling overhead of 360 bytes every 210s. amount of signaling and per packet protocol overhead velati
) ) to the total amount of data sent over the air interface betwee
B. Results and Discussion the MR and the Access Router. It can be seen that the use

We compared the TCP performance of a LFN, a VMN witlf OptiNets incurs the smallest total overhead of the NEMO
no route optimization, a VMN with MIPv6 route optimizationvariants regardless of the handoff frequency, when 1MNN



is communicating up to 1 handoff per second which is thEhe Nautilus project testbeds have been designed to verify
maximum frequency specified in [5]. With OptiNets it can béhe applicability of the NEMO protocol implementations in
seen that we are able to reduce the per packet overhead tifierent scenarios, such as the E-wheelchair [23]. Ouvort
level comparable to that of a route optimized MIPv6 Mobilenobility testbed is geared towards evaluating the perfoceaa
Node connecting directly to the Access Router, bypassiag tbf NEMO, related IPv6 protocols and the proposed optimiza-
MR. tions.
We also analyzed the effect of multiple MNNs with the

same traffic type as in Figure 9 and these results in Figure 0 Handoff Performance Improvement
indicate that the relative overheads of NEMO and OptiNets . :

Previous research on handoff performance improvement

decrease as the number of MNNs increases. This is due to the . :
: S . on the network layer has mostly focused on improving the
aggregation of the mobility signaling.

performance of BBM handoffs since most mobile devices can
only connect to a single access network at a time.

’ T — Hierarchical Mobile IPv6 [15] reduces the packet loss by
N NG 5] introducing additional functionality to the foreign netxkdn-
“r frastrcuture for localizing the handoffs. Fast Mobile IHé]
g ] emulates MBB handoffs by allowing a mobile device to
I o ] connect virtually to its new and old Access Router at the same
$ =f 1 time. These approaches are well suited to networks withge lar
;_ 18- 1 number of mobile devices since they allow for simple mobile
ER L 1 devices by moving complexity to the edge of the network.
AN 1 However, in NEMO, the MR acts as an aggregation point for
ol | mobility management and routing, and thus the benefits of
ol ) B, reduced complexity in the MR do not necessarily outweight
, ‘ ‘ ‘ ‘ ‘ ‘ ‘ the costs of additional complexity in the infrastructurettRer,
0 10 » ® a0 50 6 ™ & previous research [24] suggests that handoff predictionimea

Handoff interval (s)

successful on the average only 50% of the time, thus reducing
Fig. 9. Overhead Comparison for 1 MNN running CBR Traffic withrying the performance of Fast Mobile IPv6 significantly.
Handoff Interval. MBB handoffs have been utilized in cellular networks at
o im0 i | the link layer. However, as a part of the IP level mobility
management MBB handoffs could be used independently of
the underlying link layer technology.

155 |-

C. Route Optimization

Several route optimization techniques have been proposed
in the context of single-level and nested mobile networks.
The schemes for nested mobile networks, such as Kang et
al’s [25] proposal, Thubert’'s Reverse Routing Header (RRH)
protocol [26] and Ohnishi et al [27] Hierarchical Mobile I&v
based approach, reduce the overheads of multiple levels of
oz 4 s 8 1 12 1 1 18 2 nested Mobile Networks.

umber NN There are several schemes for route optimization for
Fig. 10. Overhead Comparison for LFN, OptiNets RO and Moli#te6 unnested mobile networks. The Optimized Route Cache pro-
MN, with varying Number of MNNs. tocol (ORC) [28] reduces the overhead of tunneling by intro-
ducing correspondent routers that can be configured angwher
in the Internet to be an anchor router for the mobile network.
VI. RELATED WORK The performance gained from using ORC scheme depends on
the vicinity of correspondent routers to Correspondenteésod
A. Wireless Network Testbed However, this scheme requires significant support from the

There are several testbeds related to network mobility. Thetwork infrastructure. Jeong et al [29] proposed an optimi
OverDRIVE project [20] focused on UMTS enhancement®n mechanism for MIPv6 enabled nodes in which the MR
and coordination of existing radio networks into a hybridcts as a bridge and a Neighbor Discovery proxy between
network to enable the delivery of spectrum-efficient makic VMNs and the foreign link. Although this technique does not
and unicast services to vehicles. The iCar [21] testbetketil require any support from the infrastructure, it increades t
multiple access technologies for connecting a car network gignaling load on the wireless link since each MR performs
the Internet. The Mobile Access Router (MAR) testbed [22]eighbor discovery on the link for each MNN. Thus, it is
focused on evaluating the performance of vertical handadf amore applicable to mobile networks with relatively few nede
load balancing in a vehicular mobile network environmenin this work we extended and implemented our previously

15 |
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proposed OptiNets route optimization technique [3] which
requires support from the Access Routers for prefix delegati

but scales to a larger number of Mobile Network Nodes.

VII. CONCLUSIONS

In this paper we measured the performance of NEMO i I
a network mobility testbed. We analyzed the handoff perfor-
mance and protocol and routing overheads of a NEMO based
network mobility system. The analysis showed that unoptiL4
mized handoff performance of NEMO would be unsuitable
for most applications due to handoff latencies of up to 2.75]
seconds. Even with protocol optimizations the handoffrlate (6]

cies would still limit the suitability for performance sétnge

applications, such as Voice over IP. Further, from the aigly [7]
it was evident that the protocol and routing overheads
NEMO would lead to inefficient use of scarce wireless network
resources. To address these shortcomings we proposedethe us
of multiple interfaces for Make-Before-Break handoffs an .
extended our previously proposed OptiNets route optiritinat [10]

scheme.

The Make-Before-Break handoffs make it possible for
fast moving Mobile Router to take advantage of high speed
but short range radio technologies without compromisirey i3]
service it offers to Mobile Network Nodes. However, there a 14
a number of potential drawbacks to using multiple interfaceis)
in mobile devices, such as an increase in power consumption,

interference caused by the usage of multiple interfaces

increased size and cost. These drawbacks apply mostly to
Mobile Hosts and do not limit the use of multiple interfaces o
Mobile Routers to the same extent for the following reasongz,

1) An on-board Mobile Router is not limited by power
constraints in the same way as battery powered mobﬂ%]

devices since it will be powered by the vehicle.

2) The ability to use physically separated external antenna
on a Mobile Router will reduce the effects of interfer—[lg]

ence.

3) A small increase in the size and cost of a Mobile Router
can be easily justified by the fact this increase benefttd
a large number of nodes due to aggregation of mobility

management at the Mobile Router.

SIP.

In summary, we showed that the MBB handoff schemgs,
and the extended OptiNets route optimization scheme atievi
the performance issues of the NEMO protocol. With these
optimizations NEMO could be used even with applicatior%e]

highly sensitive to delay and packet loss.
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draft-jeong-nemo-ro-ndproxy-02. txt. DHCPv6 solicit MR-AR 96 N/A  N/A

[30] S. Kent and R. Atkinson, “IP Encapsulating Security IBagl (ESP),” DHCPV6 reply AR-MR 184 N/A  N/A
Nov. 1998, internet-rfc : RFC2406. VMN MIPv6 BU VMN-CN 96 N/A 136

[31] S. Kent and R. Atkinson, “IP Authentication Header,” Wal998, HoTi VMN- H Ay -CN 96 136 176
internet-rfc : RFC2402. HoT CN-HAypmN-VMN 104 144 184

HoTi MN-HA-CN 96 136 N/A
HoT CN-HA-MN 104 144 N/A

APPENDIXA: NEMO HANDOFF LATENCY CALCULATIONS VMN MIPv6 CoTi VMN-CN 56 N/A 96
. VMN MIPv6 CoT CN-VMN 64 N/A 104
The total handoff latency equals to the link layer ha_ndpff OptiNets VMN-CN CoTi 56 NA  NA
latencyT > + the IPv6 network attachment latency, consisting OptiNets VMN-CN CoT 64 N/A  N/A
of Router Solicitation advertisement excharifigs_r4 and l\l\/l/llnF;v% '\l\//luN\l%'N\l CéOTri Zi w:\\ wﬁ

- v - )

DAD (Tpap) + NEMO prptocol latency c0n5|s_t|ng of the OptiNets BU VMN-CN 96 NA  NA
RTT between the MR and its HAIzr) and possibly Proxy MIPv6 BU MN-CN 96 N/A  N/A

DAD (Tppap)-
When the MR moves from its home network to a foreign
network the latency is:

Thof =Tr2 +Trs—ra + TJ_:)AD +Trrr + TPpAD or is negligible for VMNs not using route optimization since
Average value fofl’rs—ra is 0.25s and the average valughey register with theH Ay Only when entering the
for Tpap is 1.5s and the value fafpp ap is 1s. The average mopile network. MNs and VMNSs performing MIPv6 route
value for the handoff then equals .27 = Tr2 + Trrr +  gptimization send BUs and return routability messages ts CN

2.75s. ) according to Mobile IPv6 specification. This signaling dsts
When the MR moves between two foreign networks proxyt 5 coA return routability test between the MN and the CN,

DAD is not performed, thus the handoff latency becomes: 5 By to the CN and a BU to the HA every time the MN
Tf2_f =TpL2 + TRszA_‘i‘ Tpap + Trrr moves and a HoA return routability every 210s, or every time
This equals to a median @fyo; = Tr2 + Trrr +1.755.  pefore MN sends a BU to the CN, if this is more seldom than

_Finally when the MR returns home no DAD is performedy e 510s. Thus, the per MN time dependent overhead for a
since the HA acts as a proxy for the home and the link Iocﬁiobile IPv6 MN becomes the size of HoTi + HoT protected
addresses of the MR. Then the latency consists of only the |24, |psec every 210s. For a VMN CoT, CoTi and BU are
handoff latency, the RS-RA delay and the RTT between thg hanged with a CN every 420s with HoTi and HoT packets

MR and its HA. being tunneled between the MR and tHelp R -

Tyon =Tr2 + Trs-ra + TRTT _ Handoff signaling is handled solely by the MR and the
Thus the average minimum for handoff lateriGyy, is 0.25s HApggr for a NEMO LFN and consists of a BU and a

+ linklayer dependent delays when returning home. BA protected by IPsec. For a Mobile IPv6 MN the handoff

signaling consists of a BU to its HA, and a CoTi-CoT-BU

APPENDIXB: MESSAGESIZES AND OVERHEADS exchange with each CN.

FORNEMO, MoBILE IPv6 AND OPTINETSRO

The Table IV shows the message sizes in bytes for all
signaling messages sent over the air interface, excluding
IPv6 neighbor discovery and link layer signaling messages.
IPsec Encapsulating Security Payload (ESP) [30] is used for
protecting the HoT and HoTi messages and IPsec AH [31] for
protecting BUs between the MR and the4),r . The NEMO
protocol overhead consists of firstly per packet overheal
which depends only on the tunneling or route optimization
For a NEMO LFN this is always 40 bytes per packet dut
to use of the MR-HA IPv6 tunnel. For a VMN which uses
Mobile IPv6 with tunneling with thel Ay, the overhead
becomes 80 bytes due to the double tunnel. For a VMN whic
uses Mobile IPv6 route optimization with a 24 byte extensiol
header the overhead is 64 bytes per packet and for a MIPv6
MN it is 24 bytes.

Secondly nested mobility may result in per MNN time
dependent signaling overhead which does not exist for LFNs
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